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Abstract—Malicious websites attempt to install malware on
user’s devices without permission, which can disrupt device
operation, steal personal information, and even acquire access
to the device for future attacks. Accurate detection of ma-
licious website behaviors is crucial for network security but
still faces challenges. Firstly, various types and semantics of
website features are required to identity the wide range of
malicious characteristics, leading to massive training data and
computational overhead. Secondly, to reduce model dimension-
ality, a proper selection of website features is essential but
difficult due to the complex relations among features that can
affect each other’s contribution to detection outcomes. In this
paper, we propose a lightweight feature-based detection scheme
against malicious websites considering the interaction measures
among features and the overhead-accuracy tradeoff. Specifically,
we systematically characterize the interactions among website
features in a non-additive manner to indicate the aggregated
impacts of feature subsets. Then we propose a quantification
method to measure the feature interactions based on multivariate
regression. With this method, important features are selected
to substantially reduce the model dimension and computational
complexity while maintaining desirable accuracy. Meanwhile, the
proposed scheme provides an interpretable model that preserves
the physical meanings of original features. It allows users to
balance the overhead-accuracy tradeoff for detection model
training through feature subset selection to fit the requirements
and constraints of real applications.

Index Terms—network security, classification, non-additive
measure theory, feature selection

I. INTRODUCTION

Internet users are likely to encounter attacks when acciden-
tally connecting to or being redirected to malicious websites,
which respond to users’ requests while transmitting malware to
their devices at the same time. The malware attempts to install
and execute programs on users’ devices without permission,
launching a drive-by download attack. Then the attackers are
able to disrupt users’ operation, steal personal information,
send spams to users and even obtain total access to the
devices for future attacks. In addition, malicious websites
create phishing pages to collect victim’s credential information
and imitate victim’s identify on other legitimate websites.
For example, users of e-healthcare services may encounter
phishing attacks that intend to gain access to users’ personal
health data. According to Verizon [1], in USA around 43% of
data breaches on the Internet are based on malicious websites
in 2020, and malware. Cisco report [2] pointed out the rapid

increment in the number of malicious websites, in which about
20% of malicious domains are relatively new and used around
1 week after they are registered.

As malicious websites play significant roles in cyber crimes,
accurate detection becomes crucial to both service providers
and users. Widely-used techniques for malicious website de-
tection include blacklists, honeypot and machine learning.
The blacklists of malicious URLs are maintained by most
commercial browsers and utilized in many applications, such
as e-healthcare services [3]. The drawback of blacklist is ob-
vious, as it requires manual maintenance and periodic update.
Honeypot [4] is another common security facility deliberately
established to be attacked and compromised for detecting
malicious activities. Nevertheless, honeypot cannot be adopted
to implement the overall security architecture along, since it is
a passive security scheme that only detects malicious activities
directed against it. To address the drawbacks of blacklists and
honeypot, machine learning techniques are applied to develop
feature-based detection schemes by collecting website features
to train classification models. Features can be extracted from
the URL of website, such as lexical features based on the
properties of URL string [5], and host-based features including
host names, different layers of domain names and path to
locate the host server [6]. Content-based features also derive
information from the entire web page [7]. To the best of
our knowledge, most of the state-of-art malicious websites
detection schemes are feature-based.

However, challenges are raised when further improving the
effectiveness and efficiency of existing feature-based detection
schemes. Firstly, to handle a large number of website features
is challenging for capturing comprehensive snapshots of legit
and malicious web pages. Various features need to be collected
in both static and dynamic types, including URL structure, text
content, source code, host-based information, and manifested
behaviors when the page is rendered. For devices with limited
computational power, such as sensor devices in e-healthcare
system, quick responses are expected to determine whether
the connections are secure. In this case, a lightweight detection
scheme is necessary to detect malicious websites with reduced
complexity and computational overhead. Moreover, a large
number of features requires massive training data to avoid
overfitting when training the classification model, causing
greater overhead to data collection. Secondly, to decrease the
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complexity of generated model, dimension reduction methods,
such as Principle Component Analysis (PCA) [8] and Factor
Analysis (FA) [9] are usually applied. Despite the capability
of dimension reduction on training data, PCA and FA cannot
interpret variables that carry physical meanings in the domain
of network security. In addition, the information loss caused
by PCA and FA can hardly be quantified after removing
partial variance from the original dataset, so that users have
difficulties in deciding the proper number of dimensions.
Therefore, a lightweight and quantitative scheme is important
for malicious website detection to measure the aggregated
contributions of features and balance the overhead-accuracy
tradeoff.

In this paper, we propose a malicious websites detec-
tion scheme that investigates the complex interactions among
website features and achieves overhead-accuracy tradeoff for
different application requirements. Specifically, the proposed
scheme systematically quantifies the aggregated contributions
of features on detecting malicious website, so that proper
feature selection can be performed to reduce computational
overhead while maintaining detection accuracy. The major
contributions of this paper are threefold.

« We quantitatively characterize the interactions among
website features with non-additive measures to determine
their aggregated impacts on detection outcomes. The sig-
nificances of website features are considered in composite
form instead of individual ones, so that the contribution
of every possible feature combination is estimated with
supervised learning to achieve proper feature selection.
Compared to existing dimension reduction methods, the
proposed scheme provides a detection model whose pa-
rameters can be interpreted with the physical meanings
in respect of network security domain. As the original
features are preserved as input, the proposed scheme
requires less effort in data collection and provides deeper
insight on the patterns of malicious websites besides
detection outcomes to facilitate further study.

o The proposed scheme balances the tradeoff between de-
tection accuracy and computational overhead by selecting
proper subset of website features. After omitting the less
significant features and their interference, the classifica-
tion model is generated based on multivariate regression
with composite variables representing all combinations
of selected features. The computational overhead for
modeling can be substantially reduced while maintaining
reliable detection accuracy to fulfill the demands and
constraints of different devices and application scenarios.

« We conduct extensive simulations to validate the pro-
posed scheme. Applying different numbers of selected
features, the proposed scheme maintains higher detection
accuracy compared with other existing feature-based de-
tection schemes. By achieving the same desired accuracy,
the proposed scheme requires much less computational
overhead. Since new malicious websites keep being cre-
ated on the Internet, iterative update of the detection

model is necessary. The lightweight proposed scheme
takes advantage in fast training and providing quick
response in real-time network security applications.

The remainder of the paper is organized as follows. We
review the related works in Section II. The detection problem
is formulated in Section III. In Section IV, the proposed
detection scheme is developed based on feature interaction
measures. In Section V, performance evaluation is conducted.
Finally, conclusions are drawn in Section VI.

II. RELATED WORKS

Among the large number of proposed detection schemes,
the major variations reside in the different choices of feature
representation and machine learning algorithms. Marchal et al.
[10] defined the term of intra-URL relatedness for detecting
phishing URLs and utilized Random Forest to process the
collected features. Wang et al. [11] extracted fingerprint fea-
tures from web page texture to measure the similarity of URL
binary file contents. The URL word vector and vocabulary
features are also merged into the classification model to
classify malicious and legit websites based on convolution and
recurrent neural networks. Except URL-based features, Altay
et al. [12] retrieved features from web page context in terms of
keyword existence and frequencies, then train the classification
model with support vector machine and maximum entropy
methods. Decision Tree is also applied to process the features
of forwarding-based, URL-related and graph-based features
collected from original messages on social media [13]. Other
schemes proposed in recent years include applying Extreme
Learning Machines for classifying the malicious websites in
[14], and the spherical classification scheme that enables batch
learning models to handle a large number of instances [15].

Most of the existing machine learning-based schemes per-
form detection tasks by focusing on deducing the boundaries
between malicious and legit websites. However, to obtain
high accuracy, most detection schemes require a large number
of website features to be collected, increasing the model
complexity and the computational overhead exponentially.
Furthermore, dimensionality reduction can be quite difficult
without the capability to compare the contribution of features
in recognizing malicious characteristics. Directly conducting
sensitivity analysis on individual features towards the classi-
fication result is not applicable either. Similar to cross-layer
design in communication systems, different layers of website
features, such as URL-based, lexical based and content-based
features, are also likely to have complex interrelationships [5].
Changing one feature value may affect the impact of another
feature towards the result. Therefore, instead of generating
classification model based on individual features, the proposed
scheme deduces the model based on feature subsets to achieve
optimal feature selection and favorable detection accuracy.

III. PROBLEM FORMULATION

In this section, we formulate the communication model
between client and web server, and identify the typical attacks
from malicious websites as well as the collected features
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Fig. 1: Communication between web server and honeypot
client

from the connection. Given the verified sources of legit and
malicious website URLs, we apply a low interactive client
honeypot to isolate other network traffic. The procedures of
communication with web server are illustrated in Fig. 1. Four
types of features can be monitored by the client during the
communication and recorded in the dataset as a single sample.
The retrieved features are effective in distinguish the patterns
of corresponding attacks if the visited web server is malicious.
For example, URL injection attack tends to embed executable
code in URL string used on client’s browser to redirect the
client to other malicious or phishing websites. URL features
are able to recognize URL injection by retrieving lexical
features within URL string. Malicious websites also tend to
install malware on victim’s device through drive-by-downloads
attack, which results in abnormal increment in the network
traffic. Network layer features are able to distinguish drive-by-
downloads from normal packet transmission. Other malicious
activities, such as spam messages and information theft can
also be detected.

Let X = {x1,29,...,x N} be a set of of features collected
from a website and y be the label of website as legit or
malicious. Let s X — R be the system function of
classification, which takes a specific set of features as input
and return the malicious probability from 0 to 1 as output.
The classification problem can be formulated

Q
minZ(S(x1,$27~--7$N)_y)2 (1)
i=1

subject to : h,, > 0, where m € {1,2,...,M}.

Here, hy to hjy; are M constraints that may be posed by
network and website limitation, and Q are the number of
samples. The objective function computes the square sum-
mation of classification error between the predicted malicious
probability and real label, so that the optimal solution provides
the classification model.

contribution

pr = p{T1, T, 3}

pa = p{z3}

pe = p{z2}

e = p{T2, T3}
p1 = pf{@1}

0

z3 features

Hs :IL{IhEs}

Fig. 2: Illustration of interaction measure among three website
features

IV. PROPOSED MALICIOUS WEBSITE DETECTION SCHEME

In this section, we present our proposed malicious website
detection scheme. Firstly, we define the interaction measures
of all feature subsets based on Choquet integral to quantify
the aggregated impact of features on detection outcomes.
Then, we develop the process of feature selection to obtain
tradeoff between detection accuracy and overhead, so that the
classification model is generated with multivariate regression.

A. Interaction Measures Among Features

This subsection introduces the properties of feature interac-
tion measures. The relationships among website features, such
as URL features, network layer features and application layer
features can be quite complex, involving different relations to
jointly determine the detection outcomes. The significance of
each feature cannot be computed individually, and the proba-
bility function can hardly be formulated with traditional linear
models. In this case, the interaction measure among features
is defined as p : P(X) — R, where P(X) is the power set of
X, i.e. the set of all subset of X, and when the input is null
set then u(¢) = 0. The set function p is used to quantify
the aggregated influences of feature combinations and can
be negative to represent negative impacts on objective value.
The larger |p| implies higher significance of the combination.
The interaction measure is also non-additive, so that for two
feature sets A and B, A C B C X does not necessarily
imply p(A) < p(B). This property is to reflect the fact that
sometimes adding more features into the subset decreases their
joint influence because features may have opposite impacts to
objective value, causing lower detection accuracy even though
more features are considered.

The properties of interaction measure are illustrated by
Fig. 2, which shows that the full set of three features is not
necessarily the most significant combination when determining
the malicious probability. If we only consider x; and zo for
prediction, the accuracy is expected to be higher because their
combined impact to classification result is the largest among
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all subsets of features. By applying interaction measures,
we can generate non-linear function for precise classification
and quantitatively evaluation of the importance of various
features to a malicious website. The proposed scheme applies
Choquet integral to formulate interaction measures and pro-
vide nonadditivity to the model. Choquet integral measures
the interactions among features with non-additive measure p
defined over power set of features, which can be expressed as

2= (C) /X £ dp, @

where X = {x1,22,...,2zx} is a set the features, p is the
interaction measure based on subset of X, and f is the tuple
of observed values on X that is determined by all of the feature
values belonging to the considered subset.

B. Detection with Website Feature Selection

This subsection discusses the process of feature selection
and overhead-accuracy tradeoff balancing to obtain the classifi-
cation model with multivariate regression. Suppose the training
data contains N features and ) samples, it can be organized as
matrix X as shown in Eqn. 3, where z;; denotes the observed
value of sample ¢ and feature j, and y; denotes website label
of sample ¢. Min-max normalization is firstly applied to the
dataset to eliminate the influence of various feature scales on
the quantification of feature interactions

T11  T12 T1N Y1
T21  T22 T2N Y2

X = Y =1 . |. 3)
Tl TQ2 LN YN

Given the definition of Choquet integral and normalization of
training data, the interaction measures of all feature subsets
can be obtained with a multivariate regression model

?:e+/ f du+ N(0,62), (4)
X

where Y is the vector of estimated labels; p is the vector
of independent variables of the model representing the sig-
nificance of feature subsets; e is the regression constant that
represents the bias of model when no features is used for
classification; | < J dp is Choquet integral computed on set
of X with respect to interaction measures p; N(0,5?) is the
normally distributed random perturbation of regression model;
and the variance 2 is the measure of regression residue error.
To obtain Choquet integral, the tuple f needs to be computed
for all feature subsets by extending the matrix of training data
from @ —by — N matrix X into Q —by — 2~ augmented matrix
Z. For each row:
min

ne{n|k,=1}

{zgn} —

2q0 = 1, g, = max{

}{an}vo}

)
whereg=1,...,Qand k= 1,...2N —1, k,, is the n" lowest
bit of binary representation of k. For example, when k = 3,
its binary representation is 00...011, so that ky = ko = 1
and k3 = --- = ky = 0. The values of k can be used to

max
ne{n|k,=0

represent different subsets of features by converting k to binary
form. In this case, each element of matrix Z can be considered
as a composite variable merging all features involved in the
corresponding subset. The interaction measure for each subset
can be expressed as {e, i1, 42, - . ., tion _1 } so that all possible
feature combinations are considered, and the measure for null
set o can be replaced by regression constant e in regression
model, which indicates the bias when no features are applied.

By applying Eqn. 5, the augmented matrix Z can be
generated based on original data matrix X, which extends
its column number to the number of feature subsets. The
values of g in Eqn. 4 can be obtained from the entries of
matrix Z as the polynomial coefficients, which correspond to
the interaction measures of feature subsets, respectively. The
regression model of Eqn. 4 can be expressed in matrix form.

N e
Y1 1 zn 21(2N 1) "
o I zo1 ... 22(2N —1) 9
=|. . . ) | M2 | +N(0,07).
yQ 1 ZQl ZQ(QN_l) LN
(6)
By minimizing the regression residue 42, we can obtain the
solution of {e, p11, fi2, ..., uon_1} as
p=(2"2)"1 7", ()

so that the interactions of all feature subsets can be quantified,
which indicate the contributions of feature subsets on detection
outcomes. By selecting subsets with larger interaction, we can
adjust the number of features applied to train classification
model to reduce modeling overhead while maintaining detec-
tion accuracy. The overhead-accuracy tradeoff can be balanced
for different computation devices and application scenarios.

V. PERFORMANCE EVALUATION
A. Simulation Settings

In this section, we evaluate the effectiveness and efficiency
of the proposed scheme with respect to detection accuracy
and computational time per model training. The simulation
dataset contains 1781 samples with 216 malicious websites
and 1565 legit websites. Website features are collected to
reveal malicious and benign characteristics including URL
information, network layer and application layer behaviors,
which are summarized in Table. I. This full set is applied as
the basis for feature selection, which can be expanded in future
work to validate the proposed scheme in a higher-dimensional
space. Since the dataset is heavily imbalanced, we compute
the balanced accuracy and Fl-score of detection outcomes as
performance metrics. The simulation considers the scenario
that in real-time applications, new malicious websites keeps
being created on the Internet, requiring iterative update of clas-
sification model. To validate the proposed scheme for iterative
model training, we shuffle the training samples randomly and
split the dataset into 26 episodes. For each episode, new data
is added into the training set and use the remaining samples
as the testing set to update the classification model and derive
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TABLE I: Description of website features

i
=
(=3
o
o

feature description

the number of characters in URL

the number of special characters in URL

the operative system of the server got from response

number of TCP packets exchanged between the server and client
number of the ports detected and different to TCP

total number of IPs connected to the client

the number of bytes transferred

the number of packets sent from client to the server

the number of packets sent from server to the client

the number of DNS packets generated during the communication

=[O 00| A O\ | | W —

[=]

TABLE II: Feature subsets ranked with interaction measures

Rank | Feature subset No. of Intera!ction measure
features | magnitude

1 3,5-10} 7 519600

2 2-4,5-8,10} 8 462800

3 1-10} 10 375400

4 3,4,6-10} 6 253100

5 3,6,7,9,10} 5 244700

new balanced accuracy, Fl-score and computational time of
training. Since at least one episode is required for training
and testing, the process is repeated for 25 times, so that the
average values and variances of the performance metrics can
be obtained.

B. Simulation Results

As presented in Table. II, the relative significances of feature
subsets in the classification model are quantified as interaction
measures, which indicate the aggregated impacts of involved
features on determining whether a website is malicious or
not. In some cases, a subset with more features has less
interaction than a smaller subset, because the involved features
have weaker correlation with each other. To evaluate the
effectiveness of feature selection, we compare the accuracy of
proposed scheme with two existing detection schemes against
malicious websites, which utilize deep reinforcement learning
(RL) [16] and extreme learning (EL) technique [17], respec-
tively. All schemes are required to apply the same number
of features, for which the proposed scheme selects feasible
feature subset with the largest interaction and the benchmark
schemes select features from the full set randomly. The random
feature selection of each benchmark scheme repeats for 5
times, so that the proposed scheme is processed for 25 model
updates (add one episode of data per update) and benchmark
schemes are processed for 125 updates. The average accuracy
values of all model updates and 95% confidence intervals are
shown in Fig. 3. The Fl-scores of whole dataset for malicious
website detection are shown in Fig. 4. Since the proposed
scheme selects website features with the largest interaction on
detection outcomes, maximum information carried by training
data can be preserved for the generated detection model. The
result validates that based on systematic characterization of
feature contributions, proper feature selection is capable of
reducing computational complexity of model training while
maintain the detection accuracy.

Besides balanced accuracy and F1-score, the computational
complexity of the proposed scheme is also evaluated. In the
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Fig. 3: Average balanced accuracy vs. number of applied features: the proposed scheme
maintains high detection accuracy after interaction-based feature selection compared
to RL and EL, which select features from dataset randomly. As the required model
dimension decreases, the difference in accuracy becomes larger. The accuracy variance
of the proposed scheme is also lower than RL and EL, showing more consistent detection
performance.
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Fig. 4: Average Fl-score vs. number of applied features: the proposed scheme achieves
the best balance between precision and recall compared to RL and EL, which select fea-
tures from dataset randomly. As the required model dimension decreases, the difference
in Fl-score becomes larger and proposed scheme provides the most reliable detection
model.

simulation, a new episode of data is added into the training
set in each model update to simulate the scenario that new
malicious websites keep being established in real networks.
The classification model is updated iteratively and the average
computational time per training is computed as metric of
scheme complexity. Compared with RL and EL, the initial
training of the proposed scheme has larger computational over-
head to traverse all subsets of features for interaction measures.
The number of operations increases exponentially with the
number of applied features. However, after feature selection
of the initial training, the proposed scheme requires much less
overhead for the following model updates, so that the average
computational time can decrease to an acceptable level. Fig.
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Fig. 5: Average computational time per training vs. number of model updates: the comparison is presented with the number of updates from 5 to 25. Under different cases of feature
selection, the overhead of the proposed scheme is high for the initial training, and then converges rapidly to an acceptable level compared to RL and EL. As the number of applied
features decreases, the computational overhead of the proposed scheme also drops substantially.
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Fig. 6: Average computational time per training vs. achieved balanced accuracy: by setting
the evaluated schemes to achieve the same accuracy, the computational time consumed
by the proposed scheme is substantially lower than RL and EL.

5 presents the comparison of computational overheads by
requiring the proposed and benchmark schemes to apply 5,
7, and 9 features for model training, respectively. In real
applications of malicious website detection, emerging websites
are created in the network with rapid rate, so that the detection
model has to be updated iteratively with the recently collected
data to remain adaptive to malicious characteristics. As the
number of times to update model increases with new websites
emerging, the average computational time of the proposed
scheme keeps decreasing and tends to converge to a much
lower level than RL and EL. The simulation results efficiency
of the proposed scheme in the scenario of real-time malicious
website detection, where frequent update is necessary to obtain
an adaptive generated model for the latest malicious website
patterns utilized by the attackers.

C. Further Discussions

As discussed previously, the operations to traverse all fea-
ture subsets for characterizing corresponding interactions do
not cause obvious overhead in realistic scenarios that require

iterative model update. Then we can validate the reduction of
computational complexity of the proposed scheme by making
the proposed and benchmark schemes achieve the same ac-
curacy. Fig. 6 shows the average computational time required
to achieve different desired accuracies. As desired accuracy
increases, the reduction of computational overhead achieved
by the proposed scheme becomes more substantial compared
to RL and EL. This improvement is essential for devices
with limited computational power, such as smartphones and
wearable devices, which require lightweight detection scheme
to provide timely response.

In addition, the overhead-accuracy curve of the proposed
scheme also show that users are capable of balancing the
overhead-accuracy tradeoff for malicious website detection.
In different cases of model updates, various user demands
for detection accuracy and constraints of computing resources
can be fulfilled by the proposed scheme. In comparison,
balancing the overhead-accuracy tradeoff via proper feature
subset selection can be difficult for existing feature-based
detection schemes, such as RL and EL, that are integrated
with dimension reduction algorithms. The dimension reduction
algorithms utilize transformed dimensions for modeling with-
out the original physical meanings of website features. This
requires dimension reduction process to be repeated every time
emerging website data are collected, or the user demands and
resource constraints change. Therefore, the proposed scheme
achieves more lightweight malicious website detection while
guaranteeing the desired accuracy.

In the future, a promising direction for our work is to extend
the proposed non-additive measure based feature selection
technique to more high-dimensional scenarios. In realistic net-
work security problems, such as malicious website detection,
a large number of features are expected to be collected and
considered. Since the total number of feature subsets increases
exponentially with the number of features, the characterization
of feature interactions in high-dimensional problems can be
challenging. We will expand the training dataset in the future
work to provides a more complete basis for feature selection
and overhead-accuracy tradeoff balancing. To measure the
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sheer volume of feature interactions, more powerful solution
algorithm will be investigated to handle the excessive compu-
tational overhead and overfitting problems.

VI. CONCLUSION

In this paper, we have proposed a lightweight detection
scheme against malicious website with optimal feature se-
lection based on interaction measures to balance overhead-
accuracy tradeoff. Specifically, we have formulated interaction
measures among website features based on Choquet integral to
bring non-additive property to classification model. Then we
have derived the interaction measures by applying multivari-
ate regression to quantify the aggregated impacts of feature
combinations on detection outcomes. Through proper feature
selection, the overhead for data collection and model training
can be reduced substantially while maintaining high detection
accuracy. In addition, the systematic and quantitative analy-
sis of feature significance enables users to achieve various
overhead-accuracy tradeoffs by adjusting the selected feature
subsets to fulfill requirements of different network security
applications. As new malicious websites keep being created
on the Internet, the training dataset and classification model
need to be updated iteratively. In real-time applications, fast
response is required for malicious website detection. The
relatively low overhead of our proposed scheme takes an
advantage in fast training and giving quick response compared
to the existing works.
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