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@ A sup measure: a map m: G — [0, 00] with m(()) = 0 and
m(Uy Gy) = sup., m(G,) for any collection of open sets {G, }.

@ The sup derivative dVm of a sup measure m:

v N
d’'m(t) = 1_!22 m(G), Geg.
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The sup integral of £ : RY — [0, o0]:

iVf(G) :=supf(t), Ge€G.
teG

m=iVdVm.

The space SM of sup measures with sup vague topology is
compact and metrizable.

=—>: a random Sup measure.
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@ The (-stable regenerative set: the closure of the range of the
(B-subordinator, 0 < 8 < 1.

° Rg): independent f;-stable regenerative sets, 0 < §; < 1,
i=1,...,d.

o v >0, i=1,...,d,
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o {Rg,};>1 independent.
@ Suppose the shift vectors have different components.
@ Forany m=1,2 ...,

P(ﬂjm:l/%@j #+ @) =0orl,

the probability is 1 if and only if m < minj=;__4(1 — Bi)L.
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The model

@ A discrete time stationary random field X = (Xt, te Zd).
@ What does “memory” mean for random fields?

@ We consider a class of stationary symmetric a-stable (SaS)
random fields, 0 < av < 2.

@ There is a natural parametrization of “memory”.



e d o-finite, infinite measures on (ZZ,B(ZZ)):

e
kEZ



e d o-finite, infinite measures on (ZZ,B(ZZ)):

Hi = Z Tr,((i) P,Ei) .
kEZ

@ Fori=1,...,d, P,Ei): the law of an irreducible aperiodic
null-recurrent Markov chain (Y,S’))nzo on Z, YO(') =kelZ.



e d o-finite, infinite measures on (ZZ,B(ZZ)):

Hi = Z Tr,((i) P,Ei) .
kEZ

@ Fori=1,...,d, P,Ei): the law of an irreducible aperiodic
null-recurrent Markov chain (Y,S’))nzo on Z, YO(') =kelZ.

° (Wf(i))kez: the invariant measure satisfying 7T(()i) =1
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@ The first return time to the origin: for
X = ( cey X1, X0, X1, X2 . ) S ZZ, QD(X) = inf{n Z 1: Xp = O}

@ The key assumption:

P(gi)(90>”)€RVfﬁ,, some0< 8 <1,i=1,...,d.

@ Overall space:
(E.8) = (7% x - x 7%, B(Z%) x - x B(Z)) ,

U= p1 X X ld .
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o Left shift operator on Z7%:

T((...,X_l,Xo,Xl,XQ...)) = (...,X07X17X27X3...).

e A group action of Z9 on E: forn= (ny,...,nq) € Z9,
T = (T"xW ... Thx @) e E

if x=(x(M, ..., x(9)
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A stationary SaS random field:

)Q:/FbT%@Mw@,neZ%
E

@ M: a SaS random measure on (E,E) with control measure ,

Fx)=1xD e A i=1,....d), x=(xD ... x).

o A={xecZ”: xy=0}.
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Extreme Value Theory for Random fields

Extremes of the random field over growing hypercubes

[0,n]={0<k<n}, n—oo.

@ A random sup measure:

Nn(B) = max Xe, B € B([0,00)9).

@ Under what normalization 7, converges and what is the limit?
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@ Denoteforn=1,2,...andi=1,...,d,

by = (i ({x : xi = 0 for some k = 0,17”.,”}))1/@.

o bY) € Re((1 - B)/a)

@ Set

bn —Hb ,n=(ng,...,ng) eNg.
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As n — oo, weakly,

i _ & 1/a
bn "7" 2 na,ﬁ .
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The limit sup measure

10.6(B) = 500 >~ U Lsevs oy 10 B € B([0.20)°).
j=1



The limit sup measure

ﬁa,B(B) = fggz Ua:fl{tGVQ,j—i-Rg’j}u B e B([O’ Oo)d) :
j=1

® (Uaj,Vg,j)j>1: the points of a Poisson point process on
R x R9, with mean measure

d
au "%y H(1 - ﬁi)Vi_ﬁidVi’ uvi,...,vg >0.
i=1
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e {Rg,}j>1: iid products of stable regenerative sets.
@ The limiting measure is stationary and self-similar.

@ It has the Fréchet distribution if and only if 8; < 1/2 for some
i=1,...,d.



