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L
A S T  O C T O B E R ,  M I L L I O N S  of 
interconnected devices in-
fected with malware mount-
ed a “denial-of-service” cy-
berattack on Dyn, a company 

that operates part of the Internet’s 
directory service. Such attacks re-
quire us to up our technical game in 
Internet security and safety. They also 
expose the need to frame and enforce 
social and ethical behavior, privacy, 
and appropriate use in Internet envi-
ronments. 

Social behavior and appropriate 
use become even more crucial as we 
build out the “Internet of Things” 
(IoT)—an increasingly interconnect-
ed cyber-physical-biological envi-
ronment that links devices, systems, 
data, and people. At its best, the IoT 
has the potential to create an inte-
grated ecosystem that can respond 
to a spectrum of needs, increasing 
efficiency and opportunity, and em-
powering people through technol-
ogy, and technology through intelli-
gence. At its worst, the IoT can open 
a Pandora’s Box of inappropriate and 
unsafe behavior, unintended conse-
quences, and intrusiveness. 

The difference between an IoT 
that enhances society and one that 
diminishes it will be determined by 
our ability to create an effective mod-
el for IoT governance. This model 
must guide social behavior and ethi-
cal use of IoT technologies while pro-
moting effective security and safety. 
While we should not limit technol-
ogy innovation too early with overly 
restrictive policy, neither should we 
leave the policy and governance dis-
cussion until the IoT is so mature 
that it cannot easily incorporate pro-
tections. 

What Policy Will Be 
Needed for the IoT?
Although much of the policy needed for 
the IoT may evolve from Internet gov-
ernance, the scale, heterogeneity, com-
plexity, and degree of technological au-
tonomy within the IoT will require new 
thinking about regulation and policy 
and force new interpretations of current 
law. As an example of the complexity 
of the governance challenge, consider 
three key areas critical to ensure the 
positive potential of the IoT: 

1. What are your rights to privacy in 
the IoT? The IoT will sharpen the ten-
sion between individual privacy and 
the use of personal information to pro-
mote effectiveness, safety, and secu-
rity. Who should control information 
about you? Who should access it? Who 
can use it? The answer is not always 
clear-cut. Consider medical monitor-
ing devices and the information they 
accumulate. Should your personal 
health information be shared when 

the Centers for Disease Control want to 
track a potential epidemic? When bio-
medical researchers want to model po-
tential treatment strategies on a richer 
dataset? When an employer is consid-
ering you for a job? 

At present, policy and laws about 
online privacy and rights to informa-
tion are challenging to interpret and 
difficult to enforce. As IoT technolo-
gies become more pervasive, personal 
information will become more valu-
able to a diverse set of actors that in-
clude organizations, individuals, and 
autonomous systems with the capac-
ity to make decisions about you. 

Some have suggested that individu-
als should have a basic right to opt 
out, delete, or mask their information 
from systems in the IoT, providing 
one tenet of a potential IoT “Bill of 
Rights.” However, it may be infeasible 
or impossible for an individual to con-
trol all the data generated about them 
by IoT systems. 

Interestingly, strong individual 
privacy rights may also mean less so-
cial benefit. Too many “opt-outs” may 
erode the public and private value of 
IoT datasets,3 negatively impacting 
their social benefit—imagine a Google 
map where locations come and go. 
The complexity of providing useful 
services subject to dynamic participa-
tion and evolving individual prefer-
ences may be extraordinarily complex 
to develop and administer. 

2. Who is accountable for deci-
sions made by autonomous systems? 
As autonomous systems replace some 
human activities, we face the chal-
lenge of when and how these systems 
should be deployed, and who is re-
sponsible and accountable for their 
behavior. When your “smart” system 
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fails, is hacked, or acts with negative 
or unintended consequences, who is 
accountable, how, and to whom? 

A high-profile example of this is 
autonomous vehicles, which make 
many decisions without “a human in 
the loop.” We currently expect auto-
mobile companies to be accountable 
if automotive systems, such as anti-
lock brakes, fail. As cars begin to drive 
themselves, who should be respon-
sible for accidents? As systems take 
on more decisions previously made by 
humans, it will be increasingly chal-
lenging to create a framework for re-
sponsibility and accountability. 

3. How do we promote the ethical 
use of IoT technologies? Technologies 
have no ethics. Many systems can be 
used for both good and ill: Video sur-
veillance may be tremendously help-
ful in allowing senior citizens stay in 
their homes longer and parents to 
monitor their newborns; they can also 
expose private behavior to unscrupu-
lous viewers and unwanted intrusion. 

In his highly popular and visionary 
books, Isaac Asimov posited four laws 
of robotics1,2 on the basic theme that 
robots may not harm humans (or hu-
manity), or, by inaction, allow humans 
(humanity) to come to harm. Asimov’s 
Laws provide a glimpse into the social 
and ethical challenges that will need 
to be addressed in the IoT. How do we 
promote and enforce ethical behavior 
by both humans and intelligent sys-
tems? Will we need to develop and in-
corporate “artificial ethics” into auto-
mated systems to help them respond 
in environments when there are good 
and bad choices? If so, whose ethics 
should be applied? 

Toward a Framework  
for Thinking About Principles 
and Policy for the IoT 
What might a general IoT governance 
model look like? In 2008, the Forum 
for a New World Governance devel-
oped the “World Governance Index” 
(WGI) focusing on peace and security, 
democracy and the rule of law, human 
rights, development and participation, 
and sustainability. These areas provide 
a roadmap for considering IoT gover-
nance. Mapping the WGI areas to the 
IoT indicates that we will need: 

˲˲ Policy for IoT safety, security and  
privacy, requiring the development of 

viable approaches promoting individ-
ual rights, data security, and trust, as 
well as disincentives and penalties for 
inappropriate behavior, corruption, 
and crime. 

˲˲ A legal framework for determining 
appropriate behavior of autonomous 
IoT entities, responsible and account-
able parties for that behavior, and de-
termination of who can enforce com-
pliance, how, and on what grounds. 

˲˲ Focus on human rights and ethical 
behavior in the IoT, including a sense 
of how these would be enforced. This 
gets to the heart of the need for the IoT 
to promote human well-being and con-
tribute to the advancement of society. 

˲˲ Sustainable development of the IoT 
as part of a larger societal and tech-
nological ecosystem, including its 
impact on biological systems (for ex-
ample, 3D-printed organs, implants), 
environmental systems, and natural 
resources). 

We need to lay the groundwork 
now. The IoT should advance society 
and not just technology. The first step 
is to pursue the discussions, studies, 
task forces, commissions, and pilots 
that will help develop governance for 
an empowering and enabling IoT. 
Developing policy and legislation in 
newsworthy and opportunistic areas 
(for example, transportation) is es-
sential, but not enough. We need to be 
thinking deeply now about broad IoT 
use and deployment, and how it can 
help create a more enlightened and 
civilized society. If we wait too long, 
we do so at our own risk. 
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