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Abstract—Developers often spend valuable time navigating
and seeking relevant code in software maintenance. Currently,
there is a lack of theoretical foundations to guide tool design
and evaluation to best shape the code base to developers. This
paper contributes a unified code navigation theory in light of
the optimal food-foraging principles. We further develop a novel
framework for automatically assessing the foraging mechanisms
in the context of program investigation. We use the frame-
work to examine to what extent the clustering of software
entities affects code foraging. Our quantitative analysis of
long-lived open-source projects suggests that clustering enriches
the software environment and improves foraging efficiency. Our
qualitative inquiry reveals concrete insights into real developer’s
behavior. Our research opens the avenue toward building a new
set of ecologically valid code navigation tools.

Index Terms—Code navigation, cybernetic enrichment, forag-
ing theory, information seeking, program investigation, software
clustering.

I. INTRODUCTION

EEKING relevant code to fulfill software maintenance
S tasks has become difficult and time-consuming, especially
in a cybernetic environment where information and knowl-
edge are distributed and decentralized. Studies show that even
experienced developers have difficulty navigating around pro-
grams of very modest size [1]-[3]. The problem associated
with code navigation is presumably worse when less experi-
enced developers try to correct, enhance, or refactor unfamiliar
code, a common situation in large and long-term software
projects where team membership and responsibilities change
frequently [4].

Developers typically use an integrated development environ-
ment (IDE) to investigate source code. Although modern IDEs
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provide some code navigation facilities, the support is far from
satisfactory. For example, Eclipse’s navigational tools caused
significant overhead: developers spent, on average, 35% of
their time on software maintenance tasks simply navigating
through the code [2]. In another study, 76% of all code naviga-
tions using Eclipse referred back to locations that had already
been visited, and most repeated navigations were arguably
wasted interactions [S5]. Simply put, using current tool support
often causes the developers to become distracted, disoriented,
and altogether lost during code navigation [4].

Code navigation can be supported in a wide variety of
ways, ranging from basic textual queries and cross-reference
searches (e.g., for all the callers of a method) to advanced
tools that take advantage of the ever-growing quantities and
types of software development data. Examples of advanced
techniques include: 1) historical analysis (e.g., searchable
project memory [4] and association rule mining of version
histories [6]); 2) static analysis (e.g., semantic retrieval [7]
and topology analysis of structural dependencies [8], [9]);
and 3) dynamic analysis (e.g., execution slices [10] and
dynamic configuration [11]). The rich collection of code
navigation tools is not surprising when we consider the
developers’ diverse information needs that must be answered
during software change tasks [12]. In fact, many approaches
have leveraged more than one data source to maximize the
efficiency of developers in different program investigation
situations [13]. For instance, Mylyn [14] models a task con-
text by monitoring a developer’s activity (historical analysis)
and extracting the structural relationships of program artifacts
(static analysis).

While the development of code navigation tools has a sub-
stantial history, there has been surprisingly little work on
gaining fundamental understandings of the factors affecting
code navigation. The lack of a theoretical foundation has led
to isolated and fragmented views of the field, and sometimes
even divergent results. For example, developers who made a
plan to attain maintenance goals and stuck to the plan were
observed to be more successful [15], but none of the devel-
opers (regardless of success) recorded any plan or hypothesis
in another program investigation study [3]. This shows serious
limitation of descriptive models derived from specific observa-
tions. Thus, there is a critical need for the software engineering
community to gain a unified and coherent understanding of the
fundamental mechanisms that underlie the developers’ code
navigation behavior.

One theory that attracts much attention lately [2], [16]-[19]
is information foraging theory, which uses our animal
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ancestors’ “built-in” food-foraging mechanisms [20] to under-
stand human information seeking and gathering in the vast-
ness of the Web [21]. Foraging theory stems from the
assumption that people (indeed, all organisms) are ecologi-
cally rational and adapt to the environments in which they
operate [20], [21], and thus has great potential of offering a
unified account for developers’ seeking relevant code during
software maintenance. In an earlier vision paper, we related
foraging theory’s tenets to code navigation and described
some preliminary results that illuminate how the optimal for-
aging mechanisms appear to work as developers navigate
toward their maintenance goals [22]. This paper is among
the biologically inspired approaches to tackling cybernetic
challenges [23]-[25].

In this paper, we present an in-depth study to investigate
enrichment [21], a core mechanism for increasing foraging
efficiency through manipulating resources in the environment.
Our aim is to assess to what extent software (the informa-
tion environment) can be rearranged to facilitate developers’
(foragers’) navigation. To answer the research question, we
focus on software clustering by which enrichment can be done
automatically. This paper tests the foraging principles in two
ways. First, we perform a quantitative analysis to determine
how an optimal forager’s code navigation is affected by the
organization (clustering) of software. In a second phase, we
conduct a detailed qualitative analysis of the interaction traces
recorded during programming sessions to gain insights into
the real developer’s behavior.

The novelties of this paper lie in the development of a
framework for automatically assessing the optimal foraging
principles in the context of cybernetic program investigation.
The framework provides not only a theoretical foundation
for understanding developers’ information seeking in light
of the adaptiveness of human behavior, but also a practical
means of comparing and evaluating code navigation tools. In
what follows, we present background information on forag-
ing theory and software clustering in cybernetics (Section II).
We then detail our research methodology in Section III.
Sections IV and V describe the quantitative and qualitative
evaluations, respectively. The implications of this paper are
discussed in Section VI, and finally, Section VII concludes
this paper.

II. BACKGROUND AND RELATED WORK
A. Optimal Foraging Theory

Animals adapt, among other reasons, to increase their rate of
energy intake. To do this they evolve different methods: a wolf
hunts for prey, but a spider builds a web and allows the prey to
come to it. Optimal foraging theory is developed in biology for
analyzing the adaptive value of food-foraging strategies [20].
Optimality here refers to the strategy that maximizes the gain
per unit cost. Central to optimal food foraging are the patch
model and the diet model.

The patch model deals with predictions of the amount of
time an organism would forage within a patch before leaving
for another patch. Fig. 1(a) illustrates the model by presenting
a hypothetical bird foraging in an environment that consists
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Fig. 1.  (a) Illustration of patchy environment, where a hypothetical bird
forages in patches containing berry clusters. (b) Charnov’s marginal value
theorem [20] states that the rate-maximizing time to spend in patch, *, occurs
when the slope of the within-patch gain function g(fy) is equal to the average
rate of gain, which is the slope of the tangent line R*.

of patches of berry clusters. The forager must expend some
amount of between-patch time (7p) arriving at the next patch.
Once in a patch, the forager faces the decision of keeping
within-patch foraging (#y) or leaving to seek a new patch.
As the forager gains energy, the amount of food diminishes
or depletes. In such cases, there will be a point at which the
expected future gains from foraging within a current patch
diminish to the point that they are less than the expected
gains that could be made by leaving for a new one. Fig. 1(b)
shows Charnov’s marginal value theorem [20], which math-
ematically models an optimal forager’s time allocation. In
Fig. 1(b), g(tw) represents a decelerating expected net gain
function. The amount of energy gained per unit time of forag-
ing is R = g(tw)/(tg+1tw). Thus, the rate-maximizing time, 1*,
occurs when the derivative of g(fw) is equal to the slope of
the tangent line R*.

The diet model deals with the tradeoffs when a predator
forages in a habitat that contains a variety of prey. If a preda-
tor’s diet is too narrow (e.g., it eats only a few types of prey),
it will spend all of its time searching. If the predator’s diet
is too broad (e.g., it eats every type that encountered), then
it will pursue too much unprofitable prey. Optimal diet selec-
tion follows two principles. The profitability principle states
that the prey is predicted to be ignored if its profitability,
m = g/tw, is less than the expected rate of gain, R, of contin-
uing search for other types of prey. The prevalence principle
states that increases in higher profitability prey’s prevalence
(i.e., encounter rate), A = 1/tp, make it optimal to be more
selective.

In a nutshell, the simple rule in optimal foraging the-
ory is: “do not expend more energy finding the food
than the food provides.” Animals (including humans) have
evolved some very sophisticated and fascinating food-seeking
mechanisms. Optimal foraging theory has been proven to
be productive and resilient in addressing food-searching
behavior in the field and the laboratory, whereby the ade-
quacy of the tenets (e.g., the patch model and the diet
model) is tested to account for the evolution of given
structures or behavioral traits [20]. Therefore, optimal for-
aging theory has effectively unified many isolated stud-
ies that would otherwise not be linked in a meaningful
way [20].
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Fig. 2. Foraging-theoretic code navigation model depicted in Bachman
notation, a variant entity-relationship diagram [28]. Boxes, arrows, and
ovals represent entities, relationships, and attributes, respectively. This model
represents a substantial refinement of our earlier work [22].

B. Foraging Theory Applied to Web and Code Navigation

Humans seeking information adopt various strategies, some-
times with striking parallels to those of animal foragers. The
wolf-prey strategy bears some resemblance to classic infor-
mation retrieval [26], and the spider-web strategy is like
information filtering [1]. Pirolli [21] developed information
foraging theory by laying out the basic analogies between
food foraging and information seeking: predator (human in
need of information) forages for prey (the useful informa-
tion) along patches of resources and decides rationally on a
diet (what information to consume and what to ignore). The
theory assumes that humans are well adapted to the exces-
sive information in the world around them, and that they
have evolved strategies to efficiently find information rele-
vant to their needs. Pirolli [21] has successfully applied the
core mathematics of optimal foraging theory to study human
behavior during information-intensive tasks like Web naviga-
tion. As a result, information foraging theory has become
extremely useful as a practical tool for website design and
evaluation [27].

Recently, information foraging theory has been applied to
code navigation. Ko et al. [2] were among the first to relate
foraging theory to developers’ seeking relevant code in soft-
ware maintenance; however, their study was exploratory and
speculative. Lawrance et al. [16]-[18] recently pioneered the
application of information foraging theory to debugging. They
viewed developer as predator and bug-fix as prey, and pre-
sented encouraging results that matched theory’s predictions
with real developers’ navigations. Building on these efforts,
we teased out a set of constructs and assumptions of a code
foraging model [22], as delineated in Fig. 2.

Fig. 2 shows that developers who investigate source code
operate in two environments. The task environment is cou-
pled with a goal, problem, or task that drives human behavior,
whereas the information environment structures developers’
interactions with the content. A forager’s navigation is cal-
culated according to information scent, a sense of value and
cost of accessing a resource (e.g., an information item or a
patch of items) based on perceptual cues [21]. For instance,
information scent during debugging can be computed by com-
bining: 1) a spreading activation over the link topology [8] that
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represents human goal memory in the task environment and
2) an interword correlation (e.g., tf-idf [26] between bug report
and source code) used to approximate developer’s conception
of word synonymy in the information environment [16].

The succinct set of intuitive constructs presented in Fig. 2
reflects foraging theory’s parsimony, which further contributes
to a unified account for code navigation. For example, the con-
cept of “patches” could explain why developers collectively
tend to visit files in clusters, a clue that historical analysis tools
(see [4]) rely upon. The theory also suggests why “scent,” as
per textual similarity in static analysis tools like [7], could be a
navigation predictor. Finally, a foraging-theoretic explanation
of the success of such dynamic analysis tools as [10] may be
that distilling the runtime semantics makes it easier to form a
“hypothesis.”

In summary, foraging theory has the merit of unifying a
great variety of code navigation phenomena [22]. A promi-
nent feature of the model in Fig. 2 is that developers’ behavior
and their environments co-evolve, each shaping the other in
important ways. While developers’ adaptation to the flux of
information has recently been explored [18], little is known
about how the information environment can be best shaped
to developers. This paper addresses the gap by investigat-
ing source code clustering, an automated enrichment method
through which the information resources are rearranged to
potentially improve foraging efficiency.

C. Software Clustering

Many researchers have attempted to automatically organize
a large software system’s structure into smaller, more manage-
able subsystems, giving rise to the research area of software
clustering.! Clustering approaches have also played important
roles in different aspects of cybernetics [29]-[34]. Specifically
related to this paper are source code clustering techniques that
facilitate program comprehension and identification of loca-
tions related to a software change. Most of these techniques
employ hierarchical clustering in which few arbitrary decisions
are involved [35]. Fig. 3 shows the basic steps of hierarchical
clustering. Table I lists how the update rule (step 3b in Fig. 3)
is defined in some well-studied algorithms [35].

Magbool and Babri [35] reviewed the most commonly used
hierarchical clustering approaches in the context of software
subsystem recovery and modularization. They show that the
Jaccard coefficient is one of the best similarity measures
(step 2 in Fig. 3) for software clustering. They also point out
that there is unlikely to be a clear winner among the many dif-
ferent clustering algorithms, e.g., the complete linkage (CL)
algorithm produces more cohesive clusters than the single link-
age (SL) algorithm, but the stability of CL is worse than that
of SL. Such complementarity is viewed as a strength of clus-
tering in that alternative views of a software system can be
automatically generated [35].

Earlier work by Tzerpos and Holt [36] realized the
primary goal of software clustering should be helping
developers to understand the software system, rather than

]Approaches that cluster the entire software are described here; those
clustering only the system’s evolving parts are discussed in Section IV-A.
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1. Construct an n X m entity-feature matrix (M) to associate each
entity F; (1 < 4 < n)with afeature vector f; = (f;1, fi2, ..., fim)-

2. Calculate similarity between a pair of entities within M.

3. Repeat

a. Merge the two most similar entities F; and Ey into Egy.

b. (update rule) Treat the newly formed cluster Fzy as a new
entity and update the entity-feature matrix by either obtaining
the feature vector fxy or re-calculating similarity between
Ey and all other entities in M this results in an updated
entity-feature matrix of size (n — 1) X m.

Until the exit criteria are met OR only one cluster remains.

Fig. 3. Hierarchical clustering steps.

TABLE I
UPDATE RULE DEFINED IN WELL-STUDIED ALGORITHMS

[ Algorithm i
Single Linkage (SL)

Update Rule |

Sim(Eyy, F) =

Max(sim(Ez, ), sim(FEy, E.))
SiM(Ezy, F) =

Min(sim(Fy, E.), sim(Ey, E.))
fxy = (fx +fy)/ (nz + ny), where

ng and ny denote the number of

entities in I, and Iy respectively

Complete Linkage (CL)

Weighted Combined (WC)

maximizing the value of some metric like high-cohesion or
low-coupling. They developed algorithm for comprehension-
driven clustering (ACDC), based on the patterns (i.e., familiar
subsystem structures) frequently appeared in manual decom-
positions of large-scale software systems. A key contribution
is bounded cardinality that ensures a reasonable cluster size
to ease comprehension; thus, each resulting cluster of ACDC
contains between 5 and 20 entities [36].

More recently, Scanniello and Marcus [37] presented clus-
tering support for finding locations in source code where
changes are needed to address a modification request.
Structural dependencies (e.g., direct calls) are used to cluster
software entities, and lexical similarities (e.g., tf-idf between
change request and source code) are used to rank the enti-
ties within a cluster. Such a combination of structural and
textual information has also been exploited by contemporary
clustering approaches, such as [38]-[42].

III. RESEARCH METHODOLOGY

The overall goal of this research is to assess “to what extent
can software clustering affect developers’ code foraging?”
This section describes our framework for analyzing the inter-
play between code foragers and their software environment.
We start by refining our general research goal with specific
questions concerned with the cluster-patch analysis.

A. Central Hypothesis

The patch model, one of foraging theory’s most basic
tenets, suggests a locality in which within-patch distances are
smaller than between-patch distances [21]. This establishes
a natural correspondence between a ‘“patch” of resources
(e.g., information items) and a “cluster” of data objects
(e.g., software entities). Researchers have supported the patch
model’s premise by showing that developers’ navigation
was concentrated in only a small fraction of source code
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Fig. 4. In comparison to some baseline patchy environment (a), environ-
ment (b) is richer because the patches themselves are more profitable. Such
an enrichment effect is illustrated in (c) in light of Charnov’s marginal value
theorem [20]. After enrichment, an optimal forager can leave a patch earlier
(t;‘ < t) with more gain (g, (tw) > ga(tw)), i.e., can achieve an increased
rate of gain.

patches [16] and that within-patch navigations were easier
(and thus followed more) than between-patch navigations [22].
All the studies so far have mapped an information patch to
an existing organization of source code, though at different
levels: class [16], package (group of classes) [18], [22], and
method (member of a class) [17]. While this creates flexi-
bility, it is surprising to note that no current work has yet
leveraged clustering methods to shape software to developers
(code navigators) for a possibly more favorable arrangement
of the information environment.

Our central hypothesis is that the way software entities
are grouped (clustered) can affect the profitability of infor-
mation patches, which in turn can shape the way developers
navigate the code base. Fig. 4 illustrates the hypothesis that
clustering more relevant entities in a patch increases forag-
ing efficiency. From an information retrieval perspective, mean
average precision (MAP) [26] can estimate patch profitability,
but it provides only a static view of the information environ-
ment. To complement this, we use measures that are more
directly related to developers’ searching behavior. Next, we
introduce such measures based on the rational analysis of
optimal information foraging.

B. Rational Analysis

Anderson’s rational analysis [43] is built upon the principle
of rationality, which assumes that human behavior is optimally
adapted to the structure and dynamics of the environment.
Applied to code navigation, the principle implies that optimal
developers will make the best possible navigational choices,
given the information the environment makes available to them
at each moment [18].

Foraging in a cluster-patch can be characterized by a cumu-
lative gain function g(#) that indicates how much information
value is acquired over time . In this paper, the information
value is defined by relevant code. The proportion of relevant
code (software entities) in a cluster is the precision of that
cluster: P = Ng/Nr, where Ng is the number of relevant enti-
ties and N7 is the total number of entities in the cluster. The
rate of encounter with relevant code while scanning through
a list is: Ap = P/ts, where £, is the time it takes to scan and
judge the relevance of an information item (software entity).
Let 75 and T, be the total time spent searching and exploit-
ing (handling relevant items), respectively. The total number
of items encountered while searching is: Ap - T5. The time
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t* = 3, and an optimal forager will leave patch (a) at flgaye = 4 wWhen a
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to handle a relevant item is: t;, = T/(Ap - Ts). Considering
these factors in the calculation of the cumulative gain function,
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Fig. 5(a) illustrates the rational analysis with a patch of six
ranked items. We assume the cost of between-patch search,
tp (see Fig. 1), and within-patch scanning (#;) and handling
(1) to be one time unit, i.e., g = t; = 1, = 1.2 Following (1),
Fig. 5(b) details forager’s cumulative gain at each time step.
The gain function is further plotted in Fig. 5(c) where the
optimal time to leave the patch is marked with [_Fbrmally,
feave = [1*] + 1, where r* is the rate-maximizing time
defined in Charnov’s marginal value theorem [20]. We use
two measures to assess foraging efficiency.

1) Missed Diet: Proportion of relevant items not navigated

to the total number of relevant items.

2) Navigational Overhead: Proportion of navigated items

which are irrelevant.

For the example shown in Fig. 5, the set of all relevant items
is: {itemy, items, iteme}, and the items that an optimal for-
ager navigates are: {itemp, itemy, items, itemg}. Therefore, the
missed diet is: (|{itemg}|)/(]{itemy, items, itemg}|) = 1/3 =
33%, and the navigational overhead is: (|{itemp, itemy}|)/
(|{itemy, itemo, items, itemy}|) = 2/4 = 50%.

(D

IV. QUANTITATIVE ANALYSIS

The objective of our quantitative analysis is to rigorously
assess software clustering’s impact on code navigation.

A. Relevance Determination

Relevance in this paper [as illustrated by “,/” in Fig. 5(a)]
refers to source code that should be navigated together during
a software change task. We devise a surrogate measure of

2Section V sheds light on parameter values from the real developer.
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relevance by mining the co-change relationship over a software
project’s revision history. The intuition is that software entities
frequently and consistently changed together in the past are
worth considering (navigating) jointly for addressing future
modification requests.

Co-changed entities can be identified by various data min-
ing techniques, e.g., association rule mining [6]. Among the
clustering-based approaches, Beyer and Noack [44] focused
on change localization so that different clusters can evolve
independently, Hassan and Holt [45] used the co-change infor-
mation to ensure software changes are correctly propagated,
and Robillard and Dagenais [46] clustered the change sets to
support program investigation. These approaches all require a
large history of changes as input, and the output involves only
the evolving parts of the system.

To automatically determine relevance, we adapt CCVisu,
a tool that reads software change history and computes clus-
ters of co-changed files [44]. Empirical evaluation shows
CCVisu’s clustering results conform largely with the authorita-
tive decomposition prepared manually by experts. This makes
CCVisu a reliable source of evolutionary clusters [47] when
expert opinions are unavailable. In devising the relevance
measure, our overarching goal is accuracy, i.e., we want the
obtained co-change relationship to be as accurate as possible.
To that end, we apply the following steps.

1) Skip the first 200 change sets, a strategy used
in [45] and [46] to discard unstabilized modification
records.

2) Run CCVisu on only the successfully closed modifica-
tion records to eliminate noisy input’s effect.

3) Keep only the “most frequently changed”? files in
CCVisu’s results because the ones changed less often
can sometimes be clustered incorrectly [44].

4) Remove the files that do not appear in the version
being clustered and make sure that the resulting clusters
conform with known authoritative views.

B. Project Selection

Systems are selected among the long-lived projects with
extensive change histories. Having authoritative views of the
system decomposition is only an optional inclusion criterion.
We use theoretical sampling [48] to achieve diversity and com-
parability. Diversity is incorporated along such dimensions as
problem domain, programming language, and change reposi-
tory. Comparability is facilitated by considering systems of the
same family. Table II shows the selected projects: Ant and Ivy
are from the Apache family, Firefox is written primarily in
C/C++ and JavaScript, and Mylyn uses an online issue tracking
system (Bugzilla). We perform clustering only to software’s
latest release. Table II lists the number of source code files to
be clustered for each project.

Table II also reports the projects’ characteristics related to
our CCVisu analysis. The “successfully closed change sets”
column gives CCVisu’s input. The output uncovers the co-
change relationship among the “changed files.” To ensure
accuracy of such relationship, we employ two heuristics to

3Section IV-B presents heuristics for the most frequently changed files.
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TABLE 11
CHARACTERISTICS OF SELECTED PROJECTS
Latest # of | Software # of successfully # of # of most # of
Project Domain Source Prog release  code | change closed change sets  changed frequently  CCVisu
Lang  version files | repository (time span) files  changed files  clusters
Ant Software build  ant.apache.org Java 1.8.2 1276 | Subversion 12366 (07/2000-07/2011) 828 129 5
Ivy Relation mgmt  ant.apache.org/ivy Java 2.2.0 626 | Subversion 1874 (04/2005-07/2011) 363 73 4
Firefox Web browsing mozilla.org/firefox C/1S 3.6.1 1968 | CVS 14475 (01/1999-07/2011) 740 148 8
Mylyn Task mgmt eclipse.org/mylyn Java 3.6.22 2321 | Bugzilla 4819 (07/2007-02/2010) 1221 144 7
TABLE III

post-process CCVisu’s output by keeping only the most fre-
quently changed files. The first takes the form of the “80/20
rule” because we find that the distributions of change fre-
quency of files follow a power law [49], i.e., 20% of the files
are changed 80% of the time. The second heuristic is derived
from our work on using entropy to determine information val-
ues [50], where we find that one standard deviation (o) above
the mean (u) represents a threshold for significance. Thus, for
the current analysis, let (f1,f2,...,fy) be the list of all the
changed files sorted by the descending order of change fre-
quency, i.e., Freq(f1) > Freq(f2) > --- > Freq(f,), we take
(fi,-..,fm) to be the most frequently changed files, where
m = min(20% - n,p) and p € [1, n] such that (Freq(f,) >
UFreq + 0Freq) A (Vg > p, Freq(fy) < WFreq + OFreq). The
last two columns of Table II list the number of most frequently
changed files, and the number of co-change clusters into which
CCVisu groups the most frequently changed files.

Among the four selected projects, we are aware of a known
authoritative decomposition for Firefox [51]. Consistent with
our expectation, the eight CCVisu clusters accurately reflect
how the 148 files are authoritatively grouped. This increases
our confidence in CCVisu’s reliability of clustering a project’s
most frequently changed files. Therefore, relevance in our
analysis is determined by CCVisu clusters without further
manual adjustment.

C. Experimental Setup

The independent variable in this paper is software cluster-
ing, which has five values: 1) ACDC (comprehension driven);
2) SL; 3) CL; 4) weighted combined (WC); and 5) package
based (PACK). ACDC is chosen because it is one of the few
clustering methods to support developers’ program compre-
hension [36]. We adopt ACDC’s implementation from [52]
and enable all its patterns (body-header, subgraph-dominator,
and orphan-adoption) when executing it on the projects listed
in Table II.

The SL, CL, and WC are chosen because they are well-
known algorithms underlying many software architecture
recovery techniques [35]. We use the Jaccard similarity mea-
sure to implement these hierarchical clustering algorithms and
specify the exit criteria (see Fig. 3) based on ACDC’s bounded
cardinality (i.e., each resulting cluster should contain [5, 20]
entities) [36]. Entities are clustered at the file level since
this paper deals with large systems with hundreds and thou-
sands of source code files (see Table II). Similar to [35],
formal features—inherits, calls, and references—are used to
determine a similarity between software entities.

NUMBER OF CLUSTERS k, THE AVERAGE CLUSTER SIZE |C|, AND THE
MoJo DISTANCE TO THE PACKAGE-BASED BASELINE CLUSTERING

Project | PACK ACDC SL CL WC
k 43 44 48 47 47

Ant ‘C| 18.9 18.6 17.0 17.4 17.5
MolJo — 460 569 695 568

k 23 20 19 17 17

Ivy te] 15.0 17.2 183 19.6 19.4
MoJo - 220 268 284 255

k 114 116 98 109 119

Firefox |C| 16.8 15.3 19.9 17.6 16.0
MoJo — 339 547 788 551

k 122 131 134 115 116

Mylyn te] 18.8 17.6  17.2  19.9 19.7
MoJo — 469 536 665 562

The baseline method considered in this paper is PACK,
which leverages the package/directory structure to cluster
source code files. In implementing PACK, our aim is to mimic
the grouping that modern IDEs “package explorer” provides to
the developer. While restricting [5, 20] files per cluster seems a
reasonable approximation of package explorer’s size, we also
attempt to preserve the file hierarchy by organizing the files
based on a depth-first search scheme.

Table IIT summarizes the clustering results. Due to the incor-
poration of bounded cardinality [36], all the clustering methods
tend to produce relatively uniformly sized clusters. This is a
nice property when considering usability of the clusters for
supporting comprehension-driven tasks [53] such as code nav-
igation. In order to compare the clustering results, we use
the MoJo distance measure [54]. MoJo measures the distance
between two decompositions of the same software system
by computing the number of Move and Join operations to
transform one to the other. Intuitively, the smaller the MoJo
distance, the closer the two clustering results. Table III lists
the MoJo distance to the result of PACK, the package-based
baseline decomposition. The average pairwise MoJo distance
is 539.16 among the five clustering methods performed on each
of the four subject software systems. We believe this distance
can be attributed to the different features used to determine
source code files’ similarity during clustering: PACK relies
solely on the directory structure, ACDC employs the subsys-
tem patterns, and the hierarchical clustering algorithms, SL,
CL, and WC, exploit static dependencies in distinct manners.

Having produced software clusters, we are left with the task
of ranking the entities within a cluster in order to perform
the optimal foraging analysis (see Fig. 5). In an attempt to
select and weight features for improving clustering results,
Andritsos and Tzerpos [55] reported that the tf-idf scheme
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TABLE 1V
RESULTS OF SOFTWARE CLUSTERING’S EFFECT ON CODE NAVIGATION
‘ Missed Navigational ‘ ‘ ‘ Missed Navigational
Project MAP Diet Overhead Project MAP Diet Overhead
PACK 24% + 18% 17% + 9.5% 91% + 12.8% PACK 26% + 13% 18% + 4.0% 87% + 11.2%
ACDC 83% =+ 26% 10% + 7.0% 61% + 29.2% ACDC 7% + 29% 4% £+ 3.2% 31% £ 19.3%
SL 79% £ 25% 12% £ 8.9% 67% 4 21.4% SL 80% =+ 27% 9% £+ 5.1% 33% £ 13.6%
Ant CL 28% =+ 42% 16% + 9.3% 56% =+ 15.6% Tvy CL 72% + 27% 5% + 2.9% 38% + 17.8%
we 13% + 5.0% we 82% + 26% 2% + 0.9% 40% + 12.2%
ANOVA F(4,109)= F(4,109)=0.2 F(4,109)=34.6 ANOVA F(4,60)=13.7 F(4,60)=11.5 F(4,60)=10.4
REIA p=1.6-10 p=0.9 p=2.0-10"23 Results p=5.5-10"% p=5.4-10"" p=19-10"°
PACK 43% £+ 31% 19% £ 7.0% 70% £ 14.0% PACK 21% £ 12% 19% + 13.4% 91% + 10.4%
ACDC 61% =+ 35% 28% =+ 7.2% 26% =+ 20.5% ACDC 73% + 34% 14% + 6.3% 62% + 20.5%
SL 75% =+ 34% 11% £ 9.7% 60% + 14.4% SL 63% =+ 32% 25% £ 8.0% 66% + 12.5%
Firefox CL 79% + 31% 13% + 8.4% 45% + 25.9% Mylyn CL 62% + 33% 32% + 8.5% 67% + 15.7%
we 74% + 30% 9% +2.1%|  65% + 14.3% we 21% + 12.1%
ANOVA F(a,273)=2.1 F(4,273)=0.8 F(4,273)=7.9 ANOVA F(4,276)=33.2 F(4,276)=2.3 5)=16.4
Results p=0.09 p=0.6 p=5.2-10"° REMII p=1.2-10 22 p=0.8 2

commonly used in text retrieval [26] is best suited for software
clustering. We, therefore, use tf-idf as a basis for determining
the ranking inside a cluster; this is also in line with the recent
work on clustering support for static concept location [37].
In particular, we apply our source code indexing tool [56] to
convert each file to a vector in the corpus. We then treat each
authoritative (i.e., CCVisu co-change) cluster as a query, and
use the tf-idf score to rank the entities inside a cluster-patch.
Note that the selected projects have multiple authoritative
clusters (queries), as shown in Table II. This allows for the
computation of mean average precision introduced next.

D. Results

As discussed in Section III, we use three dependent vari-
ables to assess clustering’s effect on code navigation: MAP,
missed diet, and navigational overhead. All three are ratio
measures that range from O to 1. In this paper, each CCVisu
co-change (co-navigation) relationship represents a unit of
analysis for the software project. Table IV reports the anal-
ysis results. Descriptive statistics are given in terms of
(mean =+ standard deviation). The best results are highlighted
by rectangular boxes.

To answer the question, “Does software clustering enrich
code navigation environment?” we perform repeated measures
analysis of variance (ANOVA) and planned comparison tests
for the means. These tests are based on an assumption that
the population is normally distributed. The law of large num-
bers states that if the population sample is sufficiently large
(e.g., more than 50), then the central limit theorem applies
even if the population is not normally distributed [49]. In
this paper, even the smallest project (Ivy) offers 60 indepen-
dent observations, therefore, the central limit theorem applies
and the above mentioned tests have statistical significance. In
Table IV, inferential statistics are given by ANOVA results.
The results are displayed in dark background if they are
statistically significant at « < 0.01 level and in gray otherwise.

1) MAP estimates an information environment’s overall

profitability since it measures “the quality across the
recall levels” [26]. Intuitively, the higher the MAP, the
closer the true positives (relevant code) are to the top of

the information patches (source code clusters). Table IV
shows that the WC algorithm gives the highest MAP
for all the projects except for Firefox. The MAP val-
ues of PACK are the lowest across all the projects.
The result suggests software clustering based on more
advanced features (e.g., static dependencies and subsys-
tem patterns) than only the package/directory structure
is likely to improve patch profitability of the information
environment.

Missed diet evaluates how much relevant code an opti-
mal forager fails to attend to. It quantifies omission
errors. According to Table IV, ACDC and WC result
in the minimum missed diet, but the difference is sig-
nificant only for the smallest project (Ivy). It is therefore
interesting to note that no matter how the software
entities are clustered (rearranged), an optimal forager
will likely miss similar amounts of relevant code when
navigating large software projects.

Navigational overhead assesses an optimal forager’s
effort expended in investigating irrelevant code. It quan-
tifies commission errors. Table IV reveals that the
least overhead is experienced when foraging in the
patches generated by WC and ACDC. ANOVA planned
comparisons show that the baseline method (PACK)
causes significantly more navigational overhead than the
ACDC, SL, CL, and WC clustering methods for all the
projects.

It is important to point out here that missed diet and navi-
gational overhead are novel metrics that hinge on the optimal
forager’s behavior; to be exact, fjeave determined by Charnov’s
theorem (see Fig. 5). In another word, they are not simply the
complements of recall and precision commonly used in infor-
mation retrieval [26], but are defined based on Anderson’s
rational analysis [43]. While MAP is traditionally an informa-
tion retrieval metric, its use of estimating patch profitability is
new. In fact, we recently updated profitability calculation by
combining precision and MAP together [19].

The results presented above are concerned with all the clus-
ters containing relevant code. In practice, developers follow
only the best code navigation choices [18]. Such selectivity,
therefore, reflects the task specificity of code navigation, and is

2)

3)
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Fig. 6. Most profitable patch analysis: x-axis represents time (¢) and y-axis represents the cumulative gain function (g(7)).

also consistent with foraging theory’s prediction that unprof-
itable patches will be ignored by an optimal forager [20]. For
this reason, Fig. 6 plots the cumulative gain over 14 time steps,
the largest common cluster size of the projects’ most prof-
itable patches. The plots offer further insight into the findings.
For example, PACK’s nearly linear accelerating rate indicates
the amount of relevant code does not diminish as foraging
progresses. This causes the forager to leave PACK’s patch
late (i.e., large fjeave value)—the main reason contributing to
PACK’s large navigational overhead.

A practical issue here is that the oracle of determining infor-
mation item’s relevance is known a priori in our quantitative
analysis. In nonexperimental settings, the profitability mea-
sures (oracles) may not be directly computed based on the
external quality of an information patch. To ameliorate this
situation, our recent work has shown that patch cohesion—one
of the internal quality indicators—can serve as the perceived
profitability to offer much practical value [19].

In summary, our quantitative analysis suggests that, com-
pared to a basic organization of software entities (PACK),
clustering does improve patch profitability and foraging effi-
ciency. Although no single clustering method is the best for all
the projects by all the measures, WC appears to perform con-
sistently well when examined for all the patches (see Table IV)
as well as for the most profitable ones (see Fig. 6). We
recommend WC as a starting point (or a new baseline) for
practitioners and tool builders interested in using clustering to
enrich code navigation environment.

E. Threats to Validity

As is the case for most controlled experiments, our quan-
titative assessment of software clustering’s impact on code
navigation is performed in a restricted and synthetic context.
We discuss here some of the most important factors that must
be considered when interpreting the results.

The construct validity [48] of our analysis can be affected
by the use of CCVisu to operationally measure “relevant code
navigated together.” In the absence of detailed programming
interaction traces, mining a long-lived project’s change repos-
itory provides a robust and objective way to evaluate code
navigation approaches. It should be noted that our restric-
tive gauge choice based on the most frequently changed code
grossly underestimates the performance of the software clus-
tering methods, because developers may find less frequently
changed or even unchanged code “relevant” for carrying out
software change tasks. While this should have little effect on

the comparisons, caution must be taken in interpreting the
absolute values of the results.

We believe the main strength of our experimental design
is its high internal validity [48]: soundness of the relation-
ship between independent and dependent variables. Because
all the factors potentially affecting both structural (MAP) and
behavioral (missed diet and navigational overhead) measures
are under our direct control, any significant difference must
be caused by the different clustering methods employed.

The results of our analysis may not generalize to other
software projects—a threat to the external validity [48]. Our
chosen systems are all open-source projects due to the avail-
ability of their revision repositories. However, these are not
necessarily representative of all systems and, in particular, pro-
prietary software products are likely to exhibit different char-
acteristics. We also note that some well-established software
clustering methods (e.g., BorderFlow [37] and Bunch [57)*
are not studied and that our studied methods cluster source
code files by using only static features. Such decisions are
intentional because the BorderFlow and Bunch algorithms are
nondeterministic and using only static features allows incom-
plete or unexecutable legacy programs to be analyzed. Thus, it
is not clear how the results might generalize to other software
clustering approaches.

It is worth stressing at this point that we have made a
few simplifying assumptions in our quantitative analysis, most
notably that it takes one time unit to scan and handle a soft-
ware entity. In practice, there may be considerable variation
in searching time. The analysis described in the next section
sheds light on the impact and the potential update of this
important assumption.

V. QUALITATIVE ANALYSIS

The results of Section IV provide an objective and pre-
cise assessment of the degree to which an optimal forager
and the environment co-evolve. However, the behavior of
real developers often departs from that of the optimal for-
ager. We complement the quantitative analysis by conducting
a qualitative study of developers’ actual behavior.

The objective of our qualitative analysis is to understand
the evolution of a developer’s code navigation. We focus on
the scanning time (z;) and the handling time (#,) since we
have made a simplifying assumption about them in Section IV,
namely, t; = t;, = 1 (time unit). In our current qualitative

4LIMBO (scaLable InforMation BOttleneck algorithm [55], another estab-
lished method, behaves the same as WC [35].
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Fig. 7. (a) Selected enhancement tasks successfully completed by the same Mylyn developer at three different stages. (b) Source code files sought during

the three selected programming sessions reported in (a). Every session involves a sequence of files (boxes). Time proceeds left to right. Color of the boxes
represents distinct files. Box length indicates how long the file operation is. Fully shaded box means the file is viewed but not edited. Stripe-shaded box shows
the file is both viewed and edited. Due to space limit, we show the developer’s behavior only for the session’s first 1.5 and last 0.5 h.
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Fig. 8. (a) Characterizing the #; and #;, values. The value of the bar represents the mean and the thin vertical line at the top of the bar represents the standard

error of the mean. (b)—(d) Updating the most profitable patch analysis (see Fig. 6) by applying the mean values of 7y and f;, reported in (a) to the different
stages: (ty = 7.7, t, = 5.6) applied to EARLY, (t; = 7.3, t;, = 4.4) applied to MIDDLE, and (t; = 6.6, t;, = 2.4) applied to RECENT.

study, #; and #;, refer to the amount of time a source code file is
viewed and edited, respectively. We take advantage of Mylyn’s
detailed interaction traces of over 4000 programming sessions.
We use purposive sampling [48] to select three enhancement
tasks performed successfully by the same developer but at
different stages of the developer’s interaction with the project.
We label these stages as “EARLY,” “MIDDLE,” and “RECENT.”

Fig. 7(a) provides the basic information of the selected
tasks. The developer (Frank) is a key Mylyn contributor who
has completed many enhancement tasks. Although the number
of edited files is comparable among the tasks, the navigational
overhead decreases from EARLY to RECENT. In carrying out
a RECENT task, for example, the developer views only rel-
evant code with no navigational overhead. Fig. 7(b) details
developer interaction. Note that, after inspecting some random
samples of Mylyn programming sessions, we treat the inter-
actions whose elapsed time is less than 5 s or greater than
30 min as outliers and remove them from Mylyn’s raw inter-
action log. It is reported that a Java developer estimates that an
average cycle takes 31 min [58]. Fig. 7(b) visualizations can
be understood in the context of developers’ editing behavior:
a recent study shows that developers tend not to “edit-first,”
but seem to “edit-throughout,” or “edit-last,” when performing
enhancement tasks [59].

We use a 30-day window to approximate the developer’s
searching time at different stages. Specifically, we collect all
the successful enhancements made by Frank 15 days before
and after the selected task’s commit date [see Fig. 7(a)]. From
this collection, we compute the average f; and #;, values for
each stage. Fig. 8(a) shows the results, where the average
time spent editing a file (#;) is reduced markedly. Surprisingly,
the viewing time’s decrease is not nearly at the same rate.
Although preliminary, the finding illuminates that one essential

complexity of code navigation lies in seeking relevant code
rather than handling the actual modification. Once the relevant
code is found, the productivity of making software changes
can be expected to increase as the developer becomes more
familiar with the system.

Identifying the real developer’s searching time allows
us to refine the rational analysis. Here, instead of assum-
ing t; =1, = 1, Equation (1) can now be instantiated with
Fig. 8(a) stage-specific (z;, t;) value pairs. In addition to this
change, other updates from our quantitative analysis presented
in Section IV are included in the following.

1) Relevance is determined not by CCVisu’s output but by

the co-changed files committed by the developer.

2) Software clustering is performed not on Mylyn’s latest
release but on the three versions upon which the selected
tasks are performed [see Fig. 7(a)].

3) The tf-idf score is calculated not against an entire author-
itative cluster’s indices but against the feature request of
the actual enhancement task.

Fig. 8(b)-(d) show the refined results of the most prof-
itable patch analysis. These plots depict the developer’s actual
behavior, as well as the performance of the baseline (PACK)
and our recommended new baseline (WC) clustering meth-
ods. The PACK and WC curves show the gains predicted by
optimal foraging theory when the developer navigates through
the most profitable cluster-patch generated by PACK and WC.
The number of plotted time steps is 20 since it is the upper
bound of cluster size in this paper.

In accordance with our quantitative analysis results, WC
performs better than PACK in all stages. It is encouraging
to realize the developer’s EARLY code navigation is close to
WC’s prediction [Fig. 8(b)], demonstrating the usefulness of the
best navigation choices recommended by software clustering.
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It is even more encouraging to realize the developer’s RECENT
departure from WC’s prediction [Fig. 8(d)], suggesting an
improved gain is possible via the enrichment of the code nav-
igation environment. In Fig. 8(c), the real developer promptly
outperforms the theory’s prediction of the optimal forager’s
search in both clustering environments, illustrating a situation
where automated support offers limited help.

In summary, our qualitative analysis provides initial evi-
dence that developers become adapted to their code navigation
environment, and that it is possible for better assisting them to
evolve the strategies to maximize the gains of relevant code
per unit cost. Our qualitative inquiry is best viewed as an
exploratory case study [48] of discovering the evolutionary
aspects of real developer’s behavior and feeding those aspects
back into the rational analysis of developer’s code naviga-
tion. The results are subject to theoretical rather than statistical
generalizations. Nevertheless, due to our purposive sampling,
much remains to be explored, e.g., what is the impact of the
task type (enhancement, bug fixing, and refactoring)? The task
difficulty, priority, and severity? The editing habit? The unsuc-
cessfully completed tasks? And the interactions lasting less
than 5 s or more than 30 min?

VI. IMPLICATIONS FOR THEORY AND TOOL SUPPORT

Research on code navigation has resulted in some ad hoc
tools without any theoretical basis, along with some descriptive
models derived from specific observations of developer behav-
ior. These approaches have produced only modest improve-
ments, and led to rather isolated efforts that tackle only a
few phenomena and that have little theoretical content in
common with the work of others. We believe information
foraging—an evolutionary-ecological theory studying human’s
adaptive interaction with information—has great potential to
unify the field of code navigation [22]. The appeal for our
development of a unified theory (see Fig. 2) is that a single
set of mechanisms can both account for all the descriptive
models and lead to principled ways to increase practical tool
support for software developers.

Earlier theories of programmer behavior (see [60], [61]) rely
primarily on such “in-the-head” constructs as mental models
to account for code navigation. Later theories (see [2], [18])
shifts from largely in-the-head program comprehension toward
“in-the-environment” cognition. Rational analysis [43] holds
the key to understanding programmer navigation without ref-
erence to complex mental states. The basic idea is that the
constraints of the environment place important shaping limits
on the rationality that is possible. This paper sheds light on
such bounded rationality [62] by providing a concrete com-
putational model for understanding the machinery underlying
code navigation.

Building on foraging theory’s success of explaining how
people seek relevant information on the Web [21], researchers
have designed practical tools to help website creators and
users [27]. In a similar vein, our unified theory can guide
the design and evaluation of code navigation tools. As an
exemplar, this paper leverages foraging theory’s mathemat-
ical model to automatically evaluate enrichment methods.

1971

This evaluation framework can not only compare software
clustering methods, but also assess a broad spectrum of code
rearrangement tools, such as Weta [3], Code Bubbles [5], and
the like. Moreover, our empirical studies have suggested new
insights into designing better navigation support. For example,
to reduce the “missed diet” (i.e., relevant code developers fail
to attend to), the tool can spotlight the scent (e.g., salient or
task-relevant features) of a resource and increase higher prof-
itability prey’s “prevalence” (A = 1/tp). Finally, it is crucial
for tool builders and evaluators to consider the adaptiveness
of developer behavior and to revisit and even update the key
assumptions (e.g., the #; and #;, values in this paper).

VII. CONCLUSION

The main contributions of this paper are the evolutionary-
ecological understanding of the fundamental mechanisms
underlying developers’ code navigation behavior, the devel-
opment of a novel framework for automatically assessing
the optimal foraging principles in the context of source
code investigation, the empirical evaluation of clustering-based
enrichment methods, the concrete insights of real devel-
oper’s navigation, and the avenues opened up for software
researchers, practitioners, and tool creators.

Information foraging is about understanding and improv-
ing the interplay of people and their information environ-
ments [21]. The application of foraging theory in software
engineering has focused predominantly on enabling developers
to best shape themselves to the software and task environ-
ments [16]-[18]. In this paper, we have tried to make a
start at reversing the foraging-theoretic thinking in software
engineering—exploiting clustering to enable the environments
to be best shaped to the developers. It is hoped this line of
research will give us a new set of ecologically valid tools to
improve developers’ code navigation.
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