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Abstract— Abstraction identification is aimed at discovering significant domain terms. Prior work, notably AbstFinder and RAI (relevance-driven abstraction identification), has introduced the core ideas, but offered only limited tool support. This paper presents our abstraction identification tool, Co-AI, built on the Google Colab environment allowing the users to run the tool within their web browsers, promoting tool adoption and extension. Co-AI integrates the Wikipedia pages as the domain corpus, and identifies the candidate abstractions with a set of natural language processing (NLP) patterns. Co-AI is available at: https://colab.research.google.com/drive/1r5K1lioJ-n-3KY0_vJcMB0DIiSyGcYeP?usp=sharing and we welcome the community’s feedback of our tool.
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I. INTRODUCTION

In requirements engineering (RE), an abstraction is referred to as a general idea or concept that has a particular significance in a given domain [1]. For example, “strip”, “radar”, and “sector” are all recognized as abstractions in the air traffic control problem domain [2]. Abstraction identification can serve a couple of purposes in RE [1]: (i) the act of recognizing and organizing the abstractions helps the requirements engineer understand the problem domain, the entities it encapsulates, and their relationships, and (ii) the set of abstractions provides a lexicon of terms or project dictionary that helps stakeholders and requirements engineers communicate effectively.

In order to reduce the requirements engineer’s manual effort in searching for the significant terms, researchers have developed methods to automatically identify the abstractions from the natural language (NL) documents. The seminal work of AbstFinder treats text as byte streams and searches for patterns of co-occurring byte sequences within pairs of sentences using a series of circular shifts [3]. Fig. 1 illustrates AbstFinder’s idea that important abstractions would recur frequently as repeated words within the target document.

\[
LL_w = 2 \left( \frac{w_d \cdot \ln \frac{w_d}{E_d}}{E_d} + \frac{w_c \cdot \ln \frac{w_c}{E_c}}{E_c} \right)
\]

where \( w_d \) is the number of times \( w \) appears in the domain documents, and \( w_c \) is the number of times \( w \) appears in the normative corpus. While \( w_d \) and \( w_c \) are observed values of \( w \), \( E_d \) and \( E_c \) in equation (1) are expected values: \( E_d = n_d \cdot (w_d + w_c) / (n_d + n_c) \) and \( E_c = n_c \cdot (w_d + w_c) / (n_d + n_c) \), where \( n_d \) is the total number of words in the domain documents, and \( n_c \) is the total number of words in the normative corpus. The normative corpus used in [2] is the British National Corpus (BNC) which contains around 100 million words of running English text. \( LL_w \), thus measures \( w \)’s deviation from its frequency in the normative corpus: the greater \( LL_w \) is, the more significant \( w \) is in the domain corpus with respect to the normative corpus.

Although equation (1) underpins RAI, using the approach without tool support is difficult [4], e.g., incorporating any normative corpus of BNC’s scale presents non-trivial challenges for the end user. At any rate, having an abstraction identification tool that is free, available, and extensible will offer direct value to the requirements engineers.

To offer such support, we have leveraged Google Colab1 to build an automated tool. We call our tool Co-AI, standing for Colab-Based Abstraction Identification. Google Colab, also known as Google Colaboratory, is a cloud service based on Jupyter Notebooks2 for developing and disseminating Python programs. It provides significant functionality for software development and free-of-charge access. Some researchers regard it as a high-quality platform [5], and abundant benefits can be observed:

- **Easy setup.** It takes a couple of minutes to set up a new account, and some most commonly used libraries have been installed, such as panda, NumPy, etc.
- **Programming within a web browser.** The platform’s code execution can be treated as a real-time web application and can be run cross-platform on Windows, Linux, etc. Similar to web applications, it shares some standard features and advantages, such as zooming, adaptive window, and page inspect.
- **Flexible access and client secure login.** Colab integrates seamlessly with other services like Google Drive, enabling authorized view and co-edit.
- **Easy to collaborate.** Everyone is accessing the same version of the website (Google Colab) with the same URL. The user will always be accessing the most up-to-date version of the software.

The above list makes Google Colab a suitable environment for building research prototypes. We therefore designed and

---

1Google Colaboratory: https://research.google.com/colaboratory/
2Jupyter Notebooks: https://jupyter.org/
developed Co-AI on top of this environment to increase transparency and reduce the user’s cost of carrying out abstraction identification.

II. Co-AI

Having introduced Google Colab’s benefits, we now discuss some key features of Co-AI as follows.

(1) Integration with Wikipedia pages, which serve as Co-AI’s underlying domain corpus. The data source that we use to identify the abstractions is Wikipedia³. Wikipedia articles focus on explaining the natural human concepts and shared knowledge about specific and related topics. Compare to using a textbook as the corpus [1], the range of expertise on Wikipedia articles are vertically integrated from broader to narrower views of the world [6].

(2) Allowing the user to specify “seed page” and the size of corpus. In Co-AI, we use Python web wrapper named Wikipedia-API⁴ to extract a set of Wikipedia pages. As shown in Fig. 2 (area A), the user is asked to enter a validate seed page name and the number of pages to be collected. Co-AI will then automatically scrap the current seed page and related pages. The example on Fig. 2 (area A) illustrates that 6 pages will be scrap (1 seed page + 5 related pages). The priorities considered for related pages will be: (a) seed page, (b) the content pages belonging to the seed page’s topic, (c) the content pages belonging to the sub-categories of the seed page’s topic, and (d) the content pages of the hyperlinks.

(3) Built-in and extensible NLP patterns. We define five patterns by exploiting the syntactic and grammatical roles that words play in a sentence. As shown in Fig. 2 (area B), each pattern can be selected alone or together to better identify abstractions. For better RE support, we operationalize to find testable abstraction candidates [6] by formatting an abstraction as a <key, value> pair. We expect the “key” to help locate “what to test”, and the “value” to guide “how to test it” by feeding in concrete data. The example results are shown in Fig. 2 (area C), and pattern usages are also displayed.

(4) Sorting and explaining the candidate abstractions. For result analysis, the <key, value> pairs can be sorted alphabetically. In Fig. 2 (area D), the user can enter one output pair from step 4, and an explanation will be displayed to show an original Wikipedia sentence where the pair appears. This will provide more context for the abstraction [7].

To quantitatively and practically evaluate different abstraction identification techniques, we compared AbstFinder, RAI, and Co-AI, and measured precision of the topmost 20, 100, and 200 results. For the “Electronic health records” domain, results show the average precision is 16.78% (AbstFinder), 18% (RAI), and 25.44% (Co-AI) [6].

III. SUMMARY

Abstraction identification can be thought of as where the expertise of domain expert and requirements engineer meet. Previous approaches, such as AbstFinder and RAI, offer limited tool support. In this paper, we have presented an automated tool that is freely available, easy to access, and extensible. Our Co-AI tool is built on the Google Colab environment, and leverages the NLP patterns to identify candidate abstractions in the form of <key, value> pairs. Co-AI can be run inside a user’s web browser, making use of Google Colab’s cloud-based computing engines to perform NLP and RE tasks. While we have a backlog of features [8] to explore (e.g., clustering the candidate abstractions [9], visual exploration of the abstractions [10], and formulating environment assertions [11]), we welcome the community’s feedback on Co-AI.
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