Machine learning based success prediction for crowdsourcing software projects
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Abstract

Competitive Crowdsourcing Software Development is an online software development paradigm, promises the innovative, cost effective and high quality solutions on time. However, the paradigm is still in infancy and does not address the key challenges such as low rate of submissions and high risk of project failure. A significant number of software projects fail to receive a satisfactory solution and end up wasting the time and efforts of stakeholders. Therefore, the success prediction of a new software project may help stakeholders in the project crowdsourcing decision, saving their time and efforts. To this end, this study proposes a novel approach based on machine learning to predict the success of a software project for crowdsourcing platforms in terms of whether the given project will reach its completion or otherwise. First, the textual description and important attributes of software projects from TopCoder are extracted. Next, the description is preprocessed using natural language processing technologies. Then, keywords are identified using a modified keyword ranking algorithm and each software project is awarded a ranking score. Using these vectors with their associated solution status, a support vector machine classifier is trained to predict the success of a given software project. Different machine learning classifiers are applied and it turns out that support vector machine yields the highest performance on the given dataset. Finally, the proposed approach is evaluated with history data of real software projects. The results of hold-out validation suggest that the average precision, recall, and f-measure are up to 94.53%, 99.30% and 96.85%, respectively.

© 2021 Elsevier Inc. All rights reserved.

1. Introduction

Competitive Crowdsourcing Software Development (CCSD) has gained tremendous attention in the software engineering community (Stol and Fitzgerald, 2014; Lakhani et al., 2006; Stol et al., 2018). It explores the possibility of replacing in-house software development to obtain cost-effective, innovative and high-quality solutions on time.

CCSD depends on an open call format (Mao et al., 2015), where clients (companies) crowdsource their software development projects (noted as projects for short in the rest of this paper) to CCSD platforms that arrange online competitions. The crowd (developers) participate in such competitions and present their innovative solutions (Fu et al., 2017) to win monetary rewards. There are numbers of CCSD platforms e.g., TopCoder, uTest, GetACoder, and Taskcn (Mao et al., 2015) that arrange online software development competitions. However, TopCoder1 is the largest and widely trusted CCSD platform.

CCSD paradigm is still at an early stage and poses some challenges that remain to be resolved (Illahi et al., 2019). One of the biggest challenges it faces is that it compromises the success rate of a project. Resultantly, many projects are either not completed or fail to receive satisfactory solutions (Fitzgerald and Stol, 2015). For instance, TopCoder has 83% task quitting rate (projects that have registrants but do not have submitted solutions) from Jan 2014 to Jan 2015 (Yang et al., 2016). However, out of total submitted solutions, 81% projects are completed whereas 19% projects are failed due to different reasons, such as failed-screening and failed-review. One possible reason behind this challenge is the ecosystem of CCSD that mainly depends on the unknown, geographically distributed and uncontrolled crowds. Consequently, CCSD paradigm provides limited visibility and control over the progress of a project (Khanfor et al., 2017). Due to the limited access, the clients and CCSD platforms cannot predict whether
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the project will be completed or not. Such occurrences cause dissatisfaction (Stol and Fitzgerald, 2014; Fitzgerald and Stol, 2015) among the clients and damage the popularity of the CCSD platforms. Therefore, an early and automatic success prediction of projects may help CCSD platform by avoiding the screening or reviewing the potentially rejected submissions. Different approaches have been identified to address this challenge. For instance, awarding the project to the right developer, exploring the developer’s history before granting them a particular project and identifying the other influencing factors (Fu et al., 2017; Mao et al., 2015).

The detailed description of the projects has not yet been contemplated that are mostly described in natural language text and focuses on some particular facets of a system, indicates some relevant concerns. The detailed description not only explains the functional requirements but also shows some concerns other than the functional requirements. Typical examples of these concerns are reliability, security, and performance, which may also be regarded as crosscutting concerns or early aspects (Rago et al., 2019). These concerns appear scattered in the detailed description. In traditional software development, analysts perform an early inspection to identify such keywords that denote any spurious concerns. For instance, keywords like “integration”, “services” and “compatibility” refer to extensibility constraints for the system.

To this end, we deeply explore the detailed descriptions of the projects and propose a machine learning based novel approach for the success prediction of CCSD projects. The key insight is, extractive summarization methods can extract technical information (keywords and their ranking scores) from the textual description of projects. Notably, the proposed approach classifies the CCSD projects either as success or failure, where projects with completed and approved submissions are labeled as success otherwise failure. First, we extract projects from a CCSD platform TopCoder and preprocess their descriptions using natural language processing technologies. Second, we exploit and modify a keyword ranking algorithm to identify keywords and to compute their ranking scores. Third, given the extracted attributes of each project, its identified keywords, and their ranking scores, we present each project as a vector. Fourth, we train multiple machine learning classifiers for the success prediction of a given project. Finally, we evaluate each classifier with history data of crowdsourced projects. The results of hold-out validation suggest that the support vector machine based classifier outperforms other machine learning classifiers, and the average precision, recall, and f-measure are up to 94.53%, 99.30%, and 96.85%, respectively.

The main contributions of the proposed approach are twofold:

- An automated machine learning based approach is proposed to the success prediction of a new project. To the best of our knowledge, it is the first approach to predict the successful completion of projects for crowdsourcing platforms.
- Evaluation results of the proposed approach suggest that the proposed approach is accurate, and the precision, recall, and f-measure are up to 94.53%, 99.30%, and 96.85%, respectively.

The rest of the paper is organized as follows. Section 2 discusses the research background and 3 presents the proposed approach. Sections Section 4 describes the evaluation process and the results of the proposed approach. Related work is in Section 5. Threats to validity are discussed in Section 6. Finally, Section 7 concludes the paper along with future work direction.

2. Background

This section provides brief background knowledge of CCSD and explains the CCSD process.

2.1. Competitive Crowdsourced Software Development (CCSD)

CCSD is derived from crowdsourcing, a term jointly coined by Howe and Robinson in 2006 (Mao et al., 2017), CCSD is an emerging trend of outsourcing the development of software projects to the online community that is suitably skilled yet geographically distributed. CCSD facilitates various software development activities, starting from the requirement specification to the testing phase (Wu et al., 2013). It has gained significant popularity with many notable online portals like TopCoder, AppStori, and uTest, where thousands of software developers collaborate and compete to develop innovative software solutions (Stol et al., 2018; Hu and Wu, 2015). However, TopCoder has become the most popular CCSD platform having more than 1.2 billion global registered members (Stol et al., 2018; Hu and Wu, 2015).

2.2. CCSD process

The overview of the CCSD process is shown in Fig. 1. CCSD is an open call format where companies, who want to crowdsource their projects, request the crowdsourcing platforms to arrange online competitions to obtain cost-effective and innovative software solutions. Crowdsourcing platforms post the project’s description and announce online competitions. Developers around the world get registered for the competitions that best match their expertise and compete to produce the best innovative software solutions to win the monetary rewards. After developers submit their solutions, the crowdsourcing platforms conduct a peer review to evaluate the quality of the solutions. Only the selected/satisfactory solutions are further evaluated to choose the best solution. Finally, the winners are rewarded with monetary rewards. Note that all projects that have zero submission or do not have any satisfactory solution are considered to be unsuccessful.

3. Approach

3.1. Overview

An overview of the proposed approach is presented in Fig. 2. The input of the proposed approach is a new CCSD project. The output is the successful prediction of a given CCSD project that is whether the given project will receive its solution or otherwise. The proposed approach works as follows:

- First, it collects CCSD projects from TopCoder and preprocesses the requirement document of each project using natural language processing technologies.
- Second, it exploits a text ranking algorithm with some modifications that extract the keywords and their ranking scores from each preprocessed requirement document.
- Third, it performs feature modeling using the extracted attributes of each project and its features (extracted keywords) to represent each project as a vector.
- Fourth, it trains a machine learning classifier for the success prediction of a new project.
- Finally, it predicts the success of a new project using the trained machine learning classifier.

The proposed approach is further detailed in the following sections.
3.2. Illustrating example

We use the following example to illustrate how the proposed approach performs success prediction. It is an example of TopCoder’s software development project (30028416). It was started on Jun 6, 2013 and finished on Jun 15, 2013.

- Project name: “Lycoming Website Dynamic Modules Build”.
- Start date: “Jun 06, 2013” is the date of the open call for the competition of the project.
- Submission date: “Jun 15, 2013” is the last date of submission for the software solution.
- Detailed requirements: (a snippet from requirements) “The Lycoming is seeking a redesign of the existing website. The goal is to refresh the design, modernize the home page, and focus on usability. A key focus of the site should be the support and technical publications while maintaining focus on the main products — engines and parts. We have properly recreated the new Lycoming Engines website based on DotNetNuke Framework.”
- Required technologies: “.NET 4.0, ASP.NET, C#, SQL Server 2008” are the technologies specified for developing the project.
- Required platforms: “HTML” is the required platform (could be more than one) on which the completed project would run.
- Status: “not-completed” is the success status of the project that indicates the project is successfully completed or not-completed.

In the following sections, we describe how the proposed approach works for the illustrating example.

3.3. Problem definition

A project $k$ from a set of projects $K$ can be formalized as in Eq. (1)

$$k = (d, t, p, l, r)$$

where $d$, $t$, and $p$ are the numbers of required days, technologies, and platforms to develop $k$, $l$ is the length of requirement document, and $r$ is the detailed requirement document of $k$.

For the illustrating example presented in Section 3.2, we have

$$k_e = (d_e, t_e, p_e, l_e, r_e)$$

where,

- $d_e = 9$ is the number of required days. It is computed by subtracting the start date from the submission date.
- $t_e = 4$ is the number of required technologies.
- $p_e = 1$ is the number of required platforms.
- $l_e = 237$ is the total number of lines appeared in $r_e$.
- $r_e$ = “The Lycoming is seeking a redesign of the existing website. The goal is to refresh the design, modernize the home page, and focus on usability. A key focus of the site should be the support and technical publications, while maintaining focus on the main products—engines and parts. We have properly recreated the new Lycoming Engines website based on DotNetNuke Framework. The goal of this competition is to clearly identify all issues for the new Lycoming Website.” It is the snippet of requirements of the project.

The proposed approach classifies given project $k$ into success or failure. The class success represents that $k$ is completed; i.e., one or more satisfying solutions are received. The class failure represents that $k$ fails to receive its satisfactory solution. The success prediction could be represented as a function $f$:

$$c = f(k)$$
\[ (4) \]
c ∈ \{success, failure\}, \ k ∈ \mathbb{K}

where \( c \) is the classification result (e.g., success or failure) and \( f \) is a categorizing function.

3.4. Preprocessing

Natural language processing technologies are applied for the preprocessing of requirement documents extracted from TopCoder. The html tags are removed using a Python package BeautifulSoup. The preprocessing techniques include tokenization, stop-word removal, parts-of-speech (POS) tagging, negation handling, spelling correction, modifier word recognition, word inflection, and lemmatization. The following preprocessing layers are employed on the requirement document of each project.

- Tokenization: is the process of splitting text into tokens (words). We remove special characters (e.g., punctuation marks), decompose the text into words, and convert them into lowercase.
- Spell Correction: textual documents may have spelling mistakes. Therefore, spell correction is performed to remove all mistakes in documents.
- Stop-word removal: This layer removes those natural language words that have either very little meaning or not related to the structure such as \textit{and, the, a, an, and are}.
- POS Tagging: A POS tag is assigned to each of the tokenized words from requirement documents.
- Word Inflection and Lemmatization: Word inflection converts the words into their singular form. For instance, the word \textit{issues} is converted into \textit{issue}. Lemmatization converts the words, mainly the nouns and adjectives, into their base words. For example: lemmatization converts the word \textit{glasses} into \textit{glass}.

To perform preprocessing, python natural language toolkit (NLTK) is used. After preprocessing, a project \( k \) can be represented as

\[ (5) \]
k′ = \( \langle d, t, p, l, ws \rangle \)

\[ (6) \]
ws = \( \langle w_1, w_2, w_3, \ldots, w_n \rangle \)

where \( ws \) are the words (tokens) from the requirement document of \( k \) after preprocessing. For the illustrating example presented in Section 3.2, we have

\[ (7) \]
k′ = \( \langle 9, 237, 4, 1, \text{coming, seek, \ldots, website} \rangle \)

where \textit{coming, seek, \ldots, website} are the preprocessed words from \( k \).

3.5. Keywords extraction

The submission of the software solutions and their evaluation is subject to the implementation of the required features written in requirements documents. Recent studies (Mihalcea and Tarau, 2004; Goldberg, 2016) suggest that machine learning techniques can extract and rank keywords according to the semantic representation of the text. Various techniques are available for extractive summarization and ranking keywords e.g., TextRank (Mihalcea and Tarau, 2004), RAKE (Rose et al.), IBM NLU (Vergara et al., 2017), KEA (Witten et al., 1999), and YAKE (Campos et al., 2018). However, YAKE yields the most accurate results in automatic keyword extraction for a single document (Campos et al., 2018). As the text used in the software projects is domain-dependent and YAKE is domain-independent. Therefore, some modifications are made in YAKE model to devise a new mechanism for identifying and ranking the keywords. The following steps are taken to capture the characteristics of each word \( w_i \) from Eq. (6).

3.5.1. Casing

The modified version of YAKE always considers the nouns and verbs if they are starting from a capital letter or acronyms. Therefore, we select the words starting with a capital letter, acronyms, nouns, or verbs for casing. Another reason for their selection is that most of them are important and required features in the requirement documents. The weight of the casing step is calculated as follows,

\[ (8) \]
\[ CW = \max\{TF(U(w_i)), TF(A(w_i)), TF(N(w_i)), TF(V(w_i))\} \]

where \( CW \) is the casing weight of \( w_i \), \( TF(U(w_i)) \) is the frequency of \( w_i \) starting with an uppercase letter, \( TF(A(w_i)) \) is the frequency of \( w_i \) defined as an acronym, \( TF(N(w_i)) \) is the frequency of \( w_i \) defined as a noun, \( TF(V(w_i)) \) is the frequency of \( w_i \) defined as a verb, and \( TF(w_i) \) is the frequency of \( w_i \).

3.5.2. Positioning

Unlike the YAKE, all the words are considered equal and no extra weight is assigned to \( w_i \) based on its position. The dependent features of the requirement document are not considered in the modified YAKE.

The positioning weight is calculated as in Eq. (9)

\[ (9) \]
\[ PW = \sum_{Sen_{w_i}} \frac{Sen}{T-Sen} \]

where \( PW \) is the positioning weight of \( w_i \), \( Sen_{w_i} \) is the position of the set of sentences in which \( w_i \) occurs, and \( T-Sen \) is the total number of sentences in which \( w_i \) occurs.

3.5.3. Frequency

In this step, the frequency of each \( w_i \) is computed under the assumption that higher the frequency, more important is \( w_i \). This step similar to that in YAKE and the frequency weight is computed as given below

\[ (10) \]
\[ FW = \frac{TF(w_i)}{\text{MeanTF} + 1 * \sigma} \]

where \( FW \) is the frequency of \( w_i \) and \( \text{MeanTF} \) is the means of \( w_n \) frequencies, and \( \sigma \) is their standard deviation.

3.5.4. Relatedness

Unlike the YAKE, it is not necessary to compute the relatedness of \( w_i \) to the context as the stop-words have been removed in the preprocessing step of the proposed approach. Therefore, there is no point to quantify the extent to which a \( w_i \) resembles the properties of a stop-word.

3.5.5. Frequency in different sentence

In this step, the frequency of \( w_i \) appearing within different sentences is calculated

\[ (11) \]
\[ FW = \frac{SF(w_i)}{\#Sentences} \]

where \( FW \) is the frequency weight of \( w_i \) in different sentences and \( SF(w_i) \) is the sentence frequency of the word \( w_i \).

3.6. Ranking of extracted keywords

Based on the four characteristics (relatedness is ignored as clarified in Section 3.5.4) of \( w_i \), the rank \( R \) of \( w_i \) can be assigned as in Eq. (12)

\[ (12) \]
\[ R_{w_i} = \frac{PW}{CW + FW + FDW} \]

For the illustrating example presented in Section 3.2, YAKE returns keywords \textit{website, seek, \ldots, dotnetnuke} with their ranking scores 0.0147, 0.0211, \ldots, 0.1194.
3.7. Feature modeling

Finally, a high dimension matrix is created wherein each project is a row of the matrix. The columns of the matrix are the number of required days $d$, technologies $t$, platforms $p$, length of the requirement document $l$, and extracted keywords of a complete set of project. A feature vector of a project $k$ can be defined as in Eq. (13)

$$
\mathbf{k} = (d, t, p, l, f_1, f_2, f_3, \ldots, f_n)
$$

where, $f_1$, $f_2$, $f_3$, and $f_n$ are the ranking scores of the extracted keywords. For the example presented in 3.2, we have

$$
k_k = (9, 237, 4, 1, \text{website}, \text{seek}, \ldots, \text{dotnetnuke})
$$

where \text{website}, \text{seek}, \ldots, \text{dotnetnuke} are the extracted keywords.

For each project, we use a ranking score to represent a feature in the feature vector. If a keyword is not found in the project, we mark it 0. Otherwise, we assign its ranking score to a keyword. For the illustrating example presented in Section 3.2, we have the following feature vector.

$$
k'_k = (9, 237, 4, 1, 0.0147, 0, \ldots, 0)
$$

where 0.0147, 0, \ldots are assigned values based on the existence of keyword (features).

3.8. Training and prediction

The proposed approach utilizes the support vector machine (SVM) to capture the relationship between the features and the success status of projects. SVM can handle the high dimensional feature space and removes the irrelevant features (Umer et al., 2018). The SVM classification depends on the principle of Structural Risk Minimization (SRM) principle that comes from computational learning theory (Vapnik, 2000), where SRM finds a hypothesis to guarantee the lowest true error. To seek a decision surface, SVM requires a binary training set and separates both classes into n-dimensional space called hyperplane (Umer et al., 2018). As SVM has a significant impact on the classification of the documents (Scholkopf et al., 1999; Vapnik, 1999), we train it using the feature set of each project that is tagged during feature modeling using Eq. (4). We test the trained model to predict the success status of a new project.

Training

To construct a classification model that assigns an unlabeled project to a class $c$ as defined in the Eq. (4), a set of projects $\mathbf{K}$ is given. Each project contains its classification category $c$ and set of features as mentioned in Eq. (13). We train SVM and use success/failure projects to seek the decision surface for the prediction. The decision surface is a hyperplane that is used for training of the proposed approach. Given the project $\mathbf{k}$ labeled into specified binary categories $y$, find a weight vector $\mathbf{w}$ such that discriminant function separates the categories for $i = 0, 1$ and can be formalized as in Eq. (16)

$$
f(\mathbf{k}_i) = \mathbf{w}^\top \mathbf{k}_i + b
$$

where $f$ is a discriminant function that computes the decision surface for the training data $\mathbf{k}_i$, $\mathbf{w}$ is a weight vector that represents the normal to decision surface and $b$ is bias.

Prediction

Once the vector is defined with the training set, each project from the testing dataset may be succeeded (success) if

$$
\mathbf{w}^\top \mathbf{k} + b > 1
$$

or failure otherwise.

4. Evaluation

In this section, we evaluate the proposed approach on the crowdsourcing projects collected from TopCoder.

4.1. Research questions

The evaluation investigates the following research questions:

- **RQ1**: How accurate is the proposed approach in success prediction of projects?
- **RQ2**: Does re-sampling influence the performance of the proposed approach? If yes, to what extent?
- **RQ3**: Does SVM outperform other machine learning algorithms in predicting the success of projects?
- **RQ4**: Does preprocessing influence the performance of the proposed approach? If yes, to what extent?
- **RQ5**: What is the most influential input to the proposed approach?
- **RQ6**: Does the contest’s prize significantly influence the success’ change of the contest?

The first research question (RQ1) computes the accuracy of the proposed approach. We compare the proposed approach against the two baseline prediction algorithms: random prediction algorithm and zero rule algorithm. Both algorithms are the most commonly used ones when the researchers do not have any baseline approach for comparison while working on very uncommon or rare problem. Random prediction algorithm requires the distinct actual outcome values from the training data and predicts the random outcome values for the testing data. Whereas, zero rule algorithm predicts the most frequently occurring classification in a set of data. To answer the second research question (RQ2), we investigate the effect of re-sampling as our dataset is skewed to favor accepted successful projects (4 times more accepted projects than rejected projects). There are three different ways to perform re-sampling: under-sampling, over-sampling, or by setting the different value of classifier threshold. Data is added and reduced in an imbalanced dataset for over-sampling and under-sampling, respectively. Similarly, the dataset could be balanced using the threshold value of classifier that assigns weight of each class. Note that we balance our dataset using both over-sampling and under-sampling to investigate the effect of re-sampling.

The third research question (RQ3) compares the performance of different machine learning and deep learning algorithms. The comparison may reveal whether SVM outperforms other machine learning and deep learning algorithms in predicting the success of projects.

To answer the fourth research question (RQ4), we investigate the impact of the preprocessing on the given inputs. We provide two inputs: preprocessed text of requirement documents and keywords (extracted by applying the state of the art model explained in Section 4.3) to the machine learning model for the success prediction.

To answer the fifth research question (RQ5), first, we compute the performance of the proposed approach by eliminating the textual and non-textual features from the feature vector. Then, we compare their results to figure out the most influential input factor in the proposed approach.

To answer the sixth research question (RQ6), first, we compute the performance of the proposed approach by including/excluding the contest prize as feature. Then, we compare the result to check the influence of contest’s prize on the proposed approach.
completed can have different values for instance specifies whether a project is completed or not. Since the status database. The overview of the dataset is presented in Table 1quired technologies and platforms, requirements, and status of thequired attributes, such as project starting date, ending date,Duration of projects: Up to July 2018.

Table 1 Description of dataset.

<table>
<thead>
<tr>
<th>Duration of projects</th>
<th>16190</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success projects</td>
<td>13113 (81%)</td>
</tr>
<tr>
<td>Failure projects</td>
<td>3077 (19%)</td>
</tr>
</tbody>
</table>

K Where 80% of all sorted projects are taken as training setTopCoder, sort them by date, and apply natural language processing technologies for preprocessing mentioned in Section 3.4. Next, we perform the hold-out validation technique on K and split K into 80%–20%. Where 80% of all sorted projects are taken as training set Ktrain. 20% of recent projects are taken as testing set Ktest. Notably, the reason behind the selection of hold-out validation instead of k-fold cross-validation is that we would like to leverage the history data to new projects. If k-fold validation was employed, the prediction of a given project noted testProj may leverage the project histories that are not yet available when testProj is proposed on the platform. However, we cannot leverage histories of projects that do not yet exist when the to-be-predicted project comes in. To this end, we first sort the extracted TopCoder data in the ascending order year-wise. Then, we train the machine learning classifier on first 80% data (the elder data) and test it on the other data (more recent data) as shown in Fig. 3. As a result, while making prediction on a given project testProj, we only leverage the project histories that was available when testProj was proposed on the crowdsourcing platform. We split the testing projects into ith combinations noted as m_i (i = 1...4) and m_1, m_2, m_3, and m_4 contain recent 5%, 10%, 15%, and 20% projects out of the total testing projects. Finally, we validate the trained classifier with each ith combination of the testing set. For each m_i, a step by step process is as follows:

- First, we select the training set K_{train}.
- Second, a Multinomial Naive Bayes classifier (MNB) is trained on K_{train}.
- Third, a Linear Regression classifier (LR) is trained on K_{train}.
- Fourth, a Random Forest Classifier (RF) is trained on K_{train}.
- Fifth, a Support Vector Machine (SVM) classifier is trained on K_{train}.
- Sixth, a Convolutional Neural Network (CNN) classifier is trained on K_{train}.
- Seventh, a Long Short Term Memory (LSTM) classifier is trained on K_{train}.
- Eighth, for each ith combination of testing set K_{test}, we predict the success status of each project from K_{test}, using trained classifiers (NB, MNB, LR, RF, SVM, CNN, and LSTM), respectively.

Finally, we calculate the precision, recall, and f-measure for each classifier to compare their performances.

4.4. Metrics

To evaluate the approach, we apply most widely used metrics precision, recall, and f-measure for binary classification: 

\[
\text{precision} = \frac{TP}{TP + FP} \\
\text{recall} = \frac{TP}{TP + FN} \\
f-measure = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

where precision, recall, and f-measure are respectively, precision, recall, and f-measure of the approach for success prediction of the projects K, TP is the number of the projects that are truly predicted as success, TN is the number of projects that are correctly predicted as fail, FP is the number of the projects that are incorrectly predicted as success, and FN is the number of projects that are incorrectly predicted as fail.

4.5. RQ1: Accuracy of the proposed approach

To answer the research question RQ1, we compare the proposed approach with two baseline algorithms (random prediction and zero rule). Both algorithms are used alternatively as a benchmark to check the accuracy of the proposed approach. As the proposed approach does not have any existing approach for the performance comparison, it is the first approach for predicting the success of projects to the best of our knowledge. Therefore, we choose these algorithms for the performance comparison of the proposed approach.


4.5.1. Results

Evaluation results of proposed approach, random prediction, and zero rule are presented in Table 2. The first column presents the testing iterations. We evaluate each of the classifiers on ith iteration (where $i = 1, 2, 3, 4$) using 5%, 10%, 15%, and 20% recent projects from the dataset. Columns 2–10 present the performance results of precision, recall, and f-measure for each classifier, respectively. Rows present the performance of a particular classifier on each iteration, respectively. The last row presents the average results.

The average precision, recall, and f-measure of the proposed approach, random prediction, and zero rule are (94.53%, 99.30%, and 96.85%), (63.23%, 63.64%, and 63.43%), and (88.82%, 100.00%, and 93.99%), respectively. Note that we have not found overfitting problem during the evaluation of the proposed approach as the variation between the training and testing accuracies is minor.

### Table 2

<table>
<thead>
<tr>
<th>Testing data</th>
<th>Proposed approach</th>
<th>Random prediction</th>
<th>Zero rule</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F-measure</td>
</tr>
<tr>
<td>Latest 5%</td>
<td>96.15%</td>
<td>98.63%</td>
<td>97.38%</td>
</tr>
<tr>
<td>Latest 10%</td>
<td>92.76%</td>
<td>99.33%</td>
<td>96.84%</td>
</tr>
<tr>
<td>Latest 15%</td>
<td>94.27%</td>
<td>99.56%</td>
<td>97.25%</td>
</tr>
<tr>
<td>Latest 20%</td>
<td>94.94%</td>
<td>99.68%</td>
<td>97.25%</td>
</tr>
<tr>
<td>Average</td>
<td>94.53%</td>
<td>99.30%</td>
<td>96.85%</td>
</tr>
</tbody>
</table>

4.5.2. Observations

From Table 4, we make the following observations:

- The proposed approach outperforms the random prediction and zero rule classifiers.
- In precision, the performance improvement of the proposed approach upon random prediction and zero rule is 49.50% = (94.53%–63.23%) / 63.23% and 16.96% = (94.53%–80.82%) / 80.82%, respectively.
- In recall, the performance improvement of the proposed approach upon random prediction and zero rule is 56.03% = (99.30%–63.64%) / 63.64% and % = (−0.07%–100.00%) / 100.00%, respectively. The reason of performance decrease of the proposed approach in recall against zero rule is that zero rule always predicts the majority class (class of successful project in our case).
- In f-measure, the performance improvement of the proposed approach upon random prediction and zero rule is 52.69% = (96.85%–63.43%) / 63.43% and 3.04% = (96.85%–93.99%) / 93.99%, respectively.

4.5.3. Impact of sorting

We perform an additional experiment to compare the evaluation techniques (cross-validation and hold-out). To this end, we evaluate the proposed approach on both evaluation techniques with and without sorting. The average precision, recall, and f-measure of hold-out validation with and without sorting are (94.53%, 99.30%, and 96.85%) and (92.95%, 97.82%, and 95.32%), respectively. The performance improvement of the proposed approach with sorted dataset in precision, recall, and f-measure is 1.51% = (94.53%–93.99%) / 93.99% and 1.61% = (96.85%–95.32%) / 95.32%, respectively.

The results suggest that the proposed approach works better on hold-out validation with sorting.

The reason behind that is the selection hold-out validation to leverage the history data to new projects as discussed in Section 4.3.

Consequently, both validation approaches perform better with sorting of the projects, however, hold-out validation technique is significant among them. The reason of this significance is that most of the iteration of 10-fold cross-validation train the machine with features that are related to new technology and do not have impact while testing old projects. Notably, based on this experiment, we select the hold-out validation for the remaining analysis.

4.5.4. Misclassification

We also observed that the proposed approach shows many false positive and false negative results. For example, failed projects (3006433 and 30062477) are predicted as successful projects. Whereas, the successful projects (30064319 and 30056740) are predicted as failed projects. A comprehensive keyword extraction tool specific to software engineering text may avoid such misclassification and improve the performance of the proposed approach. However, we have not yet fully understood the rationale of the misclassification. In future, we shall investigate the rationale for misclassification, and figure out the measures to reduce the misclassification.

Based on the preceding analysis, we conclude that the proposed approach is accurate in success prediction of projects.

**RQ2: Impact of re-sampling**

Re-sampling adjusts the class distribution and corrects the bias within an imbalanced dataset. To investigate the impact of re-sampling, we use both over-sampling and under-sampling. We adopt the synthetic minority over-sampling approach for the over-sampling of the insignificant class, whereas we randomly select $n$-samples from the significant class for under-sampling. Notably, we use an equal number of accepted and rejected projects in order to avoid bias. Moreover, we sort the dataset by date to create real testing condition.

Evaluation results of with and without re-sampling are presented in Table 3. The first column presents the re-sampling settings. Columns 2–4 present the performance results of precision, recall, and f-measure on different re-sampling settings, respectively. Each row presents the average performance against each re-sampling setting. The average precision, recall, and f-measure of the proposed approach with under-sampling and over-sampling are (96.55%, 99.42%, and 97.96%) and (95.18%, 99.37%, and 97.23%), respectively. Table 3 shows the difference in performance between balanced and imbalanced datasets. It suggests that both techniques of re-sampling does improve the overall performance of the proposed approach.

For further performance evaluation of the proposed approach, we also plot a receiver operation characteristics (ROC) curve (shown in Fig. 4) on different under-sampling rates of majority

### Table 3

<table>
<thead>
<tr>
<th>Re-sample</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>94.53%</td>
<td>99.30%</td>
<td>96.85%</td>
</tr>
<tr>
<td>Under-sampling</td>
<td>96.55%</td>
<td>99.42%</td>
<td>97.96%</td>
</tr>
<tr>
<td>Over-sampling</td>
<td>95.18%</td>
<td>99.37%</td>
<td>97.23%</td>
</tr>
</tbody>
</table>
class and over-sampling rates of the minority class. The ROC curve illustrates the trade-off between true positive rate (sensitivity) and specificity (1 - false positive rate). The performance curve of an approach that is closer to the top-left corner indicates its significance. The average value of the ROC curve (AUC = 0.99) against the ratio 1:1 of accepted/rejected projects suggests that the proposed approach has the best measure of separability with equal distribution of input projects.

4.6. RQ3: Performance comparison of machine learning algorithms

To answer the research question RQ3, we apply widely used text classification algorithms (MNB, LR, RF, SVM, CNN, and LSTM) due to their competitive performance (Wu et al., 2008; Sohraward et al., 2014; Ramay et al., 2019). We also exploit the mentioned CNN and LSTM models as these are reported effective for text classification (Ramay et al., 2019).

4.6.1. Parameter tuning of classification algorithms

The tuning the parameters of machine learning algorithms is usually used in the context of statistical model fitting. To tune the above mentioned classification algorithms, we train and evaluate them with different internal parameter settings to identify the best parameter settings. Furthermore, we compare the performances of the above classification algorithms with the best parameter settings. We select the MNB among Multinomial, Bernoulli, and Gaussian Naive Bayes because it considers a feature vector where a given term represents the number of times it appears or very often i.e. frequency. Notably, MNB is not only best in performance (as shown in Table 4) but also suitable for feature modeling of the proposed approach (as mentioned in Section 3.7). In contrast, Bernoulli Naive Bayes is a binary algorithm used when the feature is present or not and Gaussian Naive Bayes is based on continuous distribution.

Moreover, we train and evaluate LR on different learning rates (0.5, 0.1, 0.01, 0.001, 0.0001) and number of iterations (25000, 50000, and 150000), respectively. From Fig. 5, it can be observed that with the given data, learning rate (0.5) converges after 25000 iterations, whereas learning rate (0.0001) takes more time and cost for the convergence after 150000 iterations. Similarly, we set the max_depth = 3, min_sample_split = 2, and max_terminal_nodes = 25 for RF. It is observed that the increase in max_depth and min_sample_split decreases the performance of the proposed approach. However, the tree is underfitting when the value of max_terminal_nodes is very small, whereas the performance of the tree increases as the value of max_terminal_nodes increases. Notably, the tree starts to overfit as the value of max_terminal_nodes goes beyond 25. Furthermore, the proposed approach (SVM) is tested with different kernel parameter settings: kernel = linear for linear classification and kernel = (rbf, poly, or sigmoid) for the non-linear classification. We select the kernel = linear because of its best performance on the proposed approach.

For the deep learning approaches, we use three layers of CNN with filter size = 128, kernel size = 1, and activation = tanh. Similarly, our LSTM model contains embedding layer, LSTM layer (dropout = 0.2 and recurrent dropout = 0.2), and dense layer (activation = sigmoid). We use the binary crossentropy as a loss function. Notably, although the change in the performances of proposed approach is minor across different parameter values of the classification algorithms, we select the best parameter values collected from the parameter tuning process for the comparison of the classification algorithms.

4.6.2. Results

Evaluation results of SVM, LR, RF, MNB, CNN, and LSTM are presented in Table 4. The first column presents the classifiers. Columns 2–4 present the performance results of precision, recall, and f-measure of each classifier, respectively. Each row presents the average performance of a particular classifier. The average precision, recall, and f-measure of the SVM, LR, RF, MNB, CNN, and LSTM are (94.53%, 99.30%, and 96.85%), (93.96%, 98.27%, and 96.06%), (93.86%, 97.49%, and 95.64%), (91.75%, 84.46%, and 87.94%), (82.64%, 86.16%, and 84.36%), and (78.34%, 85.52%, and 81.69%), respectively. The results of applying these classifiers suggest that SVM yields most accurate results on our dataset.

We also present the f-measure distribution of validation results for SVM, LR, RF, MNB, CNN, and LSTM using `beanplot` (Fig. 6). A beanplot combines the boxplot, density plot, and rug plot. It shows the density curve which is more informative than a boxplot. We compare the f-measure distributions by plotting one bean for each classifier that represents its density. Across a bean, each short horizontal line represents the f-measure on a single classifier, whereas the long horizontal line represents the average f-measure. Notably, we implement the beanplot in R using `beanplot` package. From Fig. 6, we observe that the average f-measure (long horizontal line) of the proposed classifier SVM is better than the highest f-measure (short horizontal lines) of all other classifiers.

4.6.3. Observations

From Table 4, we make the following observations:

- SVM outperforms the LR, RF, MNB, CNN, and LSTM in precision, recall, and f-measure, respectively. Notably, boosting algorithms are not exploited to correct the classification errors due to required additional computational cost, sensitive to noisy data, e.g., AdaBoost, and less susceptible to the overfitting problem than most learning algorithms.
### Table 4: Comparison against Different Machine Learning Algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>94.53%</td>
<td>90.30%</td>
<td>96.85%</td>
</tr>
<tr>
<td>LR</td>
<td>93.96%</td>
<td>98.27%</td>
<td>96.06%</td>
</tr>
<tr>
<td>RF</td>
<td>91.86%</td>
<td>97.49%</td>
<td>95.64%</td>
</tr>
<tr>
<td>MNB</td>
<td>91.75%</td>
<td>84.46%</td>
<td>87.94%</td>
</tr>
<tr>
<td>CNN</td>
<td>82.64%</td>
<td>86.16%</td>
<td>84.36%</td>
</tr>
<tr>
<td>LSTM</td>
<td>78.34%</td>
<td>85.52%</td>
<td>81.69%</td>
</tr>
</tbody>
</table>

- The SVM achieves best results for different reasons. First, SVM creates a hyperplane in feature space (Li et al., 2009; Khan et al., 2010). The hyperplane has maximum margin for all projects (outliers are exceptions). For text classification, it helps SVM in better generalization of the testing data in contrast to distance-based and similarity-based algorithms such as RF (Cristianini and Shawe-Taylor, 2000). Second, linear SVM helps it to search different combinations within features and performs classification with low computational complexity in contrast to other kernel options of SVM (Li et al., 2009). Moreover, SVM works better than other machine learning classifiers for long text classification, e.g., LR, RF, and MNB (Khan et al., 2010).
- LR outperforms MNB and its performance is very close to the proposed classifier SVM. The possible reason behind this difference is large features set of projects of LR. LR is a discriminative model that performs better with large training feature size in contrast to MNB which is a generative model (Ng and Jordan, 2002). It is reported that LR works same as SVM when the kernel of SVM is Linear (Li et al., 2009). Therefore, LR may outperform the proposed classifier SVM with large dataset.
- LR also outperforms RF. The possible reason behind this is LR’s fast training attribute and its execution on the sparse features (a feature having almost zero values represents a sparse feature). We observe that the difference between the performances of LR and RF is not significant. However, the curse of dimensionality (Ng and Jordan, 2002; Khan et al., 2010) in LR may increase its performance significantly on a larger dataset. Because the degree of freedom in RF makes it inappropriate for high dimensional features in success prediction of projects.
- Although deep learning algorithms, such as CNN and LSTM, achieve better results in comparison to machine learning algorithms for different classification problems (Ramay et al., 2019), however, they do not outperform the proposed machine learning classifier (SVM). A possible reason is that we have a small size dataset for the evaluation of the proposed approach and deep learning classifiers perform better with large training datasets (Ramay et al., 2019). Another reason is the unsupervised nature of the deep learning classifiers. It is important to find the key functionalities/keywords from the textual documents of projects to predict their success. However, the deep learning classifiers perform classification on the whole text by finding a relationship and it decreases the performance of deep learning classifiers. Therefore, we propose the keywords as features (mentioned in Section 3.5), which is gist of our proposed approach.

Moreover, we perform Wilcoxon test in Stata software with its built-in settings to calculate the difference between approaches and analyze these differences. The results suggest p-value < (alpha = 0.05) is true for f-measure, where p-values for SVM against LR, RF, MNB, CNN, and LSTM are 0.038, 0.037, 0.029, 0.025, and 0.024, respectively.

Furthermore, we compute the effect size to investigate the difference between approaches by employing Cohen’s delta d, where d >= 0.2, d >= 0.5, and d >= 0.8 indicates the difference as small, medium, and large, respectively. Result suggests that the difference of the proposed approach is small in contrast to LR and RF, whereas the difference of the proposed approach is medium with the remaining approaches. Notably, we apply the Wilcoxon test and effect size pairwise as both tests are used for comparison of two distributions. To this end, we select SVM and one from other algorithms alternatively as two populations to apply Wilcoxon test and effect size.

Based on the preceding analysis, we conclude that the results of the proposed approach are significant with the SVM classifier.

#### 4.7. RQ4: Influence of preprocessing

The requirement document of each project contains some irrelevant and meaningless data e.g., punctuation and stop-words (as mentioned in Section 3.4). Passing such data to machine learning algorithms is an overhead. It reduces their performance and increases the computational cost. To answer the research question RQ4, we compare the results of the proposed approach by enabling and disabling preprocessing.

##### 4.7.1. Results

The evaluation results are presented in Table 5. The first column of the table presents the preprocessing input settings. Columns 2–4 present the performance results of precision, recall, and f-measure. Rows present the performance of the proposed approach with different preprocessing input settings. The last row presents the performance improvements of the proposed approach with different preprocessing input settings.

The average precision, recall, and f-measure of the proposed approach by enabling preprocessing are (94.53%, 99.30%, and 96.85%) and disabling preprocessing are (93.64%, 74.90%, and 83.23%).
From the preceding analysis, we conclude that both textual and non-textual features are critical for the success prediction of projects, and disabling one out of both will reduce the performance significantly of the proposed approach.

To investigate why the textual features are so useful in success prediction, we manually analyze the textual features. The in-depth manual analysis suggests that some keywords may influence the success/failure of the projects. To illustrate the observation, consider the following example (snippet) from success projects:

“This application will integrate with the existing FMS system to get the achievement and payment data from the system batch validation against a set of pre-defined rules (that is external). The GUI of this application will provide simple, but useful screens that will allow filtering and viewing/validating of the batch validated achievements and payments. After the employees and validation attributes are selected and displayed, the authorized users can review and validate and log validation actions to the web application. The users do no update the achievements and payments on the web application, the users only log the actions to be taken on the web application, the adjustment of each and payments are done outside the tool”.

In the example above, we find the candidate keyword validate. This word often suggests that the specification of the project has explicitly specified the requirements as well as the test criteria. We find that most of (91%) the projects whose textual specification contain keyword validate succeed finally. Notably, lemmatization converts the words validation, validating, and validated into validate as mentioned in Section 3.4.

The following example (snippet) is a typical failure project:

“Simple e-mail component to be used by visual basic 6 is a simple component to be used by applications written in visual basic 6 to send unlimited numbers of e-mails along with attached files limited by a configurable maximum size, the component functions provide the simple mail transfer protocol (SMTP) to send the e-mails, also should provide the SSL as a security protocol. The component will receive in run time (each time a new mail is created): Mail server information. Mail message information (including attachments). The component writes all the successful and unsuccessful processes to a log. The component is compatible with Windows XP, Vista, 7 in both platforms 32 and 64 bit”.

Within this specification, we find two keywords: SSL and compatible. Such keywords specify the security and compatibility criterion. Such criterion, however, requires significant efforts to accomplish, especially with a stringent time constraint. As a result, most of the developers withdraw from such projects or fail to accomplish such projects.

Based on the manual analysis of the textual features, we observed that inclusion of the security and compatibility related keywords decreases the success rate of projects and restricts novice developers to participate because security and compatibility features are bit hard to explain and require significant efforts and time to accomplish. The existing literature also shows (Fitzgerald and Stol, 2015; Stol et al., 2018) that in CSDS services like Topcoder, a significant amount of time of stockholders is wasted in explaining the requirements to the competitive software developers. Moreover, most of the senior developers do not make the essential contributions especially for the complex task (Illahi et al., 2019). The preemptive measures against such occurrences may attract more senior software developers and use of simple and plain words for explaining requirement may increase the success rate of projects.

### Table 5
<table>
<thead>
<tr>
<th>Preprocessing</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enabled</td>
<td>94.53%</td>
<td>99.30%</td>
<td>96.85%</td>
</tr>
<tr>
<td>Disabled</td>
<td>93.64%</td>
<td>74.90%</td>
<td>83.23%</td>
</tr>
<tr>
<td>Improvement</td>
<td>0.95%</td>
<td>32.58%</td>
<td>16.36%</td>
</tr>
</tbody>
</table>

### Table 6
Comparison of Different Input Factors.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>94.53%</td>
<td>99.30%</td>
<td>96.86%</td>
</tr>
<tr>
<td>Disabling Non-textual Features</td>
<td>92.50%</td>
<td>98.13%</td>
<td>95.23%</td>
</tr>
<tr>
<td>Disabling Textual Features</td>
<td>86.21%</td>
<td>89.87%</td>
<td>88.00%</td>
</tr>
</tbody>
</table>

### 4.7.2. Observations

From Table 5, we make the following observations:

- The proposed approach with preprocessing layers attains significant improvement in performance. The evaluation results suggest that the performance improvement in precision, recall, and f-measure is 0.95%, 32.58%, and 16.36%, respectively.
- Disabling preprocessing significantly decreases the performance in recall of the proposed approach from 99.30% to 74.90%. One possible reason for the decrease in performance is that applying the proposed approach without preprocessing may include unwanted words (stop-words or unstemmed words) as features, affecting the efficiency and processing time of the proposed approach.

Based on the preceding analysis, we conclude that the deep preprocessing layers of the textual information (requirements) project is an essential and vital step for the proposed approach.

### 4.8. RQ5: Influence of different input factors

To answer the research question RQ5, we compare the results of the proposed approach by enabling and disabling different inputs.

#### 4.8.1. Results

The evaluation results are presented in Table 6. The first column of the table presents the input settings. Where, columns 2–4 present the performance results of precision, recall, and f-measure. Rows present the performance of the proposed approach upon different input settings, respectively. The average precision, recall, and f-measure of the proposed approach with different settings (default, disabling non-textual features, and disabling textual features) are (94.53%, 99.30%, and 96.85%), (92.50%, 98.13%, and 95.23%), and (86.21%, 89.87%, and 88.00%), respectively.

#### 4.8.2. Observations

From Table 6, we make the following observations:

- Textual features alone (i.e., without non-textual features) is often insufficient for success prediction. Compare to default settings (i.e., enabling both textual and non-textual features), disabling non-textual features decrease precision significantly from 94.53% to 86.21%, recall from 99.30% to 89.87%, and f-measure from 96.86% to 88.00%.
- Second, disabling textual features (i.e., non-textual features alone) also results in a significant reduction in performance of the proposed approach. It significantly decreases precision from 94.53% to 92.50%, recall from 99.30% to 98.13%, and f-measure from 96.86% to 95.23%.

<table>
<thead>
<tr>
<th>Input Setting</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>94.53%</td>
<td>99.30%</td>
<td>96.86%</td>
</tr>
<tr>
<td>Disabling Non-textual Features</td>
<td>92.50%</td>
<td>98.13%</td>
<td>95.23%</td>
</tr>
<tr>
<td>Disabling Textual Features</td>
<td>86.21%</td>
<td>89.87%</td>
<td>88.00%</td>
</tr>
</tbody>
</table>
Furthermore, we investigate the significance of each keyword having discriminating effect on predicting success. The list of the keywords that are most associated with the accepted projects and the rejected projects are \( \text{validate} (91\%), \text{configuration} (92\%), \text{sequence} (95\%), \text{edit} (94\%), \text{and documentation} (92\%) \) and \( \text{ultimate} (90\%), \text{secure} (91\%), \text{realtime} (90\%), \text{compatible} (92\%), \text{and protect} (89\%) \), respectively. We leverage \( \text{TF/IDF} \) \( (90\%) \), \( \text{secure} (91\%) \), \( \text{realtime} (90\%) \), \( \text{compatible} (92\%) \), and \( \text{protect} (89\%) \) respectively. We leverage \( \text{TF/IDF} \) to measure the significance of keywords in a project and sort the significant keywords with the highest occurrences in the projects. We combine all the successful projects to compute the term frequency (TF) and take the complete set of projects to compute the inverse document frequency (IDF). The likelihood of a keyword in success prediction (reject prediction) can be formalized as,

\[
L(k_i, sp) = \frac{\text{count}(d_{sp}, k_i)}{\text{count}(d_{total}, k_i)} \tag{18}
\]

where, \( L(k_i, sp) \) is the likelihood of keyword \( K - i \) is successful project \( sp \), \( \text{count}(d_{sp}, k_i) \) is the number of successful projects that includes keyword \( k_i \), and \( \text{count}(d_{total}, k_i) \) is the total number of projects that includes keyword \( k_i \).

4.9. RQ6: Influence of contest’s prize

To investigate the reasons of misclassifications, we further compare the results of the proposed approach by introducing the contest’s prize as feature. The reason of selecting contest’s prize for the investigation of misclassification is that it can distort the classification, as it increases the success’ chances (as it attracts more developers and motivates them) when it is high and the other way around.

4.9.1. Results and observations

The evaluation results are presented in Table 7. From this table, we make the following observations:

- First, introducing contest’s prize slightly reduces misclassification. Comparing against the default setting, including contest’s prize slightly increases accuracy from 94.49% to 95.08%. We also notice that the same is true for other performance metrics, i.e., precision, recall, and F-measure.
- Second, introducing contest’s prize could not significantly reduce misclassification. One possible reason is that contest’s prize is time dependent, e.g., old projects have lower prize in contrast to new projects. Another possible reason is that as suggested by existing survey (Ilahi et al., 2019), participants on TopCoder often pay scant attention to the prize. Consequently, increasing prize has little impact on the success of projects.

From the preceding analysis, we conclude that introducing contest’s prize has minor influence on the performance of the proposed approach.

Table 7 Influence of Contest’s Prize.

<table>
<thead>
<tr>
<th>Contest’s prize</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Included</td>
<td>95.08%</td>
<td>94.84%</td>
<td>99.56%</td>
<td>97.25%</td>
</tr>
<tr>
<td>Excluded</td>
<td>94.49%</td>
<td>94.53%</td>
<td>99.30%</td>
<td>96.85%</td>
</tr>
</tbody>
</table>

However, these metrics are the most widely used and adopted by many researchers (Tian et al., 2015).

Another threat to validity is related to the parameter values of the classification algorithms. We did experiments to find the optimal parameter settings instead of using default ones. Notably, we select the best parameter settings for the comparison of the classification algorithms as specified in Section 4.6.1. However, the results may decrease with the change in selected parameter settings.

A constructive validity threat is the adoption of YAKE for keywords extraction and assigning their corresponding scores to the keywords. There are few other tools available but we select YAKE as it is the latest model and its results outperform other existing models. Although we modify YAKE to mitigate this threat. However, comprehensive keywords extracting tool for software engineering text may decrease the performance of the approach.

An internal validity threat is related to the implementation of the approach. To mitigate the threat of implementation, results are cross-checked. However, there could be some unnoticed errors.

A threat to external validity is related to the generalizability of our approach. We have only considered and analyzed the software development projects from TopCoder platform. Projects from other crowdsourcing platforms may increase or decrease the performance of the approach.

An external validity threat to the approach is, it may not perform well or may not work for the projects written in other languages. The proposed approach is trained and evaluated on projects written in English.

Another threat to external validity is a small number of projects. Therefore, we use traditional machine learning algorithms to evaluate the proposed approach. Deep learning algorithms allow many parameters to be adjusted and mostly require significant training data.

6. Related work

CCSD has significantly gained the attention of the research community in recent years. Researchers have explored CCSD from its model to domain application (Mao et al., 2015). However, despite the importance of resolution prediction of project completion, there are only a few studies that focus on project completion issue. However, some state-of-the-art studies are discussed below.

Prediction of project similarity: a cluster-based calculation and competitive network boosting approach (CBC-CN) is introduced by Fu et al. (2017) that routes a project to a right developer. Their approach selects the most similar projects, builds a classifier based on these similar projects, and recommends a list of candidates. They employ a cluster-based classification method to handle the local characteristics in CCSD projects. The technique considers similar projects together based on the similarity of content. From historical activities, they construct the competitive network of developers and re-rank the initial order.

Prediction of project developers: a machine learning based approach (PREM) introduced by Mao et al. (2016) that actively matches the best suitable developer to the available project on TopCoder. They identify two typical types of developers in CCSD and observe their behavior to construct a prestige network. They employ a multi-class and single-label classification techniques (Mao et al., 2015). Similarly, they employ content-based recommendation techniques and develop a framework named CrowdRex. The framework automatically recommends developers for newly arriving CCSD projects. They employ multi-class, single-label classification technique where a developer is treated as a class. Based on the historical activities of the developers, the
A machine learner captures the characteristics of each developer and recommends the best-matched developers to newly added projects.

Prediction of influential factors: Khanfor et al. (2017) used 4,872 TopCoder’s projects from Jan 2014 to Jan 2015 and applied traditional machine learning techniques to identify the most influential factors of the project outcomes. The framework detects cancelation-prone projects that facilitate management to prevent potential delay. Based on three different types of analysis, i.e., market analysis (number of projects created), project completion analysis (percentage of completed projects), and attractiveness analysis (average number of crowd applying for a project) (Dubey et al., 2016), they identify factors that influence project completion on TopCoder and Upwork. They also identify factors that influence the quality of the completed projects. Moreover, a decision support system (DSS-DSS) introduced by (Yang et al., 2016), investigates the influencing factors of crowd software developer’s behaviors in a CCSD context. They introduced dynamic features extracted to characterize dynamic competition factors and proposed an analytics-based dynamic worker decision support framework. Saremi et al. (2017) proposed a set of questions to improve team elasticity in adaptive software development on TopCoder that impacts workers’ performance with different skill and experience.

Moreover, not limited to CCSD, some studies are conducted on micro crowdsourcing platforms. For instance, based on matrix factorization, (Yuen et al., 2012) also proposed a task recommendation framework for task preference modeling and preference-based task recommendation for Amazon MTurk, which is a micro-task crowdsourcing platform. Similarly based on Matrix factorization, (Jung, 2014) proposed methods to route a crowdsourcing task to a most appropriate worker to maximize accuracy on the new task of Amazon MTurk. Moreover, to prove out the dishonest worker on Amazon Turk, (Ye et al., 2015) proposed two classifications based on task type and task reward amount. They proposed a trust evaluation model that consists of two types, i.e., task type based trust (TaTrust) and reward amount based trust (RaTrust). Finally, they introduced an evolutionary algorithm MOWS-GA based on NSGA-II, which effectively differentiate honest workers and dishonest workers. Although, the studies we have discussed in this section are focused on CCSD. However, these studies are different from our proposed approach.

7. Conclusion and future work

CCSD paradigm is widely employed that promises innovative, cost-effective and high-quality solutions on time. However, it faces some key challenges such as low rate of solution submissions. Consequently, a significant number of crowdsourcing projects did not get any satisfying solution and ended up with the wasting of time and efforts of the developers, CCSD platform and companies who crowdsourcing their software projects. To this end, we propose a machine learning based approach for success prediction of a CCSD project that whether it may get a satisfactory solution or not. We perform preprocessing using natural language processing technologies, employ the modified keyword ranking algorithm to identify the keywords and their ranking scores for each CCSD project, model the each CCSD project as a vector, and train a support vector machine classifier that predicts whether a given CCSD project will receive its solution or not. This will help companies in saving their time and efforts. The proposed approach is evaluated with history data of CCSD projects. The results of hold-out validation suggest that the average precision, recall, and f-measure are up to 94.33%, 99.30%, and 96.85%, respectively.

The impact of our work is to show that the requirement description of projects significantly helps in their success prediction. However, it would be interesting to find out the impact of project description in the success prediction of project if rewarded. Furthermore, we would also like to explore other metadata features of projects to improve the performance of the proposed approach using deep learning approaches.
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