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Abstract—Graphical user interface (GUI) prototyping helps to
clarify requirements and keep stakeholders engaged in software
development. While contemporary approaches retrieve GUIs
relevant to a user’s query, little support exists for the actual
reuse, i.e., for using an existing GUI to create a new one. To
shorten the gap, we investigate GUI-centered reuse via one of
the latest artificial intelligence (AI) techniques—vision-language
models (VLMs). We report an empirical study involving 73
university students working on ten GUI reuse tasks. Each task is
associated with different reuse directions recommended by VLMs
and by a natural language (NL) method. In addition, a focused
GUI element is provided to offer a starting point for making
the actual changes. Our results show that VLMs significantly
outperform the NL method in making reuse recommendations,
but surprisingly, the focused GUI elements are not consistently
modified during reuse. With the assessments made by four
experienced designers, we further offer insights into the creativity
of human-reuse and AI-reuse results.

Index Terms—vision-language models, creativity in software
engineering, multimodal computing

I. INTRODUCTION

Graphical user interface (GUI) prototyping is a crucial tech-

nique that enables developers to create an initial version of the

design. This technique is highly valuable in the software engi-

neering process. For example, it helps to clarify requirements,

spur ideation, and promote stakeholders’ engagement [1], [2].

Despite the benefits, GUI prototyping from scratch can be

time-consuming and costly [3].

Reusing available GUIs has the potential to reduce prototyp-

ing effort [4]. Existing approaches focus mainly on retrieving

candidate GUIs relevant to a user’s query. For instance,

RaWi [5] takes a natural language (NL) query as the input and

returns the GUI candidates based on the query’s similarity with

each GUI’s textual profile. Fig. 1-a illustrates RaWi, which

further supports reuse by allowing a designer to select and

edit a specific GUI.

While retrieval facilitates the identification of reuse candi-

dates, little support exists for the actual reuse, i.e., for using an

existing GUI to create a new one [6]. Fig. 1-b depicts GUI-

centered reuse that our work addresses where a given GUI

corresponds to more than one query (or keyphrase), indicating

multiple ways to pursue the reuse. We view Fig. 1-b as a

complement to Fig. 1-a, and yet, on its own, GUI-centered

reuse is not constrained by a pre-defined query. Rather, the

GUI is treated as a first-class citizen, and the keyphrases

become their associations, plotting different reuse possibilities.

A major reason why we are interested in ways to revise a

GUI is creativity, which hinges critically on clever reuse in

software developers’ daily work [7]. Besides the reuse direc-

tions suggested in the NL keyphrases, we also pay attention

to the reuse of a particular element (e.g., a label or an icon)

instead of the entire GUI. Kolthoff et al. [8] recently showed

the importance of requirements validation at the granularity

of GUI element. We therefore posit that the specific element

would help to offer both explainability [9] and a starting point

for making the actual changes [10].

In this paper, we investigate the GUI reuse support provided

by one of the latest artificial intelligence (AI) techniques—

vision-language models (VLMs). VLMs, such as CLIP [11]

and BLIP [12], are trained on large-scale image-caption data

using contrastive learning, and have been applied to GUI

retrieval [13]. We extend VLMs’ uses in recommending reuse

options along with focused GUI elements. We compare VLMs

by considering NL-based approaches; in particular, we develop

a synthesis of RaWi [5] that computes GUI-keyphrase matches

and XUI [14] that identifies the salient element in a GUI. Thus,

for each GUI, various reuse choices are depicted by the NL-

based (RaWi+XUI) method and by the VLMs.

To evaluate which options are viable, we conducted an

empirical study by recruiting 73 university students on ten

tasks. Each of our study participants carried out five GUI reuse

tasks with pen and paper. A task involves one GUI image

and four reuse options. We report in this paper how these

human designers pursue the reuse directions, and the extent

to which they modify the focused elements. Our results show

that VLMs significantly outperform the NL-based method in

making reuse recommendations, but surprisingly, the focused

GUI elements are not consistently modified during reuse. For

example, about 40% of our study participants who changed

GUIs modified the non-focused elements. To gain additional

insights into GUI reuse’s creativity, we further performed an

assessment with four experienced designers, asking them to
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Fig. 1. (a) Retrieving candidate GUIs in response to the query: “Body care products” via RaWi (http://rawi-prototyping.com/ ; query run on November 6,
2024); and (b) Multiple potential directions for reusing a single GUI which our work focuses on.

rank the innovative aspects of human-reuse results and AI-

reuse results.

This paper makes three main contributions:

• We present a novel GUI-centered reuse task and the first

empirical study assessing VLMs’ support of the task.

• Coupled with the reuse support, we investigate the role

of specific GUI elements in human designers’ ideation

sketches.

• Extending VLMs’ support along the generative dimen-

sion, we offer insights into creativity of human-reuse and

AI-reuse results.

We share our study materials and results publicly at

https://doi.org/10.7945/nkr8-zq38 to facilitate replication. The

rest of the paper is organized as follows. Section II provides

the background information and also presents prior work

related to our research. We then describe our study design in

Section III, and analyze the results in Section IV. We discuss

the limitations and implications of our research in Section V,

and finally conclude the paper in Section VI.

II. BACKGROUND AND RELATED WORK

Software reuse is the use of existing software artifacts

or knowledge to create new software [6]. Clever reuse is a

primary attribute of creativity in practitioners’ daily work [7].

GUIs are important artifacts conveying design ideas and useful

for soliciting creative feedback [2]. While prior work helped

to develop reusable GUI components [15], [16], contemporary

methods focus on efficiently finding relevant GUIs from large-

scale repositories such as UXArchive [17] and Rico [18].

These methods take queries in different forms, e.g., an NL

keyphrase [5], a hand-drawn sketch [19], or a blueprint wire-

frame [20]. A query is then matched with the available GUIs

in order to retrieve a ranked list of reuse candidates.

Among the GUI retrieval approaches, RaWi [5] is the most

appealing to us for several reasons. First, an answer set of

relevant GUIs and NL queries is accessible, which our work is

built on. Second, NL is the most common way for stakeholders

to express their needs and desires [21]–[23], and hence related

to our work, NL is the most pervasive medium for depicting

reuse directions. Third, in addition to retrieval, RaWi supports

the manual editing of three GUI element types—labels, but-

tons, and text-inputs—which our work extends. Different from

RaWi’s aim of using rapid GUI prototyping for requirements

elicitation, the task that we address is supporting GUI-centered

reuse to catalyze ideation. A comparison is illustrated in Fig. 1.

RaWi builds a GUI’s textual profile by extracting activity

names, icon labels, and resource identifiers [5]. Fig. 2 shows an

example where the GUI screenshot of Fig. 2-b is represented

by the textual profile of Fig. 2-c. RaWi further uses a BERT-

based ranking model to retrieve GUIs that are textually similar

to an NL query. Fig. 2-a lists some queries along with their

relevance values defined in RaWi’s answer set. The answer set

allows for quantifying GUI retrieval’s accuracy.

In contrast to retrieving multiple candidate GUIs in response

to a single query, we treat the NL keyphrases as different

directions for reusing a single GUI. Nevertheless, the gap

between Fig. 2-a’s keyphrases and Fig. 2-b’s GUI is an in-

stance of cognitive distance, which according to Krueger [24],

is an informal notion that relies on intuition to gauge the

amount of intellectual effort that must be expended by software

developers in order to take a software system from one stage

of development to another. Krueger [24] argued that for a

software reuse technique to be effective, it must reduce the

cognitive distance.

Thus, we zoom in on a specific GUI element to help reduce

the cognitive distance. XUI, an approach recently proposed

by Leiva et al. [14], leverages deep learning to identify

the most salient element in a GUI and then incorporates it

into the generation of the GUI’s caption. Fig. 2-d provides

an XUI illustration where the “SIGN IN” button (i.e., “a

large text button component located at the center part of

the screen”) is considered to be the most important. Such a

GUI element, if recommended explicitly to developers, helps

reduce the cognitive distance because the developers could

focus on modifying a specific element rather than looking for

modifications all over the place on the entire GUI.

Interestingly, Kolthoff et al. [8] recognized the importance

of GUI elements in requirements validation. In particular, they



(c) RaWi profile

     (a) NL keyphrases          (b) GUI image                        (d) XUI caption
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Fig. 2. (a) NL keyphrases used as queries in RaWi and as reuse directions in our work; here, a tick (D) means the keyphrase is relevant to the GUI screenshot
of (b) and a cross (x) means irrelevance according to RaWi’s answer set [5]; (b) A GUI screenshot studied by both RaWi [5] and XUI [14]; (c) The GUI’s
textual profile constructed automatically by RaWi; and (d) The GUI’s caption auto-generated by XUI, highlighting the most salient element.

prompted GPT-4 to check if a user story is implemented in

the GUI by any of its elements. Inspired by their work, we

identify a focused element to support GUI reuse, and do so by

exploiting VLMs. Contemporary VLMs are trained with large-

scale image-caption data, so as to have the ability to transform

images and texts into a unified embedding. Different from the

work of Kolthoff et al. [8], we exploit VLMs to first identify a

top-matched keyphrase as a reuse direction recommendation,

followed by a focused element as a recommendation to make

changes so as to achieve the reuse goal.

The impacts of such recommendations, to our surprise,

have not been systematically investigated in the software reuse

literature. Notably, Frakes and Fox [25] conducted a seminal

survey on 16 factors, and showed that five factors affected

reuse (e.g., type of industry) whereas the others did not

despite the conventional wisdom (e.g., software engineering

experience). One reason reuse recommendations were not

studied might be few were available in the 29 organizations

surveyed in [25]. Assessing how well VLMs recommend reuse

directions and focused GUI elements is precisely the focus of

our research.

III. STUDY DESIGN

A. Research Questions (RQs)

Our investigations into the GUI-centered reuse are carried

out in two levels: reuse direction and focused GUI element.

Moreover, we assess the resulting GUI prototypes mainly from

a creativity perspective, i.e., the degree to which the resulting

GUI embodies clever reuse [7]. Fig. 3 contextualizes the three

RQs in our overall study design.

RQ1: Which methods recommend better reuse directions?

We represent reuse directions in NL keyphrases, and address

RQ1 by comparing the top-matched directions recommended

by four methods. Two are VLMs: Qwen2-VL-7B [26] and

Llama-Vision-11B [27] because they are studied recently in

GUI and software engineering contexts [13], [28], [29]. One

method is NL-based where we adopt RaWi’s BERT ranking

Given a GUI 
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Fig. 3. Overview of our study design.

to retrieve the top-matched keyphrase and use XUI to identify

the focused GUI element. To instrument a baseline, we rely on

a random method to arbitrarily recommend a reuse direction

as well as a focused element. Fig. 4 illustrates a reuse task

with the four different recommendations. For RQ1, we are

particularly interested in the directions that human reusers

choose to pursue.

RQ2: Does the focused GUI element help reduce cognitive

distance?

As discussed in Section II, our main rationale to recommend

a focused GUI element is to help reduce a reuser’s cognitive

distance [24]. Therefore, we answer RQ2 by analyzing how

the original GUI is changed and whether the GUI modification

involves the focused element or not.

RQ3: How creative are the GUI reuse results?

The aim of RQ3 is to gain insight of ideation. To that

end, we compare human-reuse results—some with the mod-

ifications made to the focused elements and others with the

modifications made to the non-focused elements—with the AI-

reuse counterparts. As will be detailed further in Section III-B,

we use a state-of-the-art diffusion model to generate AI-reuse

results, and ask experienced designers to rank the resulting

GUIs from a creativity angle.



(A) reuse direction (i.e., keyphrase) = “Search bar with
shopping categories, discount advertisement and
account maintenance”

(B) reuse direction (i.e., keyphrase) = “UI for user
profile”

(C) reuse direction (i.e., keyphrase) = “Country code
listing”

(D) reuse direction (i.e., keyphrase) = “Weekday digest
for meal planning”

Fig. 4. Illustration of a GUI reuse task where a specific GUI image is
presented to the left, and the four reuse options are listed to the right.
Here, “Llama-Vision-11B”, “Qwen2-VL-7B”, “NL-based”, and “Random”
recommendations are shown in the options (A), (B), (C), and (D) respectively.

B. Datasets and Study Execution

We take advantage of the datasets shared by RaWi [5] and

XUI [14]. Their intersection consists of 40 GUI images, from

which we randomly select ten to structure our reuse tasks.

A task illustration is provided in Fig. 4. The NL keyphrases

are adopted from RaWi [5] where the queries linked to

the 40 GUI images are selected to form a pool of reuse

directions. In total, 27 keyphrases are chosen. We share all

the datasets and study materials in our replication package at

https://doi.org/10.7945/nkr8-zq38 .

We describe our study execution by referring to Fig. 3’s

flow. While the NL-based recommendations are taken from

RaWi and XUI, we prompt Qwen2-VL-7B and Llama-Vision-

11B to, “find the top-matched textual string from the following

list: [27 keyphrases]” for a given GUI image. Furthermore,

we prompt the two VLMs with: “Which parts of the [image]

match ‘[top-matched keyphrase]’?” in order to obtain the

focused GUI element. Together with a keyphrase and an

element chosen randomly, these give rise to four different

recommendations for a given GUI as shown in Fig. 4.

To explore if these recommendations make any difference,

we recruited 73 university students majored in Computer

Science or Computer Engineering to perform the GUI reuse

tasks. As we wanted to prevent confounding variables as much

as possible, we ran the study in a classroom by not allowing

the participants to use their laptops, phones, or other digital

devices. Rather, the reuse tasks were carried out with pen and

paper by the participants working alone. This controlled setting

not only helped to block external aids, but also facilitated

creativity as the participants could sketch their ideas freely

without being constrained by any drawing tools [2]. We ob-

served from our two pre-study pilot trials that each GUI reuse

task took about 10 minutes to complete. Thus, to alleviate the

fatigue factor, we split the ten tasks randomly in two halves,

and asked every participant to perform five tasks. Informed by

Frakes and Fox’s finding that software engineering experience

had no impact on reuse [25], the participant-task assignments

were done randomly in our study.

At the start of the study, our participants were notified about

the study’s approval by an institutional review board. They

then provided written consent, giving permissions to use their

responses in an anonymized way. Their demographic data were

collected, and for each task, they were instructed to choose

only one of the (A), (B), (C), and (D) reuse directions. Based

on their own choices, they prototyped the GUIs by describing

and/or drawing the revisions on paper. A couple of points are

worth noting. First, we did not mention whether the revisions

should be made in the recommended, focused GUI element.

Second, we explicitly mentioned that the revisions could be

done on the GUI, the keyphrase, or both. Once a participant

completed all the five reuse tasks, we collected the answered

paper for further analyses. All participants voluntarily took

part in the study; there was no financial or other incentive.

The last step of Fig. 3 compares human-reuse and AI-reuse

results. Following RQ1, we determined the most frequently

pursued direction by the human reusers. Conditioned by this

direction, we then masked the focused GUI element as shown

in Fig. 5. We fed the masked image to a pretrained diffusion

model [30] twice: one time to modify the masked part and

the other time to modify anything but the masked part. For

example, the prompt leading to Fig. 5’s top-right result’s

generation is, “Modify the black box in the bottom of the

image toward ‘Country code listing’,” and that leading to the

bottom-right result is, “Modify anything but the black box in

the bottom of the image toward ‘Country code listing’.” In this

example, ‘Country code listing’ represented the participants’

most reused option. As a result, our masking was applied to

the focused GUI elements associated with that option.

Fig. 5. A masked GUI (left), an AI-reuse result involving the focused element
(top-right), and an AI-reuse result involving the non-focused element (bottom-
right); AI diffusion run via [30] on November 19, 2024.



For the reuse direction of “Country code listing”, rank the four 
designs below holistically from a clever reuse perspective. Feel 
free to provide any additional comments. 

human-reuse focused element 

human-reuse non-focused element 

AI-reuse focused element 

AI-reuse non-focused element 

Fig. 6. Creativity assessment illustration where the four textual annotations:
“human-reuse focused element”, “AI-reuse focused element”, etc. are not
shown to the evaluators.

To help ensure a fair comparison of reuse results, two

authors of this paper transformed the diffusion results into

hand-drawn sketches. The two researchers worked jointly and

sketched only the changed parts by inferring the contents from

the context of the entire GUI. Our hand-drawn sketches of the

two Fig. 5’s results, along with two reuse results produced

by our study participants, are shown in Fig. 6. We invited

four experienced designers from our professional network to

individually rank the creativity aspects of four different reuse

results for each of the ten GUIs. These experts have an average

of 5.5 years of relevant experience in user experience (UX) and

graphical design. Although various facets of creativity have

been discussed in the literature (e.g., combinational [31] and

transformational [32] creativity), Inman et al. [7] pointed out

recently that clever reuse was a hallmark that software practi-

tioners valued in their daily creative work. As the illustration

of Fig. 6 shows, our instruction to the design experts thus

emphasized the reuse direction and the holistic consideration

of clever reuse toward that direction.

C. Evaluation Metrics

We evaluate RQ1 by counting the number of times the

participants pursued reuse in a recommended direction. To

test for statistical discrimination, we apply Wilcoxon rank-sum

test to examine whether the distributions of the two groups

differ in a meaningful way, without assuming normality. Such

a nonparametric test is less sensitive to small sample sizes,

though 365 reuse-direction observations were made in our

study: 73 participants × 5 tasks per participant. In addition to

p-value for statistical inference, we also report effect size, r,

to discern the extent to which the magnitude of the difference

is practically significant.

The evaluation of the participants’ actual reuse results

hinges on the informal gauge of cognitive distance [24]. To

that end, we manually classified the human-reuse results into

three categories: little reuse, GUI change only, and GUI-

keyphrase co-change. Fig. 7 provides some representative

results linking to the task of Fig. 4. In Fig. 7-a, the participant

chose option (A) and merely rearranged the “Search Bar” from

above “My Interests” to below it. In Fig. 7-b, the participant

selected option (B) and changed the user profile icon of

that option to two icons: Man and Woman. In Fig. 7-c, the

participant worked on option (D) and described the change of

combining that option’s two icons into one; meanwhile, the

participant revised the keyphrase from “weekday digest for

meal planning” to “daily digest for meal planning”.

From the above illustrations, we consider “GUI change

only” to exhibit a proper amount of cognitive distance com-

pared to the other two, because “little reuse” does not em-

brace sufficient new creation and “GUI-keyphrase co-change”

requires much intellectual effort to be expended. Our manual

classifications of “little reuse”, “GUI change only”, and “GUI-

keyphrase co-change” were first performed by two researchers

independently, resulting in a Fleiss’s kappa value of .879.

We attributed such an almost perfect agreement to the dis-

joint natures of the three categories. The discrepancies were

mainly due to some co-change cases not recognized by either

researcher, and were later resolved collaboratively between the

two researchers.

Compared to cognitive distance’s classification, the modifi-

cations made to the focused GUI element or the non-focused

ones were much easier to judge. In the rare case that a

participant revised both focused and non-focused elements, we

regarded it as focused element change. One researcher man-

ually distinguished the focused element modifications from

the non-focused element modifications for the human-reuse

results in the “GUI change only” and “GUI-keyphrase co-

change” categories. We use χ2 test to analyze the associations

of categorical data, e.g., whether the amount of reuse (“GUI

change only” or “GUI-keyphrase co-change”) correlates with

the modifications made to the focused/non-focused elements.

For RQ3, we not only summarize the rankings received from

each of the four design experts, but also calculate Kendall’s τ
to measure the ordinal associations. The τ value ranges from

−1 to 1 where values close to 1 indicate strong agreement

between two rankings and values close to −1 indicate strong

disagreement. We report pairwise τ values that help assess the

significance of the experts’ creativity rankings of each GUI’s

human-reuse and AI-reuse results.

     

           (b) GUI change only

        (a) little reuse

(c) GUI-keyphrase co-change

Fig. 7. Representative results classified into different reuse categories.



TABLE I
MOST MENTIONED INDUSTRY SECTORS, INDUSTRY EXPERIENCE, AND

TASK COMPLETION TIME OF OUR STUDY PARTICIPANTS

Sector (# Experience (# of Completed in min
of mentions) participants) median mean±sd

tech (18) no experience (15) 52 48.5±8.3
health (11) < 1 year (22) 52.5 52.3±5.1
automotive (5) 1–5 years (34) 49.5 48.5±9.2
consulting (3) 5+ years (2) 44.5 44.5±2.1

IV. RESULTS AND ANALYSIS

We present in Table I some demographic data of our

study participants as well as the statistics related to their

task completion time. The most mentioned industry sector

among the participants is tech, including ed tech, big tech, tech

startup, etc. Health, which covers nutrition, hospital, medical

devices, and so forth comes next. Regarding the industrial and

professional experience, 15 participants self-reported having

no experience, 22 having less than one year of experience, 34

having one to five years of experience, and 2 having more than

5 years of experience.

To examine whether experience affected reuse, we an-

alyze the completion time of five tasks assigned to each

participant. In Table I, the median completion time and the

(mean±standard deviation) completion time are reported. Ex-

cluding the statistical outliers of the two “5+ years” par-

ticipants, the completion time statistics of Table I are close

across different experience levels. This confirms the little

impact that software engineering experience has on reuse [25].

Therefore, we make no distinctions regarding the participant-

task assignments in the subsequent analyses.

Turning attention to RQ1, we show the number of times that

the participants pursued the reuse directions recommended by

the random method, the NL-based method, and the two VLMs.

Fig. 8 plots the numbers. Surprisingly, the worst performer

was not the random method but the NL-based one. We offer

some discussions on this result in Section V-B. Encouragingly,

the two VLMs performed well since over 70% of the total of

365 reuse instances followed VLMs’ recommendations. The

Wilcoxon rank-sum test results are shown in Table II where

the four methods are compared pairwise.

In Table II, the U-statistic represents the degree of difference

between the two groups. The null hypothesis is that there is

68 

33 

120 
144 

Random    NL-    Qwen-VL  Llama- 
 based       -7B   Vision-11B

Fig. 8. Number of times that the participants pursued reuse directions
recommended by different methods.

TABLE II
WILCOXON RANK-SUM TEST RESULTS ON RECOMMENDED REUSE

DIRECTIONS

Random Qwen-VL-7B Llama-Vision-11B
U = 70.5 U = 96.0 U = 94.5

NL-based p = 0.128 p < 0.001 p < 0.001
r = 0.347 r = 0.778 r = 0.752

U = 73.5 U = 83.5
Random – – p = 0.082 p = 0.012

r = 0.397 r = 0.566

Qwen-VL- U = 68.5

7B – – – – p = 0.172
r = 0.313

no significant difference between the groups. We fail to reject

the null hypothesis in three comparisons due to the p values

being greater than 0.05: “random versus NL-based”, “Qwen-

VL-7B versus random”, and “Llama-Vision-11B versus Qwen-

VL-7B”. The other three comparisons of Table II lead to the

null hypothesis to be rejected. These statistically significant

results—Qwen-VL-7B against NL-based, and Llama-Vision-

11B against both NL-based and random—also achieve large

effect sizes (r≥0.5), indicating that the differences are highly

meaningful and likely to be of practical interest in most

contexts. Shedding light on the NL-based and VLMs’ support,

our answer to RQ1 is:

The VLMs significantly outperform the NL-

based method in recommending GUI reuse

directions, yet the two VLMs investigated

in our study are comparable to each other.

Not all reuse is the same. As mentioned in Section III-C and

illustrated in Fig. 7, we categorize the human-reuse results in

three levels: little reuse, GUI change only, and GUI-keyphrase

co-change. The contingency table between the reuse levels and

the recommendation methods is shown in Table III. Of all the

365 reuse instances observed in our study, about half were

done by making changes to only the GUI—showing a proper

amount of cognitive distance as discussed in Section III-C. A

third made little reuse whereas about a fifth expended much

intellectual effort to traverse rather large cognitive distances.

We perform a χ2 test of Table III to analyze whether the two

categorical variables are independent. The resulting p<0.001

TABLE III
CONTINGENCY TABLE OF REUSE DIRECTIONS PURSUED AND TYPES OF

REUSE MADE

little reuse GUI change GUI-keyphrase
only co-change

Random 18 26 24
NL-based 4 16 13
Qwen-VL-

43 62 157B
Llama-

54 76 14Vision-11B
SUM (%) 119 (33%) 180 (49%) 66 (18%)



TABLE IV
CONTINGENCY TABLE OF REUSE AMOUNTS AND CHANGED GUI

ELEMENTS

Change involving
focused element non-focused element

GUI change only 116 64
GUI-keyphrase

35 31co-change
SUM (%) 151 (61%) 95 (39%)

and Cramér’s V=0.221 suggest that the two variables are

statistically correlated but their associations are practically

small, due to the resulting effect size of Cramér’s V ∈ [0.1,

0.3). We therefore dive into the GUI element level to address

RQ2.

In Table IV, we break down our participants’ reuse results

into a finer granularity, except for the ones making little

reuse. For either category of “GUI change only” or “GUI-

keyphrase co-change”, Table IV lists the number of changes

involving the focused element and those involving the non-

focused element. Around 60% of the GUI changes were made

to the focused elements whereas approximately 40% revised

the non-focused elements. A χ2 test of Table IV results in

p=0.139 and Cramér’s V=0.094, implying that no significant

or practical associations exist. The above analyses suggest:

The focused GUI elements are generally

revised more often than the non-focused

ones, but the differences are not signifi-

cant. How to best tackle cognitive distance

in the actual change part of GUI reuse

thus remains an open challenge.

While we further discuss the change support in Section V-C,

we now consider RQ3 in terms of the cleverness and creativity

of reuse. RQ3 is of particular interest because we view GUI-

centered reuse as an important means to ideation. For each of

the ten GUIs, we thus chose the most reused direction by our

study participants, and then prompted the diffusion model [30]

to generate AI-reuse results. We designated the diffused results

as “AI-reuse FE” and “AI-reuse NE” where FE refers to the

focused element and NE stands for the non-focused element.

We also selected a pair of representative human-reuse results,

namely “human-reuse FE” and “human-reuse NE”. These four

results were ranked by experienced designers individually on

a task-by-task basis. Fig. 6 illustrates the ranking assessment

instruments for one of the ten GUI reuse tasks.

We tally the number of times a type of reuse results was

ranked to be the most creative, the second most creative, the

third most creative, and the least creative in Fig. 9. We make

a few observations. First, human-reuse FE was deemed to be

the most creative 17 times out of a total of 40 top-ranked

votes (4 experts × 10 GUIs per expert). Although this share

is less than a half (17 / 40 = 42.5%), human-reuse FE almost

doubles the next closest one: AI-reuse NE at 9 times. Second,

AI-reuse NE received only one least creative rank, implying its
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Fig. 9. Number of times a type of results is ranked within a GUI reuse
task: human-reuse results involving the modifications of the focused element
(human-reuse FE), human-reuse results involving the modifications of the
non-focused element (human-reuse NE), AI-reuse results involving the modi-
fications of the focused element (AI-reuse FE), and AI-reuse results involving
the modifications of the non-focused element (AI-reuse FE).

reuse results were hardly the worst in the design experts’ eyes.

Finally, if we aggregate “human-reuse FE” and “human-reuse

NE” together, and merge “AI-reuse FE” with “AI-reuse NE”,

then the human-reuse results were ranked as the most creative

24 times, outperforming AI’s 16 times. This may suggest that,

currently, compared to generative AI, humans are better at

sketching new GUI designs that embrace a high degree of

cleverness and creativity.

To evaluate the creativity ranking results from a quantitative

angle, we computed Kendall’s τ among the four experienced

designers. For each GUI task, six pairwise quantifications

were made. Out of the 60 comparisons, the average τ is

0.528 and the average p-value is 0.429. These results indicate

that the four evaluators tended to agree with each other, and

consequently, their rankings were not significantly different.

Based on the above results and analyses, we conclude that:

Compared to generative AI’s diffusion-

based reuse, humans are currently better

at cleverly sketching new GUIs. However,

the creativity rankings provided by the

four experienced designers in our study

were quite homogeneous.

V. DISCUSSION

This section discusses our study’s limitations and implica-

tions. In particular, we identify some of the most important

factors that must be considered when interpreting the results

of our empirical study. We then offer insights into why

the NL-based method performed the worst in recommending

reuse directions, and also shed light on human-AI cooperation

toward creative GUI prototyping.



A. Threats to Validity

The construct validity can be affected by the ways that

we operationalize cognitive distance [24]. On one hand, we

classify the amount of reuse into three categories: little reuse,

GUI change only, and GUI-keyphrase co-change. On the

other hand, we examine the reuse results to check if the

actual modifications involve focused elements or non-focused

elements. As argued eloquently by Krueger [24], cognitive

distance is not a formal measurement that can be expressed

with numbers and units. Rather, it is an informal notion that

relies on intuition about the relative effort to accomplish

various software development tasks. Thus, we use cognitive

distance in our work as an intuitive construct to compare the

effectiveness of reuse support. As suggested by our answer to

RQ2, cognitive distance remains an intriguing and important

gauge for us to understand and improve the efficacy of GUI

reuse.

One of the internal validity threats relates to our manually

transforming AI diffusion results into hand-drawn sketches.

This step is clearly limited by our own hand-drawing abilities,

though our intention is to present AI-reuse results in the same

common ground as the human-reuse sketches. We share all

the AI diffusion images in our replication package to facilitate

other researchers’ analyses and experimentations.

Another threat to internal validity is our sequential exami-

nation of the three RQs. The creativity assessment of RQ3, for

example, is executed by focusing only on the reuse directions

mostly pursued by our study participants—answers obtained

in RQ1. While we feel that our execution configurations are

logical, caution must be taken in interpreting our findings as

a whole rather than separately.

Our results may not generalize to other datasets, tasks, NL-

based methods, VLMs, and study participants, all of which are

threats to external validity. Because our interests lie mainly in

reusing GUIs for ideation, a tradeoff is made to gain in-depth

understandings of how different recommendations influence

human reusers’ choices and actions. Nevertheless, we believe

the lessons learned will be valuable for informing better and

more scalable support.

B. Underwhelming Performance of NL-Based Method

A puzzling result, as shown in Fig. 8, is that the NL-

based method performed the worst in making reuse direction

recommendations. Of all the 365 choices made by our study

participants, only 9% followed the NL-based recommenda-

tions. These recommendations were so ineffective that even

the random method’s results got followed more than twice as

often as them (random: 68 times versus NL: 33 times).

To explore possible reasons, we present in Table V whether

the top-matched NL keyphrase is relevant to a GUI. In the

table, the first column shows the GUI ID from the Rico repos-

itory [18], and hence each row signifies a task in our study.

A tick (D) represents the method’s top-matched keyphrase is

relevant to the GUI, according to RaWi’s answer set [5]. If the

keyphrase and the GUI are irrelevant, then the cell is left empty

in Table V. The relevance matrix is sparse and is also highly

TABLE V
RELEVANCE OF TOP-MATCHED KEYPHRASE TO GUI ACCORDING TO

RAWI’S ANSWER SET [5]

GUI
Random NL-Based

Qwen- Llama-
ID VL-7B Vision-11B

31253 D

39606 D

34535
22082

43431 D

13895
13575

28001 D

70706 D D

7334 D

TABLE VI
PERCENTAGE OF PARTICIPANTS PURSUED REUSE DIRECTIONS IN SIX

TASKS WHERE AT LEAST ONE TOP-MATCHED KEYPHRASE WAS

RELEVANT

GUI
Random NL-Based

Qwen- Llama-
ID VL-7B Vision-11B

31253 3.2% 19.4% 22.6% 54.8%�

39606 3.2% 12.9% 38.7%� 45.2%
43431 9.7% 22.6% 38.7% 29.0%�

28001 21.4% 9.5% 26.2%� 42.9%
70706 33.3% 2.4% 9.5%� 54.8%�

7334 21.4% 0% 28.6% 50.0%�

skewed toward the two VLMs. While this indicates that the

NL-based method’s top-match is not as accurate as the VLMs’,

it does not explain why the random method outperforms the

NL-based one.

In Table VI, we show the participant distributions of the

six tasks where at least one relevant keyphrase was present

in the GUI’s four reuse direction options. The � in Table VI

indicates the relevant keyphrase. Consistent with the overall

trends of Fig. 8, Llama-Vision-11B offered the most pursued

recommendations except for one task (43431). Yet, in tasks

like 39606 and 28001, the relevant keyphrase does not best

support reuse. We posit several hypotheses: (1) relevance is

inherently subjective, and therefore justifications must be given

in addition to the labels in an answer set; (2) a recommender

that is no better than the random support could distract the

users and waste their time—for instance, nobody pursued NL-

based recommendation in task 7334—in another word, bad

recommendations, when made systematically, are worse than

no recommendations; and (3) some relevant keyphrase matches

the GUI so well that little room for reuse is left. The un-

derwhelming performance of the NL-based method provokes

more questions than answers, opening up new avenues for

future research.

C. Human-AI Cooperation toward Creative GUI Reuse

Combining the answers to RQ2 and RQ3, we offer insights

into the situations where human or AI reuse is viewed as

creative. Fig. 10 shows four scenarios in which each reuse
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Fig. 10. Samples of the most creative reuse results obtained in answering RQ3, clockwise: human-reuse involving focused element (top-left), human-reuse
involving non-focused element (top-right), AI-reuse involving non-focused element (bottom-right), and AI-reuse involving focused element (bottom-left).

type is rated to be the most creative by at least two of the

four design experts.

The top-left example shows human’s direct modification

of the focused “USE THIS ACCOUNT” button. Here, the

reuse direction—especially the “login button”—matches well

with the focused GUI element. Apart from that, the keyphrase

contains “information description”, allowing the human reuser

to change the button label from “USE THIS ACCOUNT” to

“appcrawler4@gmail.com” accompanied by an arrow (−→)

on top of the email to suggest a login action once the button

is pressed. This change is clever because the email-labeled

login button not only satisfies the “information description”

part of the keyphrase, but also delivers an informative meaning

of “THIS ACCOUNT” in the original GUI design. The new

design provides useful information, and hence becomes more

informative. Therefore, we argue that “human-reuse FE” can

be clever when the keyphrase both matches the original GUI

and has subtle meanings.

Advancing clockwise in Fig. 10, we have an example of

“human-reuse NE” being ranked as the most creative by two

experts. One commented, “[this design] is functionally correct
with respect to the reuse direction.” The reuse direction is

given by a long, complicated keyphrase, a part of which (i.e.,

“search bar”) matches well with the focused element (i.e., the

“Search Snupps” box on top of the GUI). As a result, changing

the FE is unnecessary and may even be undesirable. For a

matching keyphrase with a broad scope [33], [34], manually

changing NE likely leads to a correct and clever design.

Interestingly, the “AI-reuse NE” case of Fig. 10 has exactly

the same reuse direction as the top-right case. The original

GUI of the bottom-right of Fig. 10, however, does not match

well with the keyphrase. Due to the keyphrase’s broad scope,

changing NE seems inevitable. The most creative result is

produced by AI. One expert evaluator remarked, “it is really
cool even though it doesn’t satisfy the account maintenance
requirement.” A couple of points are worth noting. First, al-

though functional correctness is important, slight incomplete-

ness could give way to creativity, especially in the ideation

stage. Second, if a keyphrase is long, broad, and complicated,

implementing it in one GUI may not be ideal. AI-reuse NE can
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Fig. 11. A GUI ideation framework embracing human-AI cooperation.

potentially reveal this situation, enabling designers to refine,

re-organize, or refactor [35]–[37] the reuse direction.

Last but not least, the bottom-left of Fig. 10 is an example

showcasing AI-reuse FE’s cleverness. Quoting one of the

expert evaluators, “Imagining the arrow means a scroll option
with all the country codes, it has an option to view all of them.”
The keyphrase, “Country code listing”, does not match the

original GUI which is a welcome screen allowing the users

to choose genre of the Country Music RADIO. Due to the

mismatch, the focused GUI elements—“Choose your genre to

get started” text and the “CHOOSE GENRE” button—do not

anchor the keyphrase. Despite the mismatch, the keyphrase

of “Country code listing” is narrowly defined. Consequently,

AI-reuse FE in such a situation results in a creative design.

While the above results are preliminary, a framework con-

necting humans and AI begins to take shape. We depict this

framework in Fig. 11. To creatively reuse a GUI for ideation,

one can exploit a VLM to recommend a top-matched reuse

direction expressed in NL keyphrase. Furthermore, the VLM

can be leveraged to identify an FE in the original GUI that

is the most salient and relevant to the reuse direction. If

the FE and the keyphrase match well, then human-reuse is

more preferred: keyphrase with subtle meaning implies an FE

change whereas keyphrase with broad scope likely requires

the NE to be changed.

When the GUI and the VLM-recommended keyphrase do

not match well, Fig. 11 shows that AI-reuse can be explored.

While the keyphrase bearing a narrow concept could also

narrow AI’s change to the FE, a broadly scoped keyphrase

could benefit from having AI revise the NE. In the latter

case, the AI-reuse NE result may suggest opportunities to

refine VLM’s reuse direction recommendation. The framework

presented in Fig. 11 is derived from our study’s empirical re-

sults, and we anticipate it to evolve continuously. Nevertheless,

this framework represents a unifying step toward human-AI

cooperation in the GUI ideation process.

VI. CONCLUSION

GUI reuse helps reduce cost and effort in design ideation,

but the support for the actual reuse in order to promote

creativity has been under-explored. In this paper, we have

exploited one of the AI advancements—VLMs—to shorten

the gap. Our empirical results show that VLMs significantly

outperform the NL method in making reuse recommendations,

though the actual modifications of a focused GUI element and

those of a non-focused element are not practically different.

We have analyzed some potential reasons underlying NL

method’s underwhelming performance, and also derived a

framework to connect human and AI in producing clever reuse

results.

Our future work includes carrying out more and larger

studies to lend strength to the exploratory findings reported

here, notably to further evaluate and update the framework

proposed in Fig. 11 and to pursue theoretical replications [38],

[39]. Also of our interest is instructing the humans and

the AI explicitly about creativity in their reuse tasks, e.g.,

through human-human collaborations [40]–[42] and prompt

engineering [43]–[45]. Finally, we will continue seeking ways

to reduce cognitive distance (e.g., separating reuse direction

recommendation from the FE recommendation) in order to

improve the cost-effectiveness of software reuse [24].
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