Logic for Liberal Arts Students

Greek Logic


Lecture Two

Logic in Ancient Greece


Today we begin our systematic investigation of logic, one  that will occupy us for the rest of this lecture series.  In the end we shall be able to return to the examples philosophical arguments that we meet in the last lecture and judge how seriously to take them.  Our tour will be partly of history and partly of ideas.  Today, for example, I shall describe the birth of logic in ancient Greece. This and the later history that we shall discuss I hope you will find interesting in its own right, but my purpose is reviewing it, both today and in later lectures, is not as history for its own sake -- that is a topic for historians -- but as a means to understanding logic as a science.  The ideas of a science, however,  cannot be really pulled apart from its history. They are the product of human effort bent towards the solution of the intellectual problems of their day.  It is my view, one which I shall emphasize in these lectures, that we cannot appreciate an idea unless we see it in its historical context.  We, ourselves, are in situated in a historical context, armed with the ideas bequeathed to us.  We cannot hope to understand the intellectual tools we have inherited and bend them to the solutions of our current problems unless we understand where they came from and the purposes for which they were designed.


Today we shall be doing excavations in the ancient works of the Greek philosophers with the purpose of seeing what they had to say about logic.  Before we begin, however, it is necessary to sketch in a general way what we are looking for.  We must have some idea of what logic is, after all,  before we can identify what the Greeks have to say about it.  We start then by a brief discussion of the modern definition of logic.

I. The Definition of Logic


Semiotics.  It is Charles Sanders Peirce (1839-1914), the American logician and philosopher, who first brings together the ideas needed for the modern definition of logic.   Because logic is a study of words, sentences, and arguments, it falls within the science that Pierce calls semiotics, the general study of signs and symbols.  Semiotics is divided into three subdisciplines: syntax, semantics, and pragmatics.

Definitions.  The Central Ideas in Semiotics


Semiotics:  the study of signs


1.
Syntax:  how signs relate to signs (physical make up of signs)




a.
Grammar: syntactic definition of






parts of speech, 






rules of grammar




b.
Proof theory: syntactic definition of proof

2.
Semantics: how signs relate to the world




a.
categories in ontology corresponding to parts of 




speech




b.
definition of truth for sentences




c.
definition of validity for arguments


3.
Pragmatics:
how signs relate to people -- speech act theory, 



psycho-linguistics, socio-linguistics.

Of these the branches of semiotics it is the syntax and semantics that are important to logic. Syntax and semantics are subdivisions of semiotics -- they both focus on signs.  They differ because they investigate different sorts of properties that signs posses and because in doing so they draw from quite different branches of the other sciences.


Syntax. Of the two syntax is the least ambitious and most successful. Pierce defines syntax as the study of “how signs relate to signs.”  What Pierce means by this formula is that syntax self-consciously restricts its attention to just those properties of signs that can be explained in terms of their shapes and  physical arrangements.  If a sign is a written symbol then its shape and arrangement is essentially its graphic design, how it is composed of marks on a page.  If a sign is a sound in human speech, its “syntax” consists of its acoustical and perceptual properties.  Though syntax can become a technical science in branches of linguistics like phonology, in logic we limit syntax to written signs and discuss only very transparent matters that can be explained in terms of  individual letters and the  spatial arrangement of letters on a page.  Within syntax there are two subdivisions which are important to logic: grammar and proof theory. 

 
Grammar.  Grammar studies the parts of speech of a language.  You are familiar with the parts of speech of natural languages like English: noun, verb, adjective, adverb, preposition, article, phrase, clause and sentence.  In later lectures you will also meet some of the new languages of logic written in arcane symbols.  As you might expect, the first step in reading these, as in any language, is learning how to parse its formulas into the relevant parts of speech, like subject, predicate, conjunction, and sentence.  When a scientist tries to write down the grammar of a language,  whether a logician explaining some symbolic notation or an anthropologist recording an unknown language in the field, what he is trying to do may be summarized in these terms: it is to state  precise and accurate grammar rules for identifying the language’s various parts of speech. 


But to count as syntax these rules must be formulated in a certain way.   First of all, grammar rules can only talk about the shapes and arrangements of symbols.  For reasons of scientific simplicity, they are self-consciously restricted to the extremely simple and obvious physical features of signs.  Indeed, grammar, as it is conceived by modern grammarians, is supposed to be autonomous of virtually all the other sciences, having no need for the explanatory resources of sciences like physics, biology or psychology., and drawing not at all on controversial areas of philosophy.  It is this independence that Pierce is referring to when he says syntax studies the relations of “signs to signs.” 


A second requirement of grammar rules, at least in modern syntax, is that the grammar of complex expressions must be explained in terms of how they are physically constructed from simpler parts of speech. For example, a simple  sentence in English needs to be built up from simpler constituents by placing a noun phrase in front of a verb phrase.  The two phrases are in turn built up from even simpler parts of speech.  For example, the verb phrase may consist of a transitive verb followed by a noun.  Such “bottom up rules” were first explored by logicians in the early twentieth century and their work, which is the topic of a later lecture, had great influence on linguistics who have applied the technique with great success to natural languages in what are now called  phrase-structure grammars.  If you were today to take a university course on the grammar of human language, you would find that research for the last generation has been formulated in grammar rules of this sort.

Definition


Grammar is that branch of semiotics that studies “how signs relate to signs.”  It studies the properties of the shapes and physical forms of signs, and uses these physical features to define the of parts of speech and the rules (called phrase-structure rules) that generate them.


Because grammar rules are restricted to ones that define expressions in terms of the shapes of their parts, it proves to be quite an intellectual feat to come up with a set of adequate rules for a real language.  Do you recall the grammatical definitions you learned in school and Freshman English courses?  We shall see shortly that these rules are sloppy and imprecise -- they are essentially the rules proposed by the ancient Greeks -- falling far short modern paradigms.


Proof Theory.  You might well wonder why logicians care about grammar.  When I started studying logic, I certainly never expected that I would  spend large amounts of time studying grammar.  But logic is literally impossible without grammar.  Grammar’s importance lies in its link to arguments.  Logic, after all, is  mainly about arguments. But what sort of thing is an argument? An argument is  a grammatical entity.  It is a series of sentences.  It begins with some sentences called assumptions.  It proceeds by drawing out new sentences by steps of reasoning.  Finally, it terminates with a concluding sentence.  Thus, a argument is just a string of sentences, a paragraph if you like.  It is linguistic, made up of symbols organized in a certain physical structure.    Thus, logic needs to appeal to grammar in order obtain a definition for the very entities it studies.


In addition, logic uses concepts from grammar all the time to formulate its explanations.  Logic studies arguments, but what is it about arguments that it tries to explain?  Above all it tires to explain why some arguments are good and others bad. In some cases the conclusion follows; in other its does not.   The former arguments are called valid; the latter invalid.  The logician tires to distinguish the one from the other and to explain why the differ.  Grammar is crucial to this enterprise because logicians use syntax to formulate their distinctions and explanations.


What is marvelous and what largely makes  logic possible is that good and bad arguments differ in shape.  The logician looks at the form of an argument.  But shape and form is just other names for  grammar.   Consider the following argument:

If all cows fly, then some mammals fly.
Therefore, if no mammal fly, some cows do not fly.

This inference is valid.  In the Middle Ages a common approach to “explaining” patterns like this was to summarize them in a rule (called in Latin a consequentia):

From the opposite of the consequence the opposite of the antecedent follows.

What is relevant about this rule is that it talks about the grammatical shape of the argument.  It tells you that if the premise of your argument is an if-then sentence, then you can validly deduce as a conclusion a new sentence of a certain shape.  It is obtained by reversing the order of the premise’s if-then clauses and inserting a symbol for negation in each.  This description of the deduction process is entirely grammatical.  It is in this way that logicians use the categories of grammar to describe arguments, giving rules that distinguish the good from  the bad.  This purely syntactic study of arguments is called proof theory.

Definition

Proof theory is the branch of semiotics that investigates the syntactic features of proofs.


Semantics.  If syntax is one of logic’s supporting pillars, semantics is the other.  Syntax studies the shapes of symbols; semantics studies their meaning.  Both are important.  You cannot have symbols at all unless they have some sort of physical reality as shapes and sounds.  Hence the need for grammar.  Likewise, symbols without meaning are useless.  The whole point of symbols is that we use them to communicate something about the world.  Thus, there needs to be a science that takes the symbols produced in of  grammar and goes on to talk about their meaning. Pierce calls this second science semantics and defines it as the branch of learning that moves beyond syntax to study of how signs relate to “the world.”  

Definition


Semantics is the branch of semiotics that studies how signs stand for 
things in the world.


Pierce could equally have called semantics the science of meaning.  Regardless of whether semantics is defined in terms of  “the world” or “meaning,” it is a difficult and controversial subject.  We are no longer talking about the simple physical properties of signs.  We are talking about much more.


Think about what semantics encompasses.  Symbols stand for “things” -- it is these things that constitute their “meanings” and which together make up what we loosely call “the world.”  It follows that  before the  semantics of a language can get off the ground, we must have some idea of what sorts of things its symbols stand for.  We need a vocabulary for breaking up the entities of the world into classes appropriate for serving as the  meanings of the various parts of speech.  As we shall see, dividing reality into fundamental categories requires semantics to draw appeal to philosophy, and over the centuries logicians have found themselves taking controversial positions at the core of debates about the elementary composition of reality.  I would wager that in deciding to learn something about logic, you did not expect to find yourself pondering fundamental questions of metaphysics.


The breaking up of reality into its most fundamental categories is that branch of philosophy called ontology (from the Greek ontos meaning being and logos which here means study).

Definition


Ontology is the branch of metaphysics that studies the basic categories 
of reality and their properties.  


Link of ontology to logic is simple but important. Recall that the object of study in logic is arguments.  The goal is to distinguish those that are valid from those that are invalid. The link of logic to ontology is captured in the definition of validity.  The key idea is truth. Validity has a standard definition.  It goes like this: an argument is valid if whenever its premises are true, its conclusion is also true.  Since the term true occurs in the definition of valid, truth is a more basic idea than validity, and the explanation of validity depends on the explanation of truth.


Truth in turn is directly tied to concepts from ontology.  The usual definition of truth is couched in terms of correspondence with the world: a sentence is true if the objects it picks out in the world do in fact stand in the relation attributed to them by the sentence.  The hierarchy of ideas in semantics may be sketched as follows.  First from philosophy some views are assumed on which basic categories make up reality and how the entities in the various categories relate to one another.  Thus, at its start semantics is forced to draw heavily on controversial parts of philosophy.  Next, truth is defined by relating parts of speech to ontological categories and explaining for each sentence type the conditions that must obtain among the entities in the world for the sentence to be true.  Lastly, the validity is defined in terms of truth. 

The Hierarchy of Concepts in Semantics:


Idea




Definition


    Ideas

          Defined








Presupposed

A Category in Ontology


Usually categories are not

     None






define (they are “primitive terms”).

A Sentence is True


It corresponds to the world

Categories,






(i.e. its parts stand for entities in

Relations in






the right categories, and these

Ontology






stand in the relation indicated by the






sentence’s structure.)

An Argument is Valid


Whenever the premises are true,
truth of 






the conclusion is true


sentences

The Mirroring of Semantic Validity by Proof Theory.  Part of logic is the study of proofs.  Proof theory is clever and neat.  It teaches that you can take a valid argument type and see that it fits a certain form, that its premises and conclusion have a certain syntactic shape.  Discovering  the syntactic rules for good arguments is the job of proof theory.  But it is important to see that the study of proofs comes after the valid arguments have been isolated and identified.  After all, you do not know which arguments for find syntactic rules for until you know which ones are good and bad.


One way to spot a valid argument is just to rely one one’s intuitive judgment.  In practice logicians make this sort of judgment frequently.  They will say, “This argument seems pretty good to me.” But the raw intuitive opinions of individual people, even of logicians, hardly constitutes scientific “data,” and would not constitute a firm evidential basic for the construction of a science. An approach with a much sounder scientific method is to do semantics first.  In semantics we define the notion of valid argument.  The definition then provides the necessary and sufficient conditions that the logician needs for classifying an individual argument as valid or invalid.  By applying the definitional criteria to particular arguments, the logician collects a reliable set of examples of valid and invalid arguments.  These then serve as the raw material that he or she uses in devising proof rules.   One group of valid arguments, for example, may be observed to exhibit a common pattern of shape and structure.  This  structural regularity may then be formulated in a syntactic rule that may be referred to later in practical contexts when there is a need to construct arguments.  These rules are often be short and pithy, much easier to understand than the criteria for validity used to evaluate the inference pattern in the first place.  We can carry the rules away with us and use them as practical guides in the everyday life of arguing.  Machines like computers can be devised that can spot arguments fitting the right syntactic forms.  As we shall see in a latter lecture, cognitive scientists speculate that some of the deductive rule procedures invented in studies of “artificial intelligence” may approximate the way the human brain works.


From our discussion it follows that there is natural order to the historical development and presentation of a logical theory.

The Stages of a Logical Theory:


1.  The grammar of the language is stated.  The basic parts of speech are defined and 


the phrase-structure rules for constructing longer expressions form shorter are 


defined.


2.  The semantics is stated.  The basic categories of ontology and their relations are 


specified (often without definitions).  The concept of a true sentence is defined in 

terms of the categories.  The concept of valid argument is defined in terms of 


truth.


3.  The proof theory is developed.  Syntactic rules are proposed that summarize the 


syntactic patterns exhibited in previously identified sets of  valid arguments.


First is grammar.  The parts of speech and the generative syntactic rules of grammar that define the various complex expressions are laid down using just facts about the physical shape of the symbols themselves. Second is semantics.  The various simple parts of speech are mapped onto the categories of some postulated ontology. Then the concept of truth for sentences is defined, usually as some sort of correspondence that matches the sentence’s syntactic structure with the relations that hold in the world among the entities picked out in the sentence.    Semantics is completed by providing a definition of valid argument as one that preserves truth.  The third and final stage of logic is proof theory.  Using the criteria for valid and invalid arguments provided in semantics, logicians collect examples of each.  They then divide them into groups according to their shapes, and abstract general laws summarizing their syntactic regularities.  We shall see that in certain special cases proof theory is so successful that there is a rule covering every sort of valid argument. In this case the rule set is called complete, and finding such sets is one of the major goals of logic as a science. 

Definition

A set of proof rules is complete if it is possible given those rules to 
deduce using the rules the conclusion of every valid argument from its 
premises.

We shall meet in Greek logic our first example of a set of complete proof rules in when we discuss Aristotle’s theory of the syllogism.  Let us conclude this introduction by using the three stages of theory construction to define our main subject:

Definition

Logic is the study of properties of arguments -- their grammatical form, 
their validity, and syntactic proof rules for valid arguments.

II.  Greek Logic


It is characteristic of philosophers that they attempt to understand the world around them by proposing large scale systems.  Part of what they typically explain is logic, and indeed views on logic often lie at the heart of a philosopher’s idea of the universe. Today we will consider two rival philosophical systems of Plato and Aristotle, concentrating in particular on what they have to say about logic.  These world-views are the first attempts in Western philosophy to achieve universal breadth, setting patterns that philosophers were to follow for many years to come.

1.  Plato


Plato’s Theory of Ideas. Plato’s views are famous for being something of a curiosity.  He advances one of the most influential philosophical theories of all time, but one which is exceedingly implausible.  He believes that the everyday world that we see and feel, the things most of us take for granted as  absolutely genuine, are in fact unreal, and that to discover the real truth we should not trust our senses, as we normally do, but instead turn inward to pure thought.


In Plato’s opinion the universe is composed as follows.  The bodies we perceive through the senses have only an evanescent reality.  They are made of matter which by its nature is imperfect and constantly changes from one thing to another. But since matter must change into something, this something must have a form, and it is this form that guides and shapes the process of change.  Indeed, according to Plato, the form or idea is what is really real.  Objects in the material world may have a triangular shape, but they suffer from various irregularities and will eventually fall apart in some way or other.  The Ideas or Triangle, in contrast is incorruptible, perfect, and unchanging.  It is fixed forever as a three-sided plane figure. Though Plato himself does not discuss where if anywhere the prefect Idea exist, the Christian fathers of the Church who later adopted his views, place the Ideas in the mind of God, and view them as the unchanging objects of divine cognition.  The sensible world by contrast, Plato says, is composed of matter. The human soul in Plato’s scheme of things is in a rather  peculiar situation.  It is linked to both the material and idea worlds, to the “more real” world of Ideas through its ability to reason and to the “less real” material world through its senses.  A person concerned to learn the truth about science and ethics will renounce the senses and turn inward to contemplation.


It is not surprising that the Church fathers we sympathetic to Plato’s otherworldly philosophy and that as a result Platonic philosophy dominated Christian thinking throughout its first millennium.  It is also not surprising that in our empirical age Platonic philosophy is regarded as little more than a quaint stage in intellectual history.  But Plato’s theory is interesting even if it is false, and to see why we must understand what problems Plato was trying to solve.


Plato’s theory is nothing if not ambitious.  He answers the basic question of metaphysics: What is?  His reply is the Ideas.  He explains why the physical world changes and moves the way it does. His answer: matter imitates Ideas.  He explains how we distinguish the wise man from the fool -- the wise man contemplates the Ideas, the fool believes the senses.   He explains good from evil -- virtue is to be found is contemplating the Ideas, especially those of the virtues themselves, and vice results from being mislead by the senses, especially in sensual pleasure.  


What concerns us here, however, is what Plato has to say about logic.  In his dialogue the Sophist (248a-264b) he uses the theory to sketch a rudimentary account of grammar and semantics.


Plato’s Grammar.  His “grammar,” if we may call it that, is limited to an explanation of just three parts of speech: nouns, verbs, and sentences.  He begins with verbs and nouns.  Instead of defining the parts of speech in terms of their shapes or physical properties, as is done in modern syntax, Plato uses quite another approach.  He uses semantics.  I have already mentioned that in semantics we assume that parts of speech have ontological correlates in reality.  All the words that fall within a given part of speech stand for the same sort of entity in the world.  Plato’s explanation of the parts of speech presuppose this correspondence.  In general outline, the account goes like this.  Suppose we know the relevant category of objects in the world.  Then a part of speech may be defined as the set of all expressions that stand for some object in this category.  


He applies this scheme to verbs and nouns.  He presupposes that we understand the category entities in the world called actions.   Then he defines a verb is an expression that applies to actions.  Likewise he assumes we understand what we mean by the set of objects in the world that perform actions.  He ten defines a noun as a word that stands for one of these things.  


This sort of “definition” is interesting because, for the first time, it presupposes an intimate tie between the categories of grammar and those of ontology.  In principle if we know the categories of the one sort we can indicate those of the other.  Verbs are the expressions that correspond to actions, and conversely actions are the entities that verbs stand for.


As syntax Plato’s account of nouns and verbs falls short of modern standards, in as much as he do not try to delineate the two sets in terms of physical shape alone. In explaining sentences, however, Plato approaches a modern phrase-structure rule.  He points out that strings that consist of just verbs like walks runs sleeps or strings of just nouns like lion stag horse do not constitute sentences.  For something to be a sentence, he says, it must be a string consisting of a noun and a verb. Its component parts of speech must, in his words, “fit together.” He goes on to lay down a semantic requirement for sentences as well.  A sentence, he says, must “state something,” not merely “name something.”   What he means by “state something,” he does not explain, but he seems to have in mind some sort of semantic requirement that a sentence must be meaningful, or make a claim about the way the world is.

Plato’s Grammar

Grammatical Sentences


Non-Sentences

(“fit together”, “say something”, noun+verb)
(do not fit together, do not “say something”)

Theatetus runs



lion stag horse

Birds fly




walks runs sleeps

I think it is fair to say that in these few grammatical remarks Plato sets the pattern for grammatical explanations until recent decades.  A series of classical grammarians set forth in increasing detail the rules of ancient Latin and Greek, culminating in the late classical period with the great Latin grammars of Donatus and Priscian. These were then taken as models for grammars written in the Renaissance and later for modern languages like English and French, and it is grammar rules of this sort that are still taught in elementary grammar courses.  From the perspective of modern syntax they are unscientific. Often they do not  even attempt to define a part of speech, but merely offer a few examples.  If they do give a definition, it is either indirect, assuming some ill-defined ontological category to which the part of speech corresponds, or it alludes in an over simplified way to how the expression fits together with other parts of speech.  
But Plato’s grammar is essentially the same as the one you learned in school. A verb, we are taught, is an action word.  A noun stands for a person, place, or thing.  A sentence expresses a complete thought.  These “definitions,” quite like Plato’s,  presuppose corresponding ontological categories.  An adjective is a word that modifies an noun or a pronoun.  An adverb is a word that modifies a verb, adjective, or other adverb.  These are simplistic structure rules.  A preposition is one of the words from a list.  The list I had to memorize begins: about, above, across, after, against, along, among, around, ....  Because of their imprecision and mixture of semantic ideas, these definitions are not acceptable in modern linguistics.  It is to Plato’s credit, however, that grammar had to wait until recent decades for replacement to his approach.


Plato’s Semantics.  In the Sophist Plato also makes pioneering contributions to the second part of logical theory, semantics.  His views are particularly interesting because of the stark clarity with which he maintains that truth is correspondence, i.e. that the truth of sentences turns on the correspondence of between its component parts of speech, on the one hand, and objets from the appropriate categories of reality, on the other.  Of course, Plato’s view of reality, what he calls Real Being, is the unchanging Ideas, not to be confused with the material objects which he calls Becoming.  The Ideas, moreover, exhibit, Plato says, a kind of structure.  He says, “Some Ideas will combine with one another and others will not.”  They divide into what we would call today a hierarchy of genus-species.  For example, today we would that the species bird falls within the genus animal.   Plato expresses a similar relation in terms of Ideas.  The Idea of Animal subsumes subordinate ideas  like those of Bird and Human. The idea of Flying embraces the Idea of Bird but not that of Human.


Truth and falsity of  sentences are explained in terms whether they correctly depict the structure of Ideas.  A true sentence, according to Plato, says about its subject “things that are as they are,” and a false one says of the subject “things different from what they are.” 


In the Sophist  Plato’s considers two examples of sentences, the true one Theatetus sits and the false one Theatetus flies.  The former is true because a rather complex set of conditions hold in reality.  First, both the noun Theatetus and the verb sits stands for the same corporeal body.  This body bit of matter is simultaneously an actor and an action because it is imitating two Ideas at once, that of Human Being and that of Sitting Being.  It is possible for matter to do this because, as Plato says, the Idea of Human Being mixes with (we might say overlaps) the Idea of Sitting Being, as we might know by just meditating on the Ideas themselves.  In contrast, Theatetus flies must be false because the Ideas of Human and Flying Being are mutually exclusive, and hence no material object could simultaneously imitate both.

Example

Sentence (Language)
What is Happening in the World
Sentence’s Value

Theatetus sits
Theatetus’ matter imitates the Idea of Sitting

   true

Theatetus flies
Theatetus’ matter is not imitating Flying

   false


Though Plato does not do so in the Sophist we may apply his theory to general statements like Birds fly and Humans fly.  The first is true because the Idea of Birds is wholly subsumed under the Idea of Flying Thing (ignoring for the moment oddities like the ostrich), while the second is false because of the exclusivity of its two Ideas.

Example

Level of Language
Level of Ideas  
Level of Matter 
 Sentence’s Value

Birds fly
Ideas of Birds and Flying “Mix” 
Matter “imitates” both Ideas
true



Humans fly 
Ideas do not “Mix” 
Matter does not imitate both
false


Plato’s definition is an example of what is called today  a  correspondence theory of truth.  Though correspondence is a difficult concept, correspondence theories have been by far the most popular and elaborate in the long history of logicians trying to define the concept of truth.   Since they are so important let me highlight some of their general features.  The theory always lays down the one to one correspondence between simple parts of speech and ontological categories.  For example, in Plato’s theory common nouns correspond to Ideas of actors and verbs correspond to Ideas of actions. The theory then goes on to define truth as that property possessed by sentences when the entities picked out in the sentence for stand in the relation signified by the sentence’s structure.  In Plato’s theory, for example, if S is a common noun and P is a verb, the sentence S do P is true if (and only if) the Idea corresponding to the actor-noun S mixes with the Idea corresponding to the action-verb P, so that any bit of material actor imitating the Idea corresponding to S must also be a material action imitating the Idea corresponding to P.

Plato’s Version of the Correspondence Theory of Truth
What happens when a sentence S do P is true:

Level of Language


S do P is true

Level of Ideas


The Idea corresponding to the actor-noun S 





“mixes” with the Idea corresponding to the 





action-verb P
Level of Matter


A material actor imitating the Idea S is also a 





material action imitating the Idea P.


Whatever we think of Plato’s rejection of the sensible world as unreal, it is important to see that according to his own objectives he is at least partly successful.  One of his personal interests was geometry.  He was struck by the undisputed fact that the truths of geometry are fixed and eternal.  A triangle has three sides today, yesterday and tomorrow.  In this respect geometrical truths differ from “facts” about the material world which is always in flux.  Theatetus may have a height of four feet  one day, and six feet  the next.  Truths of definition like those of mathematics do in some sense seem to be a function of ideas pure and simple. Where Plato’s theory runs into trouble is in its account of empirical truths.  A theory like his which rejects the reality of the sensible world and calls false all assertions attempting to describe it will not do for the purposes for most science and everyday life.  For a more inclusive theory we must turn to Aristotle, Plato’s student.   


Let me finish my remarks on Plato by observing that it is a shame that he did not apply his theory of truth to the evaluation of arguments.  Once standards for truth are fixed, then it is a relatively small step to see that when sentences of  certain grammatical form are true, others must be true also.  Plato did not do so, in part probably because of his interests and in part because of the still rudimentary state of his account of truth.  It is to Aristotle we must also turn for the first systematic study of the relation of validity to truth, and for the beginnings of proof theory.

2. Aristotle


Aristotle’s Ontology of Matter and Form.  Aristotle’s philosophical system rejects Plato’s idealized reality in favor of one closer to common sense and the needs of empirical science.  Just as it is helpful to think of Plato as motivated by trying to make sense of the eternal truths of geometry, it helps to understand Aristotle if we know that he had a keen interest in what we would call today biology.  He passed his childhood along the Aegean in Macedonia and spend many years of his adult life living by the sea in the precincts of Athens, walking the shores,  collecting and describing specimens of marine life.


As a result of his biological interests, the importance of taxonomy to science is stressed in Aristotle’s system.  It is clear to him that the objects we perceive are genuinely real, and moreover that they fall into a hierarchy of progressively broader natural kinds, each characterized by its own defining features.  The objects of perception he calls  primary substances because it is they that the world is composed of in the most basic sense.  He also believes that the taxonomic classes themselves are real in some sense -- they are certainly real enough to talk about -- and these he calls secondary substances.  In the Metaphysics, his most mature work, he provides an account of the relation of these two kinds of substances, and of how objects fall into classes.


He suggests that ordinary objects, primary substances, are in fact composite entities made up two more basic kinds of stuff, matter and form.  A substance’s form is consists of the properties that are definitive of it.  It’s matter is the entity that receives these properties.  I like to explain Aristotle’s substances using Tinker Toys.  A substance is like a round block with colored sticks stuck in it.  The block functions as matter, and the sticks represent the properties “instantiated” in that bit of matter.  


Each of these properties that makes up a substance performs an important role in science, because it is in terms of these that objects are classified.   Indeed, Aristotle proposes a standard form for recording the truths of classification: essential definition.  In such a definition it is always a species which is being defined in terms of a genus.  The purpose of the definition is to identify the some property that uniquely characterizes all members of the species within the genus.  This differentiating property is called the difference (or differentia in Latin) and the form of the definition as a whole is always:




Species = Genus + Difference

The species “being defined” is called the definiendum (from the past participle in Latin of to define), and the clause to the right of the identity sign that is “doing the defining” is called the definiens (from the present participle). Aristotle’s usual definition of man as rational animal fits this form.

The Standard Form of an Aristotelian Definition





         essence, nature, “form”





        (((((((((((


         species
         genus           difference



         (((         (((          (((((



Man
=     Animal    +    Rationality


         (((
       (((((((((((


    definiendum 
         definiens




     (((((((((((((((((((



definitinitio per genus et differentia

Here the species Mankind is defined as consisting of all those composites of matter and form that fall within the genus Animal and which in addition possess the property of being rational.


The properties possessed by a species according to its definition are called its essential properties, and the definition is said to describe what is also called its essence, form, or nature.  Other qualities that an object may posses that are not required by its definition are called its accidents.  Thus, those rationality, self-movement, and growth are essential properties of Socrates as a result of his place in the taxonomic tree of genera and species, but whether he is sitting or standing, and whether he is white or black are accidental properties.


As Plato does with his Theory of Ideas, Aristotle uses his ontology to shed light on a core set of philosophical problems.  What exits?  Aristotle says: composites of matter and form, and their genera and species.  What does change in the physical world consist of?  In general, it is the passing through direct contact of properties from one composite to another.  What distinguishes the wise man from the fool?  The truly wise learn to abstract the taxonomic structure of the world by isolating the properties characteristic of species.  What is the good?  The truly virtuous is that which realize the properties of definitive of its kind in nature.  A virtuous living being, inasmuch as it is a living being, manifests the defining property that defines living beings: it grows and seeks nutrition so as to be healthy.  A virtuous animal qua (in as much as it is an) animal excels at physical movement and in harnessing  its appetites to satisfy its desires.  A virtuous human qua human is rational.


In the high Middle Ages when Aristotle’s work was rediscovered by Europeans, it eclipsed Plato’s metaphysics and dominated Western thought until the seventeenth century.  Though it may have retarded scientific progress in some respects, for example in its axiom that species were fixed and could not evolve,  it  was on the whole a powerful and successful worldview.  Its ethics based on the concept of natural law became a standard part of Christian morality, and is still a powerful influence in modern debates on, for example,  abortion and homosexuality.


Aristotle’s Logic.  Aristotle’s influence on the history of logic cannot be overemphasized.  We have no examples of explicit discussions of logical topics prior to Plato, and Plato’s remarks of a purely logical nature are essentially limited to several paragraphs.  Of Aristotle’s many extant treatises, no less than six are devoted exclusively to logic: Categories, On Interpretation, Prior Analytics, Posterior Analytics, Topics, and Sophistical Refutations.  These works pioneered entirely new fields and provided the models for later writers.  They were viewed by later philosophers as ideal introductory studies for students just beginning philosophy, and for this reason since the Renaissance have been grouped together at the start of his collected works under the title of Organon, which means tool in Greek.


Even in the earliest of Aristotle’s logical works, the Categories and On Interpretation, he offers a version of the correspondence theory of truth.
  He divides linguistic expressions into parts of speech that mirror the structure of the basic categories of reality:






Grammar




Ontology

Accordingly, nouns are expressions that stand for substances, proper nouns standing for primary substances (which in the Metaphysics he later analyzes as composites of matter and form) and common nouns standing for genera and species.  Conversely, primary substances are those entities that picked out by proper nouns, and genera and species are the entities referred go by common nouns.  Adjectives pick out properties (essential and accidental) and properties are picked out by adjectives.  Rather than attempting to define syntactic types solely in syntactic terms and ontological ones in ontological terms, as is done in modern logic, Aristotle really leaves both sorts undefined, being satisfied with what is really a kind of vicious circle that assumes you may understand A if you know it corresponds to B, and B if it corresponds to A.


In his logical works, Aristotle at one time or another discusses a wide variety of sentence types, though in doing so he consistently mixes concepts from syntax and semantics which today we would systematically keep separate.  In the Topics (Book I), for example, he recognizes the difference between simple and complex sentences.  Simple ones (called categorical) are composed of a subject and a predicate, often joined to the subject by means of an appropriate form of the verb to be called the copula. To this essentially syntactic analysis he adds a semantic requirement: in order to count as a simple sentence,  a symbol string must assert some sort of combination or separation between its subject or predicate.  Complex sentences (called as a group hypothetical because of the preeminent importance of the complex if-then form to logic) he analyses structurally as those that are constructed out of simple sentences by means of conjunctions.


In the semantics of sentences Aristotle’s central idea is that truth is correspondence with the world.  This sort of correspondence is difficult to understand and its details are not easy to spell out.  Aristotle’s most famous formula for summarizing it is famous for its obscurity.
 

Aristotle’s Statement of the Law of Non-Contradiction
To say of what is that it is not, or of what is not that it is, is false, while to say of what is that it is, and of what is not that it is not, is true.





Metaphysics (1011b26, W.D. Ross, trans.)

Now, what does he mean in saying of something that it is?  In the case of simple sentences he often does explain himself more fully.  In general a simple sentence is true if in fact the substance referred to by the subject combines or separates, in the way the sentence asserts, with the substance picked out by the predicate; otherwise it  is false.


With this much theory alone Aristotle was able to discover a good deal of logic.  As we shall see when we discuss the syllogism in the next lecture, how it yields an entirely logical theory for a certain restricted class of simple sentences. Aristotle also has many interesting things to say about the semantics of sentence conjunctions and the complex sentences they yield.  For example, he distinguishes several important sorts of negation, and draws attention in a rather scatter shot way to several laws of logic that apply to complex sentences.  Perhaps the most important of these is the Law of Non-Contradiction:

Law of  Non-contradiction. No sentence can simultaneous be both true and false. 

In fact the so-called proof that he gives for this law was one of the examples profound arguments that I  discusses in the last lecture.


Today I have sketched in brad strokes the general approaches of Plato and Aristotle to logical topics.  We have seen the first serious attempts at grammatical definitions and at an analysis of truth as correspondence.  In the lecture next time we shall discuss how Aristotle applies his general ideas to the restricted set of arguments called syllogisms.

 III.  Aristotle’s Logic for Categorical Propositions


We shall now begin to explore more carefully one particular logical theory proposed by Aristotle.  It is his account of the logic of categorical propositions, and in particular of the logic of a selected set of arguments that may be formulated in categorical propositions called syllogisms.  I have selected this theory for special scrutiny because it is a lovely example of complete logical theory.  You will recall that a logical theory falls into three parts: a grammar, a semantics and a proof theory. All three are well represented in the syllogistic.   Though Aristotle himself does not carefully treat the three domains as separate, I shall do so today.  By keeping the three rigorously distinct,  I will be able to lay out the theory for you in an orderly way. In addition, in the context of Aristotle’s relatively simple and elegant theory, I hope you will be able to see how the orderly progression tin which a logical theory is laid out. 


A logical theory is presented in three stages.  First, the grammar of the language is presented.  It is at this point that the various parts of speech, including that of sentence, are defined.  Ideally these definitions will meet the standards of modern syntax.  In grammar no mention is made of difficult concepts from ontology like “the world,” nor from the still unfolding sciences of psychology and sociology with their talk of people and society.  Rather, the definitions of grammar should mention only the shape and arrangement of symbols.  


The second stage of the theory consists in providing a semantics for the grammar just defined.  This enterprise is more controversial because it requires talk about objects in “the world.”  To each part of speech (set of expressions in the grammar) is assigned an ontological category (set of entities in the world).  Next, a correspondence definition of truth is provided for the sentences in the grammar.  For each sentence type, a rule is stated that explains when the sentence  is true.  The rule designates which words in the sentence stand for something in the world and then spells out the relation which must obtain among the  entities in order for the sentence to be true.  Once the concept of truth is defined,  the concepts which are defined in terms of it, especially that of valid argument, are defined.  


The third stage in the statement of a complete logic consists in advancing a  proof theory.  Using only syntactic ideas, i.e. terms defined by the shapes and arrangements of symbols, the notion of  “acceptable proof” is defined.  If the theory is successful, a proof will turn out to be the same as a valid argument.  That is, with our eyes on the valid arguments that have earlier been defined in semantics, we try to give a new definition for them that does not talk about truth or “the world,”  but only about the shape and structure of the sentences in the proof.  If the acceptable proofs defined syntactically turn out to be the same as the valid arguments defined semantically, the theory is a success.


Aristotle’s theory contains all three elements in an elegant little package.  Let us begin with grammar.

1.  Grammar


In the grammar we define there are three increasingly larger bits of language: terms, sentences, and arguments.  Terms are basic building blocks.  Sentences are made up of terms.  Arguments are made up of sentences.  Since we are doing syntax, the process of making bigger from smaller will be entirely one of putting the smaller ones together in physical arrangements.


In the syllogistic Aristotle limits rather severely what we can say.  The only terms we can use are those that stand for classes.  These will serve as  the subject or predicate of simple sentences.  In simple subject terms that stand for classes are limited to common or collective nouns, like horse or crow.  Predicates, however, are more varied and  fall into three major parts of speech: common nouns, adjectives and verbs. For example, a predicate may be a common noun like thief, as in crows are thieves;  an adjective like greedy,  as in crows are greedy; or a verb like steal, as in crows steal.  To keep our grammar purely syntactic, we  shall have to assume that we can identify subject and predicate terms solely on the basis of their shapes.  We might for example do what children do and memorize a finite list of symbols and learn to call them common nouns, adjectives, and verbs.


In the syllogistic sentences are traditionally called propositions, and are restricted to those consisting of a simple subject and predicate.  If S is the subject term and P the predicate, then in English it is often necessary to join the two by inserting the appropriate form of the verb to be, which in logic is called  the copula (meaning link in Latin). 


In the syllogistic Aristotle allows only a limited variation in how we may string terms together  to make propositions.  He permits some variety by allowing for a set of alternative grammatical markers attached to the subject or predicate.  By their means we can construct four different kinds of proposition which differ according to what Aristotle calls quantity and quality.


Quantity.  Intuitively by the quantity of a subject term we mean how much of the subject class we are talking about, all of it or just part.  The way we define the quantity of a term, however, is completely syntactic.  We attach to every subject one of three “quantifiers” signs: all, some or no.  Propositions with a subject prefixed by  all or no are called universal, and ones prefixed by some are called particular. 

Quality.  Intuitively by a proposition’s quality we mean the stand it takes for or against a circumstance’s holding in the world.  That is, a proposition either makes an assertion or a denial.  We indicate which by the presence or absence of negative markers in the syntax.  It is called negative if either the subject term is prefixed with the negative quantifier no, or the predicate term by the negative particle not.  A proposition that contains neither sort of negative markers is called affirmative.  


These distinctions cross-cut one another, making four kinds of propositions: universal affirmative, universal negative, particular affirmative, and particular negative.  These have the quaint names respectively of A, E, I, and  O-statements:





The two affirmative proposition types, A and I, are so called from the vowels of the Latin word affirmo, which means I affirm; the two negative types, E and O, obtain their names from nego,  meaning I deny.

A-statements:
All S is P

Examples:
All men are mammals.









All cows are fat. 









All birds fly.

E-statements:
No S is P

Examples:
No men are cows.









No angles are stupid.









No cows fly.

I-statements:
Some S are P
Examples:
Some men are crooks.









Some horses are black.









Some birds sing.
O-statements:
Some S are not P
Examples:
Some men are not thieves.









Some birds are not green.









Some angles do not sing.


We are now ready to state the rules of grammar in a formal and rigorous manner.

Rules of Grammar

1. Terms  

· A subject term is any common noun.

· A predicate term is any common noun, adjective or intransitive verb.

· The copula is the verb to be.

2.  Propositions.  A proposition (sentence) is any linear array of symbols made by stringing together a subject term S, the copula, and a distinct predicate term P.  The subject and predicate must be modified by quantifiers and negations so that the string fits one of the following four forms:

· All S is P  (called an A-statement).

· No S is P  (called an E-statement).

· Some S is P  (called an I-statement).

· Some S is not P  (called an O-statement).

2. Semantics


The grammar of the language has been defined.  But what to the symbols that make up the propositions mean, and when are the propositions true?  The answers are given in the theory’s semantics. The task of semantics is to explain how the expressions defined in grammar relate to the world. We begin with the smallest unit of the grammar, terms.


Terms, both subject and predicate, stand for sets.  In more precise vocabulary, we say that the part of speech know as terms contains expressions that stand for the category of entity in the world known as sets or, as Aristotle would call them, genera and species.  Exactly how a particular term comes to be associated with a particular set is a process that is still not well understood and was certainly a mystery to Aristotle.  Here we set that question aside and assume that by some linguistic process common nouns, adjectives and verbs become associated with classes.  


Aristotle himself was concerned only to represent reasoning that takes place in serious science.  As a result he assumed that the classes we are talking about are the genera and species that form the subject matter of the various sciences.  As part of his view of science Aristotle also assumes that the sets we talk about always have something in them.  He makes this assumption, in part, for metaphysical reasons.  It was his view that though individuals are born and die, genera and species are fixed for all time.  Individual cows come and go, but there have always been cows, and there always will be.   Classes, or at least the classes that are of any interest to science, he thinks, always have at least one member.  Indeed, the widespread adoption of Aristotle’s view about the permanence of classes was later an impediment to the acceptance of the theory of evolution.


We may summarize the syllogistic semantics for terms.  It is rather simple.  It consist simply of assuming that, in some manner we know not how, all terms stand for non-empty classes.  Within a proposition we shall call the set that the subject term stands for the subject class and the set the predicate represents the predicate class.

Semantics Rules for Terms


A subject term S stands for a non-empty class, called the subject class, 
and a predicate term P stands for a non-empty class, called the predicate 
class.


Propositions. The semantics of sentences, otherwise know as propositions, answers the question, What is truth? It does so by first specifying the entities that are picked out by the proposition’s terms and  then explaining what conditions must hold among these entities for the proposition to be true.  Since there are four types of propositions, there are really four distinct definitions of truth, one for each statement type. Since terms all stand for sets, each definition will specify what condition must hold among the subject and predicate classes in order for the proposition of that type to be true.  Before stating the definitions formally, let us consider each of the proposition types in turn to see what they say.


A-statements.  An A-statement All S is P talks about the two sets S and P.  It says that every object that falls within the subject class also falls within the predicate class.  More briefly, it asserts that S is a subset of P.  The condition of “the world” when All S is P holds may be easily represented in a Venn Diagram.  We insure that there are no counter-examples to All S is P by shading the area of the subject class outside the predicate class, thereby making it empty.  All the entities in S are forced to be also in P.





In addition to shading the area in S outside P,  an x is placed in area in which the two sets overlap.  The x indicates that this region is non-empty, i.e. that there is at least one entity that is in both S and P.  It is there to represent Aristotle’s assumption that S is a non-empty class.  Since S has something in it,  namely x, and since this x is also in P, then x must be in the overlap of S and P.  We shall see that this assumption plays an important role in some arguments.


Having explored when an A-statement is true, we also know when it is false.  For the proposition to be falsified, there needs to be only one individual, call it x, in the region of S outside P.  This object would be an example of something in S that fails to be in P, and is known as a counter-example to the universal claim.


E-statements.  An E-statement No S is P says that if any entity falls within S, then it falls outside of P.  That is, the region of S within P is empty.  Now, the region of S within P is just the overlap, also called the intersection, of the two sets.  Hence, an E-statement asserts that the intersection of the subject and predicate classes is empty.   Accordingly, the “truth-conditions” for No S is P is pictured in a Venn Diagram by shading the overlapping area of the two sets.  Since neither S nor P is empty, an x is placed in each of their separate non-empty regions:



 

Conversely, this statement false if there is at least one x in the intersection of S and P.  Such an object would provide a counter-example to the universal claim that nothing in S falls under P.


I-statements.  An I-statement Some S are P asserts that  some entity that falls within S also falls within P.  Another way of saying the same thing is that S and P share some elements in common, or that their intersection is non-empty.  This situation is represented in a Venn Diagram by placing an entity x in the overlapping area of the two sets:




Clearly, the I-statement would be false if this intersection were empty.


O-statements.  An O-statement Some S are not P also asserts the existence of a kind of entity, one that falls within S but not P.  In modern set terminology, it says that the complement of P within S is non-empty.  This condition is captured in a Venn Diagram by placing an x in the area of S outside of P:




Notice that if there is an element in S but not in P, S cannot be viewed as included in P.  Indeed, another way to describe what an O-statement asserts is that S is not a subset of P.


Lastly, notice that an O-statement is false  when the area of S outside P is empty.

Semantic Rules for Propositions.  A proposition is either true or false, according to the following four rules:

· An A-statement All S is P is true if the subject class is a subset of the predicate class.

· An E-statement No S is P is true if the intersection of the subject and predicate classes is empty.

· An I-statement Some S are P is true if the intersection of the subject and the predicate classes is not empty.

· An O-statement Some S is not P is true if the subject class is not a subset of the predicate class.

The definitions that make up the theory are short and not very complicated, but they have all sorts of interesting implications.  I think the most interesting is that they incorporate Aristotle’s central idea in semantics: that truth is correspondence with the world.  This sort of correspondence is difficult to understand and its details are not easy to spell out.  Aristotle’s own formula for summarizing it is famous for its obscurity.  His words in the Metaphysics are the following.

To say of what is that it is not, or of what is not that it is, is false, while to say of what is that it is, and of what is not that it is not, is true.    





Metaphysics (1011b26, W.D. Ross, trans.)

Now, what does he mean in saying of something that it is?  What is nice about the semantics of the four categorical propositions is that at least here, for a limited number of proposition types, he does explain what must exist for them to be true.  For each there is a clause in the definition of truth that details the conditions that must exist in the world for the proposition to be true.


Moreover, his explanations here are extremely clear, as our ability to use of Venn Diagrams shows.  Each Venn Diagram is in essence its own little world.  The rectangle represents the set of all objects that exist in that world.  The circles within it stand for various subsets of objects included in the rectangle, and x’s represent particular objects in these sets.  By drawing a diagram, for example, in which the area of a subject class S outside a predicate class P is empty, we are making the one a subset of the other, and thereby building into the little world of the rectangle the very situation that, by the definition of truth,   makes the proposition All S is P true in that world.  Likewise, if in a second rectangle we put an x in the region of S outside of P, we are constructing a world in which, by the definition, Some S is not P is true.   Thus, Aristotle’s theory shows what it would be like to spell out in detail the idea that sentences are true if they correspond to the world.  Even if there are problems with his account of truth, and we shall discuss some of these in the weeks that follow, his theory offers a model for later logicians to follow.


Give these explanations,  it is possible to explain the different roles of empirical science and logic. It is clear that to tell whether a proposition is true in the actual world will depend on how the actual world is structured. Finding out such facts about the world is the task of the scientist.   Moreover, listing even just the more important truths about our world is a huge enterprise, nothing less than the ultimate goal of the combined natural sciences.  Logicians, however, do not participate in this project.  They do try to list propositions true of the actual world.  Their role is rather to sit back and kibitz on what the scientists are doing.


One bit of advice logic provides to science is the definition of truth. If they are looking for truth, they should know what they mean.   But it must be admitted that merely knowing the definition of a class term is a far cry from knowing which individuals are contained in the class.  Knowing the definition of spy or virus does not by itself give you a list of the spies or viruses that inhabit the actual world.  For an astronomer to know the definition of the term star is just the first step to the huge task of compiling a star catalogue or explaining stellar evolution.


Logic, however, has another and much more important contribution to make. It occurs at the level of sentence groups.   By looking at the arguments  scientists use, logicians are sometimes able to make judgments about a scientific success or failure, even without looking at the world.  What logicians inspect is the group of sentences the scientist is putting together as a theory, in say a scientific paper or book. The shapes and forms -- the syntax -- of sentences sometimes betray how well they can be used together.  By focusing not on what scientists say, but just on grammar, logicians are sometimes able to judge the appropriateness of a group of sentences for the task of truth-seeking.  


The truth-telling abilities of sentence sets, moreover, are part of the proper study of semantics.  Indeed, these properties of sentence sets are the subject of the third and final stage of semantics.  What I am going to do is define for you several important ways to classify sentence groups according to whether they can serve the purposes of telling the truth.  We shall see that the term true appears in each of these definition.  Hence, the definitions themselves cannot be understood unless truth has be previously defined.  It is for this reason that we have delayed explaining semantics of sentence classes, which is the most important part of semantics for logic, until after we have stated the truth definition for individual sentence types. 


Consistency.  One of the most important prerequisite for a truth-telling sentence group is that it be consistent.  A single sentence, for example the cat is on the mat, generally may or may not be true.  We would have to look at the world to see which.  However, if the sentence is put together in a group with the sentence the cat is not on the mat, then we know instantly that the  group as a whole cannot accurately describe this or any world.  It is self-contradictory:

Definitions

A set of sentences is consistent or satisfiable means that all the sentences in the set may be true together.

A set of sentences is unsatisfiable means that it is impossible for all the sentences in the set to be true simultaneously.


Though Aristotle was far from the first thinker to realize the importance of unsatisfiability, he was the first to define the notion clearly in the context of a semantic theory in which the concept of truth has been previously defined.  He does so for the propositions of the syllogistic.  His word for a pair of propositions that cannot both be true is contrariety.


Unassailablity.  Of course the goal of science is to produce a sentence set all of whose members are true.  Short of that, we can produce sets that are at least partly true.  There is even rather odd logical property which sentence sets may have.  Some sets are such that no matter when it is used at least one of the sentences in the set is true, though which one may vary from time to time:

Definition


A set of sentences is unassailable means that, no matter what, at least 
one sentence in the set is true.

Aristotle is the first to notice this property.  His term for it in the syllogistic is subcontrariety.  (It is what logicians call the dual of contrariety.)


Contradiction.  Two sentences that are jointly inconsistent need not be opposites because they might both be false.  Two propositions are genuinely and completely opposite requires if the truth of one entails the falsity of the other, and the falsity of one entails the truth of the other.  Aristotle calls such sentences contradictories

Definition


Two sentences are contradictory means that whenever one is true the 
other is false, and whenever one is false the other is true.

If we call truth and falsity the truth-values of a sentence, a simpler definition is possible:

Definition


Two sentences are contradictory means that they always have opposite 
truth-values.

Clearly if two sentences are contradictory, then they are also inconsistent, and cannot be affirmed as part of a true scientific theory.


Validity.  For the logician, the most important semantic property of sentence sets concerns the truth-preserving potential of arguments.  Recall that an argument is a  set of sentences in which the truth of one sentence, called the conclusion, is suppose to follow  from the truth of the other sentence, called the premises.  Aristotle and other ancient logicians frequently use the terms syllogism as a synonym for what we call argument.  In the next lecture we shall in fact consider a restricted set of arguments of a certain form all of which have two premises and one conclusion.  Here however let us discuss the general case.   When the conclusion does follow from the premises, the argument is said to be valid, and validity is defined in terms of truth:

Definition

An argument (syllogism) is valid means that whenever the premises are true, the conclusion is also true.

An equivalent and equally important version of this definition is:

Definition


An argument (syllogism) is valid means that it is never the case that the 
premises are true and the conclusion false.

Invalidity is the opposite of validity and is defined as one might expect, by  negating that of validity:

Definition


An argument (syllogism) is invalid means that it is sometimes the case 
that the premises are true and the conclusion false.


There are also a few valid arguments in which there is only one premise.  A one premise valid argument in the syllogistic is traditionally called an immediate inference, and the conclusion is said to stand in the relation of subalternation to the premise.


We have now completed the exposition of semantic concepts that apply to sets of propositions, and we may summarize the key definitions:

Semantic Rules for Sets of Categorical Propositions. 

· Two propositions are contrary if they cannot be true together.

· Two propositions are subcontraries means that that they cannot both be false together.

· Two sentences are contradictory means that the truth of one entails the falsity of the other and the falsity of one entails the truth of the other.

· A argument (syllogism) is valid if whenever its premises are true, its conclusion is also true.

· Then an argument with a single premise is valid the conclusion is said to be a subaltern to the premise.


With these definitions we have completed the statement of the semantic theory.  I think you will agree that it is not very complicated.  It consists of a simple syntax and several semantic definitions that are easily explained in terms of Venn Diagrams.  In part because of its simplicity, the theory is not perfect, and we shall meet some of its limitations in the course of these lecture.  In its simplicity, however, it is an ideal model.  In particular, semantic theories ever since have imitated Aristotle’s methods.   Moreover, short as the theory is, it is pregnant with implications.  We shall see immediately, for example, that it enables us to start doing practical logic, letting us appraise groups of sentences for their truth-transmitting abilities.


The Theory of Immediate Inference. There are four A, E, I, and O-statements that may be formed using a single subject term S and predicate term P.  These four statements stand in a family of logical relations that are evident from their truth-conditions (their Venn diagrams).  These relations are laid out in one of the most famous diagrams of Western Civilization, The Square of Opposition.  This diagram is first found in the logical writing of Apuleus  in the second century A.D., and you may find today on the library shelves in the editions of ancient Greek and Latin philosophers, Arabic logicians of the early Middle Ages, mediaeval philosophers, humanists,  rationalists, and modern writers.

 A:  All S are P                                                           E:  No S is P

 (x(Sx(Px) or ((x(Sx((Px)



            (x(Sx((Px) or((x(Sx(Px) 



I:  Some S are P



      O:  Some S are not P

(x(Sx(Px) or ((x(Sx((Px)


       ((x(Sx((Px) or ((x(Sx(Px)
The Square of Opposition


The logical relations of the Square are instantly obvious if we look at the Venn Diagrams depicting when the various statements are true and false.  

Logical Relations from the Square

· Contrariety.  That  A and E-statements cannot both be true is obvious from the fact that if they were both true the set S would be empty, contradicting the semantic rule for terms that says that every set stands for a non-empty set.

· Subcontrariety.  That an I and O-statements cannot both be false is obvious for the same reason.  If they were both false there would be no S whatever contradicting the semantic rule for terms.

· Contradiction.  It is clear that A and O-statements are logically contradictory, and that so are E and I statements, because the set making one of the pair true makes the other false, and the set making one of them false, makes the other true.

· Subalternation.  That the argument from A to I-statements and that from E to O are valid is clear from the fact that the diagram that makes the premise true automatically makes the conclusion true.

These logical relations are “immediate,” therefore, both in the sense that they do not require intermediate premises -- they all involve just one premise and a conclusion -- but also in the sense that we can see them instantly.
  We shall see in the next lecture that we have done here in using Venn Diagrams may be extended to arguments with more than one premise, and especially to the restricted set of three lined arguments known as syllogisms.

� For a discussion of diverse philosophical problems Plato attempts to solve by the Theory of Ideas see Harold Chernis, “The Philosophical Economy of the Theory of Ideas”.


� See Categories 4a34 ff., 14b20;On Interpretation 16a10-15, 16b25-17a20.


� In the mediaeval logic the formulas defining truth as correspondence are often equally obscure.   One standard one is: a proposition is true if qualiter cumque significat its est -- howsoever it signifies so it is.  


� These are the standard symbolizations in modern logic for the A-statement.  The modern symbolization for the other statements is smilarly appended beneath them.  Notice that modern semantics does not automatically insure that the subject set of a statement is non-empty.  If we want to incorporate this Aristotlian assumption we would have to add here and to the other statements the clause (xSx.


� Of these relations, only the contradictories of the diagonals carries over into modern logic unless we make the explicit assumtion (xSx, that the subject set is non-empty.
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