Intelligent Design and No Free Lunch Theorem: the Issue

In No Free Lunch: Why Specified Complexity Cannot Be Purchased without Intelligence  the physicist William A. Dembski argues for intelligent design by appeal to so-called “no free lunch” theorems as developed in a series of papers by computer scientists David Wolpert and William Macready (e.g. in “No Free Lunch Theroems for Search”). 
 

The central theorem is stated by reference to what are called search algorithms and cost functions.  These ideas are defined by reference to a background set of states, which we may represent by the variables xi.  These may be ordered “in time”, as a finite sequence x1,…,xm.  We now postulate that there are a set of so-called evaluation or cost functions g, one for each series x1,…,xm, that pairs with xi a numerical measure of its “value” according to the postulated background scale.  For example situations might be species with geographic distribution and the value might measure population, or situations might be genotypes and their value complexity.  A sample or history relative to a sequence x1,…,xm and a cost function f  is defined as the series that pairs with each situation xi is value as measured by f, i.e. it is the series dm={<xi, f(xi)>}i<m,  or in alternative notation, dm=<x1, f(x1)>,…,<xm, f(xm)>.  A search algorithm a is defined as any calculable function (effective process) that pairs with each situation in a history <x1, f(x1)>,…,<xm, f(xm)> a new situation xn+1 that maximizes in some predefined way its value under f.  That is, a determines a successor situation to be added to the temporal series in such a way that it simultaneously augments the series’ value-history relative to f in a generally increasing manner.  For example, if f measures species population, then a determines a new species patter with an increased population, or if f measures the complexity of genotypes, a will determine a new set of genotypes with a generally greater complexity.  Here a takes as its input the situation xm in the history <x1, f(x1)>,…,<xm, f(xm)> and assigns (“evolves”) to the situation xn+1, and this in turn will have the value f(xm+1) with the requirement that f tends upwards in the sense that f(xm+1)> f(xm) . The “no free lunch” theorem says that over-all, when all histories and value functions are considered, no search algorithm a is any better than (quicker than, in a fewer number of steps than) any other at searching situations in an arbitrary <x1, f(x1)>,…,<xm, f(xm)> to find further situations that over time reach a maximum or (in some sense) an “optimal” value.  This theorem holds because if a does well for one cost function f is does less well for some other cost function g – doing well with f is not a “free lunch” because one has to pay by doing less well with g.

Demski argues that that natural selection could not be the decision mechanism in nature that chooses the maximum valued result in nature because, as the theorem says, it is one of many mechanism, none of which is any better than any other.  Since some such mechanism exists it must, he argues, be one guided by intelligence.

The biologist H. Allen Orr (in, for example, “Devolution”  and his “Review of No Free Lunch”) and mathematician  (see also Mark Perakh, “Pershk on Orr’s Review”) argue that Demski has misunderstood the theorem and that do not show that evolution could not in fact be actual mechanism of nature.

I encourage you to look at the papers by Wolbert and Macready.  For casual readers it will help I think to reformulate their notation a bit.  In there presentation they add the complication that the outcome of a search is really a mater of probability.  In the language of economists the next moment of time is really a lottery, a set of various possible outcomes xi, each with its own “utility” or “value” f(xi), measured in the NFL literature by the “cost function” f, and each with its own probability P(xi).  The expected utility of xi is then its probability times its “utility”: EU(xi)=P(xi) ( f(xi).  Let us apply this idea to a history dm=<x1, f(x1)>,…,<xm, f(xm)> by letting the search function a produce a variety of outcomes xm+1 each with their own utility.  In the technical jargon of computer since a in that case not deterministic; in the language of set theory a is no longer a function by a relation.  We can then refer to the expected utility of the outcome by

EUa(xm) = [P(xm)( f(xm] such that a(xm-1)= xm (or in alternative notation,  such that

  < xm-1, xm>(a)  

Then we may name the sum of all such expected utilities for all possible cost functions g (in CF).
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The first NFL theorem may then be formulated:

For any a and a(, (g EUa(xm) g(CF = (gEUa( (xm) g(CF
It says that if any possible search mechanism is taken into account the total success of one search mechanism is as good as another.  If f say measures ”biological complexity” and a is a the search mechanism of natural selection that chooses the fittest, then the theorem says natural selection is no better over all than any other possible process of species change at producing complex organisms.
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