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Quantifiers in Frege's Grundgesetze like (v x)(Fx & Gx) are not well-defined because the part Fx & Gx
stands for a concept but the yoking conjunction is horizontalised and must stand tor a truth-value. This
standard interpretation is rejected in favor of a substitutional reading that, it is argued, both conforms
better to the text and is well-defined The iheory of the horizontal isinvestigated in detail and the composite
reading of Frege's connectives as made up of horizontals is rejected. The sense in which the Grundgesetze
has a many-valued but classical logic is explained by proving that its propositional fragment (under the
standard interpretation) and Bochvar's 3-valued logic are instances of the same metatheoretic methods.
Historically, the paper argues for a more naive but well-defined reading of the text. Theoretically, it
provides a tormally adequate statement of that semantics, as well as developing the abstract metatheory
which embraces Bochvar’s language and the Fregean fragment.

1. The problem of undefined cases

Various interpreters of Frege’s semantics have suggested that the reference rela-
tion as Frege envisaged it for his formal language of the Grundgesetze der Arithmetik
isill defined. The problem derives from the simultaneous application of two features
of Frege’s theory. First is the general principle that reference of part determines refer-
ence of whole, and second is what Frege has to say about the functions which com-
bine to form wholes. If Frege’s commitment to the first principle is read as a commit-
ment to a categorial semantics in the modern sense, then functional expressions made
up in turn of other functional expressions as parts, should have references that are
defined for the references of the parts. But what Frege says is that the reference of the
functional expression forming the whole is defined for only objects whereas the refer-
ences of the parts in this case are functions, not objects.

My purpose in this paper is to explore the exact nature of this ill-definedness prob-
lem, and the evidence for the categorial interpretation that begets it. I shall argue that
the categorial reading goes beyond the text in important ways and is really an attempt
to fill out lacunae in Frege’s exposition so as to produce a fully developed semantics
in the modern sense. I shall also try to show that it is possible to fill out Frege’s explicit
semantics in a way that both conforms better to the text and avoids the undefinedness
problem. The result is a claim that it is historically inaccurate to find in Frege a
‘Fregean’ semantics, as the term is understood in modern logic.

A large part of the discussion will concern Frege’s horizontal operator. It will be
shown how on the categorial interpretation, it can be understood 10 have essentially
the same conceptual role as the truth-operator of Bochvar’s three-valued logic, but
that nevertheless Frege’s own understanding of the horizontal was more modest.
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2. Fregean semantics in modern logic

It has become the custom to describe a general approach to modern semantics as
Fregean. Its main feature is a certain parallelism between syntax and semantics that is
suggested in some of Frege’s writings. In ‘On sense and reference’ in particular, he
seems to assume a syntax in which parts determine wholes and a parallel semantic
structure in which the references of syntactic parrs determine the references of
syntactic wholes. At one point hc comes very close to using the modern notion of part
and to explaining the influence of part on whole as one of determination (p.35/65:
for an explanation of the forms of citation of Frege, see the bibliography). But most
of the evidence for this interpretation derives indirectly from his argument that truth-
values are the references of sentences (32/62ff.). He argues that just as substitution
of co-referential parts preserves the reference of the whole when the parts are simple
names, so does substitutivity of materially equivalent sentential parts. The reference
of the whole in the first case is a truth-value, and so it should be in the second. If
material equivalence is viewed as two sentences standing for the same truth-value,
then a single principle will explain the substitutivity properties of both names and
sentences: substitution of co-referring parts preserves the reference of the whole.
Moreover, there seems to be no other candidate for the reference of sentences that
would at the same time be both plausible and render the substitutivity principle true.
Thus, Frege concludes, sentences refer to truth-values.

What is interesting in this argument is the presupposed link between substitutivity
and parallelism. One seems to imply the other. A sentence can be compared to a brick
wall. The wall is a whole composed of individual bricks as parts. The color of the
bricks determines that of the whole and, as a result, substituting bricks of like color
will not alter the color of the whole. Conversely, if color of parts alone did not deter-
mine the color of the whole, then substitutivity of parts of like color could not be
relied upon to leave the whole unchanges. Frege seems to have some such metaphor in
mind, but he does not say so in so many words and certainly comes nowhere near to
laying out in a mathematically rigorous way the properties of structures needed to
insure true parallelism and its related substitutivity. These properties have been quite
generally defined in modern algebra, and one of the attractions of Frege’s discussion
is that he seems to make use of these ideas in a rudimentary way.

The modern notion of parallel structure is defined by reference to abstract struc-
tures consisting of a set followed by a series of functions on that set. If

Sl=<Ayfls--'sfn>s Sz=<ngl’---’gn>

are two structures of the same type in the sense that operations of the same rank take
the same number of argument places, then a function from A into B is called a
homomorphism from S1 to S2 iff for any i,

h(f;(xl LI ) xm)) = gl(h(xl)! rees h(xm))'

Such a function that is 1 -1 and onto is called an isomorphism. The notion of a func-
tion constructible in a structure § = <A, f,...f,> may be defined recursively:



Downloaded by [John N. Martin] at 12:22 25 September 2012

The Semantics of Frege’s Grundgesetze 145

fis..., [, are constructible in Sand if g, A, ..., h; are all functions constructible in
S and

(X1 e Xl = X ey Xy ooy Xy oy Xy Xy o o Xohy
then k defined on A4 as follows is constructible in S:
PN 'S B 1 (/16 ST &) R 16 S s X))y Xus o o v 3 Xy)-

A relation = on A is said to be a congruence relation on S iff for any function k
constructible in S,

k(x!, . e ,/\‘m) = k(yis LI 7,ym) iffxl = Vi &' : '&xm = Ym-
Parallelism determines equivalence under substitutivity in the sense that a homo-
morphism determined a straightforward congruence relation, and conversely a con-
gruence relation determines an obvious homomorphism. If # is a homomorphism

from S1to S2 we define = as follows:

yiff h(x) = h(y)

X

Conversely, if Bis the set of all =-equivalence classes [y] = {y:y = x} for any ele-
ment x of A and g;([x,], - . -, [x,,]) is defined to be [f,(x,, . . ., X,,)], then the function
h from A to B defined as #(x) = [x]is a homomorphism form Sto<B, g,,...g,>.

In formal semantics these ideas are adapted to explicate the idea of a language
with parallel syntactic and semantic structure. First a synfax is defined as a structure
on a set of expressions with operations that map expressions into expressions in the
manner of more traditional formation rules. A semantics is then defined as a
structure of the same type on a non-empty set of semantic values or references.
Finally, a language is defined as a pair consisting of a syntax and semantics of the
same type. Intuitively, the operation corresponding to a formation function is a
semantic rule that determines the reference of a whole formed by that formation
operation given the references of its immediate parts as arguments. A semantic
interpretation or reference relation is defined as any homomorphism from syntax to
semantics. Usually the set of expressions of a syntax is defined as the closure under
the syntactic operations of a set or series of sets of atomic expressions. In this case a
reference relation is defined recursively by first stipulating the values of atomic
expressions and assigning references to whole expressions by applying the corres-
ponding semantic operation to the references of its immediate parts. If S1and S2 as
previously defined are respectively this kind of syntax and its parallel semantics, and
R is a recursively defined reference relation between them, then the assignment of a
reference to a molecular expression f;(x,, . . ., X,,) is determined from the references
of the immediate parts and the corresponding semantic operation g; according to the
following rule:
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R(L(Xlﬁ-"xrrz)) :gi(R(xl)’~~-vR(-xm))' (1)

Thus, just as a syntactic operation is a formal version of a traditional formation rule,
its corresponding semantic operation is a formal version of the traditional semantic
rule used to interpret expressions formed by that rule in its ¢lause in the recursive defi-
nition of the semantic value assignment. A language may also exhibit the property
thal every semantic operation is directly represented in the syntax by an expression
that essentially refers to it. Such a language is known as a categorial grammar which
for our purposes we may define as a syntax, a semantics of like type, and a set of
recursively defined reference relations obeying (1) that in addition conform to the
following constraint:

Do (v —
NAE ALy 00y Xm)) - ‘R(xm)(l2 (X

¥

l)’ LR} R(-XmAl))‘

S~
3
~—

(Here the notation f(x)(y) = z means g(y) = z where f(x) = g.)
From (1) and (2) it follows that within a categorial grammar reference of a whole
expression is determined completely by the references of its parts:

R(gl(xh Sty Xm)) = R (-X.r?z)(R (x!)! LR} R(xn i),.\"

—

Such a grammar is sometimes further simplified syntactically. Since all complex
expressions are assigned references in the same way, as explained in (3), there is no
need tc keep track of the syntactic differences among complex expressions. Indeed,
formation rules may all take the same form. For example, they may all be simple con-
catenation rules taking the form:

Jf‘l(xh'--sxm) =xmxi"'xm 1 (4)
We may then deduce a single principle of interpretation applicable to all expressions:
R (mel .. .Xm,;) = R (Xm)(R (Xl)v EEREEEE ) R (xmfl))' (5)

Historically, categorial grammars were first studied by Ajdukiewicz, who was
interested in their syntactic properties and did not provide semantic interpretations.
The modern semantics with its structure parallel to syntax may fairly be said to find
its inspiration in Frege to the extent that Frege too advocated a parallelism but of a
less precise sort.! But to read Frege as intending a categorial semantics in the strict
sense for the Grundgesetze is another matter.

1 Modern abstractions from Frege of homomorphic parallels between syntax and semantics can prob-
ably be traced to Rudolf Carnap, though clear algebraic expression of the idea seems to be somewhat
later. It may be found in Wallace /964, 99117, and throughout the work of Richard Montague.
Abstractions from Frege to the additional constraints of a categorial grammar are found in Kaplan
1964, Chapters I and II; Pous 1973 and 1977, and Cresswell 1973, esp. pp.5 and 75 ff. The main root
of categorial grammars, however, is independent of Frege and goes back to Ajdukiewicz. See Bar-
Hillel et alii 1964.
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3. The categorial interpretation

Commentators specifically interested in the precise statement of the semantics of
the Grundgeselze either quite clear attribute to Frege a catcgoial semantics or ascribe
to him general principles highly suggestive of a categorial framework. The explicit
versions of the categorial interpretation all agree that the operators. both the connect-
ives and the variable binding operators, are to be read as referring expressions stand-
ing for semantic operations on references. The reference of a whole made up of an
operator is then computed in the manner of (3).

This interpretation rests largely on what Frege says about functional expressions.
First of all is a claim about the syntax of the Grundgesetze. All complex proper names
on this reading are understood to be generated by a formation rule that takes a func-
tional expression with various sorts of place holders and an equal number of proper
names as arguments and then produces the complex name by filling the positions of
the place holders by the names occurring as arguments. Frege consistently remarks
that the result of substituting names for arguments into argument-places of func-
tional expressions yields a proper name: ‘We obtain a namc of the value of a function
for an argument if we fill the argument-place in the name of the function with the
name of the argument’ (Grundgesetze, 1:6/34).

A typical example is his remark that * :33 > 27 results from ‘Téz >2

3 >2 E >2
by ‘3’ being substituted for ‘&’ (Grundgesetze, 13:23/54). These substitutional facts
are then read as revealing the order of construction implicit in Frege’s unstated but
implicit formation rules. That Frege consistently speaks of obtaining complex proper
names by substituting argument names for place holders in functional expressions is
taken as evidence for a formation rule that constructs complex names in just this way.
Hans Sluga puts the interpretation this way: ‘Frege holds that we can divide the
words of our language into those which determine the structure of a complex phrase
in which they occur and those which do not. The latter are Frege’s names, and the
former his functional expressions’.”

This syntactic thesis is supplemented by a semantic one that is a result of viewing
Frege’s language as categorial. Together with principle (3) it follows that the refer-
ence of a proper name is computed by applying the reference of its component func-
tional expression to the references of its component names. Edwin Martin describes
the semantics as follows: ‘The reference of a complex expression is the value of the
function which is the reference of the expression’s main function-name when it takes
as arguments the references of the expressions which fill the main function-name’s
argument places’ (1974, 441). Similarly, Dummett writes that a functional expression
is *...a part—or more properly a (partial) feature—of some expression which as a
whole stands for an object ...”." On this reading then Frege postulates a semantic
operation that does the work of a semantic rule corresponding to the formation rule
that takes names and functional expressions to yield names. The operation is referred
to by the functional expression, and reference is determined as in (3), in a manner
suggestive of a categorial grammar.

2 Sluga /980, 140. See also Dummett 1981, 23, 24, 38, 39, and 176; and Currie 1982, 23.
3 Dummett 1981,250.Seealso E. Martin /971, 49; Dummett 1981,159and 1982,319;and Currie 1982,23.



Downloaded by [John N. Martin] at 12:22 25 September 2012

148 John N. Martin

A straightforward consequence of having adopted such a general categorial read-
ing of the Grundgesetze is that it should apply case by case to the various sorts of
sentences, all of which Frege includes with the category of a proper name. The analysis
in each case proceeds by postulating a formation rule that breaks down the sentence
type into a functional expression and component proper names, by determining the
function that the functional expression refers to, and then by determining the refer-
ence of the sentence tvpe bv applving this function in the manner of (3). In the cases
of the functional expressions for the primitive connectives of the horizontal, nega-
tion, and the conditional, Frege is fairly clear that he intends the connectives to stand
for concepts and about what functions these are.® Frege’s analysis may be stated
rather simply in set-theoretic notation if we acknowledge his stipulation that func-
tions are not to be identified with their extensions but are to be understood rather as
undefined primitives. Frege calls a function’s extension its course-of-values, and this
corresponds essentially to the modern set-theoretic analysis of a function into sets of
n-tuples. Let us represent the set of (non-extensional) functions from Binto A by A%,
and the set of functions into A with first argument in Band second in Cas 4'#” ). Let
O be the set of all objects understood to include the truth-value 7 for the True and
F for the False. Frege explains that the functional expressions for the connectives
refer to functions from objects to objects that for an arbitrary reference relation R
may be defined as follows:

R(—¢&) = (1 f)(feO° & (VxeO)(x = T~ f(x) = T .&. (6)
x# T— f(x) = F)):

O0f)(feO° & (VxeO)(x = T— f(x) = F .&. @)
x# T~ f(x)=T)):

=
1
I

(0 f)(feOY) & (VxeO)(x = T& y# T .~ (8)
fxy) = F:&ix#Tvy =T.~>f(x,y) =T)).

ol
Il
I

Sentences with a quantifier ranging over objects can be obtained from second-level
functional expression, those which refer to a function from concepts to objects, as
follows:

R( —a,— ¢(2)) = (N (09 & ©)
(Vge02)(vVxeO)(gx) =T)—~> f(g) = T .&.
(Exe0) (g(x) # T) = f(g) = F)).

4  As Heck and Lycan point out (1979, 488), there is some evidence for understanding the funcrion
referred to by the negation functional expression, analyzed here in (7), to be ‘horizontal’ in the sense
of having the function g defined in (6) (or one like it restricted to just truth-values) applies to the rele-
vant arguments. The issue is discussed in detail below. Briefly, T opt for the unhorizontalized (7)
because it is equivalent to the horizontalized version and because it conforms to those functions
corresponding to the conditional and the quantifier which in the Grundgeseize are not horizontalized.

For (6) see Grundgesetze, 5:9/38; for (7) see 6:10/39; for (8) see 12:20/51; and for (9) see 8:11/40 ff.
and 26:43/81.
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The controversial part of the categorial interpretation now begins. An interpretation
for the sentence types generated from these four functional expressions follows
directly from the general form of a categorial interpretation (3), together with the
functions just defined. Let A and " be sentences, let a functional expression ® (£) with
placeholder & contain no occurrences of @, andlet ®( @ ) be like ® (£) except for con-
taining @ wherever ® (£) contains &. Applying (3) to (6)—(9) then yields the standard
account of scntential reference:

R(—4) = R —&)(R()); (10)

R(=4) = RC7-HRA)); (an

R(— &) = RC&(R{I), R(D)); 12)
DR

R(—a,—o(a)) =R( -3/ ¢(a )NR@®Q)). (13)

Of these four formulas, I think (13) alone is an accurate rendering of what Frege
intends (see Grundgesetze, 8:12/42 and 21:37/74). But in addition there is some evi-
dence to think (10)—(12) do capture Frege’s views. First ot all is the general argument
that Frege is committed to global categorial approach, a thesis which is in turn justi-
fied by what Frege says about functions as explained previously. What I shall try to
show is that though Frege does intend the connectives to stand for the functions
captured essentially in (6)—(8), he would not subscribe to the categorial analyses
given in (10)—(12). I shall also explain how his views on functions admit of exceptions
and how they may be read as inconsistent with universal application of a categorial
rule like (3). A second sort of evidence for (10)—(12) is textual. Frege does sometimes
write in a way suggestive of these formulas, and in due course I shall discuss the rele-
vant texits.

But before discussing the reasons for the categorial reading, we should note its
most striking consequence for Frege’s semantic theory. On the categorial reading, the
semantics is not well-defined; some well-formed expressions are not assigned refer-
ences. This problem is acknowledged by defenders of the categorial reading. Edwin
Martin describes one case as follows: ‘&’ is apparently a truth function when
standing between sentences but is not when contributing to the references of larger
quantificational contexts such as ‘“‘Vx(Fx & Gx)’’ (1971, 441). What Martin is
suggesting is that conjunction as it appears in the expression ‘Fx & Gx’ must be
defined for the references of the parts ‘Fx’ and ‘Gx’, but the references of these are
concepts, whereas the reference of conjunction is a function defined for objects, not
concepts. Changing the example to the simpler case of negation, the same problem
may be illustrated in terms of the categorial principles (1)—(13).

An instance of (13) is:

R(— ®( ) = R( —a,—$( 2 DR (). (14)

Together (11) and (14) entail:
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R(—@&,/— ®(a)) = R( —3,—¢(a NR(T—OR@(E)))- (15)

But the function on the right side of (15) is undefined for its argument because. by
(9), the domain of the function R( —@,— d(ay is OY but its argument
R(—&)(R @ (¢))) is in O by (7). A similar problem is pointed out by Heck and
Lycan 1979 as following on their categorial interpretation of the horizontal. One
instance of the iaw of the amaigamation of horizontals (Grundgeseize, 8:14/43) is:

R(—a&— 0(8 )= R(—F— (—(a). (16)
Together (16) and (13) imply:
R(—a,—®(a)=R(—3— $( ANRE—OE). (17

Then from (17) and (10) follows:
R(—a,— 0(a)= R(—&— $( A)NRE—ERE@E)).  (18)

But thisidentity cannot hold, because by (9) the entity named just totherightof ‘="isa
function from O° to O while its argument term to its right names an object in O.

Strictly speaking, however, both these derivations are bogus; they do not follow
on a strict reading of the categorial principles. In both derivations the rules governing
sentential reference are taken as explaining the reference of functional expressions
beginning with the same operator. In (15) the rule (1 1) for R(—T—A) is applied to
obtained R(——®(£)), and in (18) rule (10) for (R——A) is applied to get
R (——®(£)). But since neither —l-—d) (§) nor——® (£) is a sentence, these steps seem
to be illegitimate.

There still is, however, a major technical flaw in Frege’s semantics under the cate-
gorial interpretation, and which can be more accurately put as follows. On this
reading no explanation is given of the reference of functional expressions other than
the three particular functional expressions for the connectives given (10)—(13). But
these three functional expressions will not suffice for determining the reference of an
arbitrary functional expression. Moreover, on this reading the reference of an
arbitrary functional expression is presupposed, because such an expression is used
in the definiens of the quantifier in (13)—its reference conditions are defined in terms
of an arbitrary functional expression ® (£). The categorial account is ill-defined in
the sense that, though it presupposes an analysis of the reference conditions for an
arbitrary functional expression in the analysis of the reference of the quantifier, its
analyses of the reference conditions for the connectives will not suffice for deter-
mining the reference of functional expressions of arbitrary grammatical complexity.

4. A substitutional interpretation
It is possible, I think, to construct a well-defined semantics for the Grundgesetze
consistent with what Frege actually says. But before showing how, I should make
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clear how much we are departing from straight exegesis. It would be anachronistic to
find in Frege an explicit set of syntactic formation rules, corresponding semantic

- 3 . .. . - .
rulcs, and a recursive definition of reference in the modern sense. The categorical

interpretation which often presents itself as exegesis goes beyond the test in just this
way by attributing to Frege a categorial grammar. Frege nowhere sets out grammar in
the sense of generating all well formed expression from a limited lexicon and a restric-
ted set of formauon rules. He explains what expressions mean, but semantically not
syntactically. The formulation of a grammar sufficient for the language of the
Grundgesetze is a project entirely supplementary to what we find in the text. There
are, however, some loose guidelines for any reconstruction of the implicit grammar.
It must not be too narrow in ruling out any of the acceptable expressions actually
used in the text, and it should also assign expressions to categories consistently with
the examples which Frege gives. The grammar must not be too broad, either. Exactly
how restricted it should be is hard to say. Obviously not everything should be
admitted, but much more should be admitted than Frege actually uses. We shall
encounter later a substantive issue ot interpretation that turns on how broadly the
grammar should be construed. The categorial interpretation reconstructs Frege’s
grammar (o the extent that it postulates a definite construction of whole from part
viewing all sentences as formed from functional expressions.”

Semantics, 100, is a construction that goes beyond the text. Frege explains what
expressions mean in semantic terms. But there is no reason to suppose that he does so
in the precisely specified way of a recursive definition. His explanations of the mean-
ings of expressions then should not be assumed to be clauses in a recursive definition.
Rather, they should be viewed as semantic truths that serve as the measure of success
of any attempt to organize Frege’s semantics in a recursive fashion. Only that recon-
struction is adequate in which Frege’s actual explanations follow as metatheorems.
We shall see shortly an example in which what Frege says about the semantics is moti-
vated by quite clear interests that do not have anything to do with recursive defini-
tions. Having made clear what it is we are about to do, let us now turn to the central
issue, the interpretation of what he calls ‘first-level functional expressions’.

Frege discusses these expressions at length in the Grundgesetze (1:5/33 ff.). He is
concerned to make the points that functions are not objects, that they are unsaturated,
and that they are distinct from expressions. It is also clear from the Grundgesetze and
other writings that first-level functional expressions are taken as referring to func-
tions on objects. (See also ‘Function and concept’, as well as ‘Coments on sense and
meaning’ and the letter from Frege to Husserl of 24 May 1891.) But what he never
fully formulates is the quite specific view he seems to hold about the way in which the
particular function picked out by a functional expression is determined. His idea
seems L0 be that the expression stands for that function which takes as an argument
any object that is denoted by a name that may fill the gap in the functional expres-
sion, and pairs with it as value the object referred to by the functional expression
when its gap is so filled. Frege would thus be assuming that functions are defined for

5 For categorial interpretations with quite precise grammatical claims see E. Martin 1974, Potts 1977,
and Heck and Lycan 7979.
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all objects, and thart each object has a namec. This interpretation for first-level func-
tional expressions is properly called substitutional, in the commonly used sense of the
term, because the interpretation of the expression in question is determined bv substi-
tuting names in its gap. We may give the view a more formal statement by first postu-
lating a set BPN of basic proper names mapped by the reference relation R onto the
set O of objects. Let @ (&), ® (£, £) be arbitrary first-level functional expressions
one and two arguineiis respeciively, wiili £ and ¢ serving as placcholders in
to be filled by names. Then

R(® (&)

(1feO°)(Vx eO)(EneBPN)(R(n) = x & f(x) = R (@ (n)); (19)

R(@®E, 1) = (0feO ) (V x, yeO)(En, meBPN)(R (n) = x & (20)

R(m) =y &f(x,v) = R{®{n, m))).

‘Tracing the reference conditions of -— &, ®{ a ) back through thosc of (&),
: truth-value of the quantifier depends on the references of names

instances in the funcrional expression. Together {13) and (19)

R(—a,— ®(a)) = Tif (¥neBPN)(R(@(n)) = T); 2n

Il

R(—3,— o(a)) Fif (Ene BPN)(R (®(n)) = F).

The textual evidence for this reading of functional expressions is indirect. In his
discussion of function Frege remarks that ‘We obtain a name of the value of a func-
tion for an argument if we fill the argument-place in the name ot the function with the

6  See also 25:42/80.

In a passing remark in a passage not directly about the quantifier, Hans Sluga explains Frege’s
quantifier in what is essentially a substitutional way, though in passages direcily aboui the quantifier
he explains it in Frege’s own loose way as being ‘about’ first-level functions. See Sluga 1980, 87.

Leslie Stevenson /973 discusses whether Frege uses a substitutional or referential interpretation of
the quantifier and argues that he opts for a substitutional reading much like (21) in his early work but
for a referential version, much like our (13) in the Grundgesetrze. My point is that even (13) becomes
referential once the proper analysis of its component R(®(£)) is given.

The same point can be made with reference to Edwin Martin’s suggestion in /982 that even within
the Grundgesetze one finds passages suggestive of both the referential and substitutional interpreta-
tion of the quantifier. It is Martin’s thesis that a shitting between the two interpretations jeads Frege
into error in his quasi-inductive proof (30:46/85 ff.) that every expression has a reference. In the
discussion of this proof, commentators {requentiy interpret its resuft as clashing with the well known
inconsistency of Frege’s axiom system (see, for example, E. Martin 7982, 151 and Thiel 1968, 76). But
technically speaking it is perfectly possible to have a well-defined reference relation (in the sense that
every expression has a reference) and simultaneousiy have an ‘inconsistent’ theory formulaied within
that language. A first-order naive axiomatization of set theory with an unrestricted comprehension
principle is an example; its semantics is well-defined, but the particular set of sentences singled out asa
theory is unsatisfiable. As will become clear, I am suggesting that something of this sort holds in the
Grundgesetze.
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name of the argument’ (Grundgeseize, 1:6/34). The principles (19) and (20) seem to
be about the weakest that would be sufficient to imply the claim. In another relevant
passage he explains not the denotation of functional expressions but the related issue
of the conditions under which such a denotation exists. He does not characterize
R (@ (&)) but formulates a condition Csuch that (Ex)(R(®(£)) = x)iff C: *Aname of
a first-level function of one argument has a denotation . . . if the proper name that
results from this function-name by its argument-places’ being filled by a proper name
always has a denotation if the name substituted denotes something’ (Grundgeserze
29:46/84, cf. 8:11/41).

Montgomery Furth (/966, xxviii) points out that this passage seems to presuppose
that all objects are named. His reasoning is presumably that if a purported function
was undefined for an object that lacked a name, the condition C would not spot it
and the test as a whole would be unreliable. Again, (19) and (20) find their justifica-
tion as interpretations in that they insure the dependability of C without assuming
much exira.

How this reading of functional expressions would mesh with the interpretations
of the other expressions of the formal language, would depend in part on their grani-
mar. Frege of course never defines a grammar in the modern way; the nearest he
comes to doing so occurs in his quasi-inductive proof that every expression has a
reference (30:46/8S ff.). His reasoning in the argument roughly is that every cxpres-
sion has a reference because primitive expressions have references and the mechan-
isms for forming ‘longer’ expressions from ‘shorter’ preserve the property of having
a reference. The argument thus assumes that there is a grammatical path from any
expression through smaller intermediaries to basic expressions. The sort of grammat-
ical analysis Frege assumes can be skeiched by considering the case of functional
expressions (functors) of one argument place:

(i) every basic proper name is a proper name:
(i) if ®(&) is a first-level functor of one argument and # is a proper name, then
®(n) is a proper name;
(i) If Hﬁ¢(ﬁ) is a second-level functor of one argument and ® (¢) is a first-level
functor of one argument, then u; ®(f3) is a proper name;
(iv) every basic first-level functor of one argument place, is a first-level functor of
one argument place;
(v) if®(n)isaproper name and £ is a place holder for proper names, then ® (¢) is
a first-level functor of one argument place;
(vi) every basic second-level functor of one argument place is a second-level func-
tor of one argument place;
(vii) ifu;®(B)is a proper name and ¢ is a place holder for first-level functors of one
argument place, then u, () is a second-level functor of one argument place.

Frege also allows for forming functors of one argument by filling the argument
place of a functor of two arguments by an appropriate name, and a full grammar
would also need provisions in the previous rules for generating to and from two argu-
ment functors in a manner analogous to those of one argument functors, as well as
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rules for third-level functors and the quantifier over functions. But this sketch is
sufficient to illustrate two properties of the construction. First, the grammar does
provide for any well-formed expression an graph cennecting the expression through
intermediaries to basic expressions. In the example below the graphis a tree, and cach
descent 1s justified by the application of a rule, annotated to the left of the expression
generated by it, as is shown in Figure 1.

Figure 1
a a =2 (iii)
o

—@,— ¢ (A)vi) — £=2 (v

Lb—1 =1

|

——{—— 3 =2 (i)

nﬁ\iJ/e h =1

e
—I:é O —T3=206) —b—1b =14i)

0 3=26G)  —b— b)) Tl o

& =2 (iv) 30 20 E=1{ {iv) 33 1 ()

Thus, the grammar is sufficient to Frege’s purpose in that it ‘grounds’ each expres-
sioninbasicones. Ifhecould proveinaddition thatif every immediate ‘part’refersihen
so does the outcome of a rule, he would have established his main point. (For a
discussion of why he fails to do the latter see Thiel 71968, 76—77.) An equally striking
feature of the grammar, however, isthatit doesnot yield a unique construction foreach
expression, and constructions may go in circles, as the following case shows:

: =2/(v)T\§ ()

ftisconsiderationslike these that iead Potts (/973 and 1977, especially p.9) to attribute
to Frege the syntactic interderivability of sentences (names) and functors.

Itisnot clear what statustoaccord the grammar {(i)—(vii). Toviewitasrecording the
grammar implicit in a recursive definition of reference seems too strong. But what is
clear is that if it is adopted as the grammar of the Grundgesetze together with the
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substitutional analyses of (19) and (20) of functional expressions, it follows that the
semantics provided by Frege is not categorial. Categorial grammars ordinarily call
for unique grammatical composition, and morc impor
expression is always determined by the reference of expressions used to generaie it.
But here the reference of a functor depends not on that of the sentential proper names
used in an application of rule (v) but rather on that of a possible infinite set of substi-
tution instances of that name. I'here is no standard sense in which these substitution
instances could be construed as the ‘parts’ of the functor within a#ategorial gram-
mar. We may speculate that on some suitable abstraction from the notion of a cate-
gorial grammar, one that allows for an infinite number of parts and non-unique
parsing, all the substitution instances interpreting a functor would be counted as its
‘parts’, but what the merits of such an abstraction would be is hard to judge.

In the context of first-order [ogic the quantifier can be interpreted referentially as
part of a categorial gramimar in several ways that do conform to (3). In Tarski’s early
interpreration seniences are assigned truth-values as references relative o a particular
assignment of values to the variables known as a satistaction sequence. The result 15
that the syntax of sentences is homomorphic under an assignment of references to the
structure of truth-values organized by truth-functions. More elegant perhaps is
Tarski’s later interpreration in which sentences, both open and closed, stand for sets
of satisfaction sequences, for the set of all sequences relative to which they are true.
An algebra of these sets is then straightforwardly homomorphic ro syntax. It is even
possible to obey the categorial restraints and follow Frege somewhat more closely by
assigning truth-values to closed sentences and functions from objects to truth-values
1o open sentences. An algebra of operations definable for both truth-values and ‘con-
cepts’ is then definable that is homomorphic to syntax.” But each of these three refer-
ential accounts of first-order logic departs from Frege in major ways. Since both of
Tarski’s accounts assign open and closed sentences the same sort of interpretation,
neither draws Frege’s semantic distinction between the two types of expression. Open
sentences, the first-order equivalent to Frege’s functional expressions, and closed do
not stand for fundamentally different sorts of things. Tarski's later accounts also
share a major non-Fregean feature with the third account. In both the semantic
operations corresponding to the connectives are defined for both objects and
‘concepts’ rather than for just objects as Frege would haveit. Thereis, [ think, alesson
inthe failureof first-order semanticsto accurately match Frege’s. It is difficult, perhaps
impossible, both to assign to the various categories of expression the values Frege
wishes and to simultaneously conform to the restraints of a categorial grammar.
Frege’s own semantics may be understood as coping with this dilemma by opting for
what is essentially a non-categorial substitutional interpretation of the quantifier.

"

&
ity roferance nf a
I dn

tantly thea a
talitty, w0 reiviciie O

5. The formal semantics
The motivational remarks of the last section may now be drawn together by a for-
mal statement of a fully defined semantic theory. The language of Grundgesetze will

7  For astatement of the two versions of Tarski’s semantics and the Fregean alternative, as well as a dis-
cussion of their properties as categorial grammars, see my /977.
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be simplified in several non-essential ways. Omitted are expressions for generality (§8),
the operator for the definite article (§11), and functional expressions of more than one
argumeni place, and the number of variables is limited to those Frege actually uses. As
before no assumption is made about the set O of objects other than it contains T for the
True and F for the False, and functions are to be understood as non-extensional primi-
tives distinct from their courses-of-values which areidentified with sets of n-tuples. For
simplicity (4B ) will do double duty as a type in the syniax and as the sci A®of (non-
extensional) functionsin the semantics, and likewise (ABC)is used for both atype and
the set A 2% The format of a categorial grammar is observed to the degree permitted
by theinterpretation, and predicatesand operatorsare accordingly treated as genuinely
referring expressions standing for functions that apply to the references of asentence’s
immediate parts. The grammar is also defined so as to avoid syntactic ambiguity and
loops. To each expression it is possibie to associate a unique finite grammatical tree
tracing its constructions through shorter expressions to basic expressions. Indoingsol
suppress one half of the syntactic interderivability mentioned in the grammar (i) - (vii)
holding between sentential proper names and functors. [t should be stressed that in
doing so, I am not so much violating Frege's explicit grammar, as grammar is now
understood, as 1 am regularizing in an anachronistic manner for the purposes of
recursive semantics the syntactic remarks Frege makes for other purposes.

Since (i) (vii) associate with each expression a connected graph grounded in basic
expressions, the semantics below could be adapted to a grammar that preserves the
interderivability, perhaps in the manner of Potts. The result would be well defined
with the same set of assertable sentences, but not a categorial syntax.

Though I conform to the categorial tradition in syntax, doing so in the semantics
would contradict Frege’s explicit remarks on functional expressions. In violation of
the categorial requirement (3), the reference of these expressions is not defined in
terms of those of their immediate parts, but rather in the way spelt out in the substitu-
tion interpretation. In conformity with this substitutional interpretation, the assump-
tion is made explicitly that all objects and all first-level functions are named. No
assumption, however, is made about the cardinality of these sets. That is some inten-
ded interpretation these sets may be non-denumerable and beyond the naming capa-
city of a denumerable grammar is a limitation of any substitutional interpretation,
and certainly not unique to Frege. (There is now a substantial literature on the limita-
tions of the substitutional interpretation. See, for example Dunn and Belnap /968,
and Kripke 7976.) No attempt is made to reconcile the semantics with the proof
theory of the Grundgesetze. The axiom system is inconsistent and would require
major correction well beyond anything Frege himself contemplated, and well beyond
the scope of this essentially semantic study.

For our purposes it will suffice to define a complex symbol in intuitive syntactic
terms as any string of symbols, and we shall say that a complex symbol is a part of a
longer string of symbols if it occurs within it. We let 4 (B) stand for a complex sym-
bol containing B as a part, and let [4 (B)] C/B refer to that symbol like A4 (B) except
for containing C wherever A (B) contains B. The set of 1ypes is defined as the least set
such that Ois a type and if A and B are types then so are (OA ) and (OAB). Parenthe-
ses surrounding type notation are dropped if convenient.
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The grammar consists of a series of sets of expressions defined as follows. They
are divided into those which are lexical and defined by stipulation and those which

are complex and defined in clauses t!

es that describe their formation.

atl GesCrl

(1) Lexical expressions.

(A) The set of basic proper names of type Qis{c, ..., Cp, ... }, and

(B)

©

(D)

(E)

the set of basic proper names of type OO is {f,,..., [0 ---}

the set of predicates of type OO is {—, T}’ and
the set of predicates of type O(00)is{ =, —[};

the set of operators of type O(00)is { — 71> .}, and
the set of operators of type O(O(00))is{ — i b

the set of variables of type Ois {&, ¢.¢}. and
the set of variables of type OO is { f |;

the sel of place holders of type Qis {&, ¢, x}, and
the set of place holders of type OO is {¢, w}.

(2) Complex expressions.

(A)

(B)

The set of proper names (of type O) is the least set such that

(i) every basic proper name of type O is a proper name;

(ii) if A isa predicate or basic proper name of type OO and Bis a proper
name of type O then AB is a proper name, and if A is a predicate of
type O(00) and both B and C are proper names of type O, then
ABC is a proper name;,

(iii) if (a) ®(n)1s a proper name,

(b) n is the basic proper name of type O,

(c) vis a variable of type O, and

d) ®(v) = [®()]v/n,
then —Y 7 ®(v)and Y& (v) are proper names (here v is said to
be bound in each);

(iv) if (@) ps®(B)is a proper name containing ®(f3) as a part,

(b) B is bound in p;® () but not bound in o),
(c) for some basic proper name n of type O, o) = [®@(n)IB/n,
(d) v is a variable of type O(0O), and
©) uvB) = @ B1v(B)/ P (B).
then — 5 uyv(B) is a proper name.
The set of functors of level one (of type OO) is the least set such that
if (i) ®(n) is a proper name,
(ii) £ is a place holder of type O, and
(iii) for some basic proper name n of type O, ®(§) = [®(n)]é/n,
then & (£) is a functor of level one.
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(C) The set of functors of level two (of type O (OO)) is the least set such that
if (i) py®(B)is asin (a)—(c) of (A—iv) above,
(ii) ¢ is a place holder of type OO, and
(i) s9(B) = @B (B)/P(B),

then p, () is a functor of level two.

The partitioning of expressions determined by this grammar is used to define the
key concept of the semantics, the notion of a reference relation. It will suffice to
assign values to expressions according to their syntactic variety. Those for lexical
expressions are defined directly and those for complex expressions by recursion. Let
O be a non-empty set containing 7 and F. A reference relation is any function R on
expressions that assign values as follows.

(1) Lexical expressions.
(A) Tor any basic proper namc # of type O, R(1)eO;

(B) R assigns functions in QU to basic proper names of type OO, and R
assigns values to predicates as follows:

(i) R(—) = (1 /eOO(VxeO)x = T— fix) = T .&.
x#T—>f(x)=F),
(i) R(—[—) = (1e00)(VxeO)(x = T~ f(x) = F .&.
x#T—=>f(x)=T),
(i) R(=) = (1fe000)(Vx,yeO)(x =y —=>flx,y) =T
&.x#*Fy—> fx,y) = F),
(iv) R(—) = (1fe000)(Vx,yeO)(x = T& y+ T .~

fx,y)=F:&x#Tvy=T.>f(x,y) =T);

(C) R assigns functions to operators as follows:

() R(—_7) = (/0(00))(vgeOO)([VxeO, g(x) = T}~
f(@) =T .& [ExcO,g(x)# T] =~ f(g) = F),
(i) RC) = (1/0(00)(V ge00)(f(g) = {<x,y> f(x) =y},

Il

(1/e0(00))(V geO (OO0 ([V he OO, g(h) = T]—~>
fg) =T.&. [EheOO,g(h)# T1—>f(g) = F).

(i) R( —_7)

(2) Complex expressions (by category corresponding to clauses in the syntax).

(A) Proper names.
(i) For any basic proper name n, R (n) is already defined;
(i) R(AB) = R(A)(R(B)),
R(ABC) = R(A)(R(B), R(C));
(i) R —Y,/— o) = R( — 7 ) R@())), and
RO (v)) = R()(R(®(&)));
(v) R(C —Y 5 u;v(B) = R( — 5 VR (us $(B)).
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(B) Functors of Level O
R@®()) = (1 f O)( l7 xeO)(En)(nis a basic proper name type O & f(x)
= R{@{n)
Functors of Level Two.
R d(B3) = (1fc0O0)(V geOO)(ER) (h is a basic proper name of type
D00 &g =RWEN& flg) = Riuh(B)
(reca by the syntax that for some basic proper name # of type O,

h{t) = [h(n)l&/n and h(B) = [h(n)]p/n).

A
wrt

A reference relation R is said to be acceprable iff it meets the following expressibility

(i) for every xcO, there is a basic proper name # of type O such that R(n) = x,

—+
D]
=~
I3
2
=
4
o
s
Q
Q
ol
o]
.b

(i) ere is a basic proper name s of type OO such that R (h) =

A pmper name A may be said to be a logical truth or 1o be (semaniica )) sertable
iff its reference is T under every acceptable reference relation, and we may abbreviate
the statement that A is assertable by |F—A, using ||  as a semantic correlate of
Frege’s proof theoretic assertion sign }'.R The use of the horizontal here and its
properties more generally are our next topic.

6. The horizontal
When studied in detail the horizontal is probably the most obscure feature of
Frege’s formal language. Some of these details are regularly used as backing for the
categorial interpretation. I have postponed their consideration until now because of
their complexity.

6.1. Horizontal analysis. There is a common view about the horizontal that is
used to suppori the categorial interpretation. It requires that a version of the stand-
ard interpretation must hold for all the connectives and operators that in Frege’s
symbolism begin and end with a horizontal line segment. These include negation, the
conditional, and the quantifiers. The view holds that any expression beginning with
these symbols is to be analyzed in terms of immediate parts that themselves begin
with horizontals, and for this reason we may call it the thesis of horizontal analysis. It
is in part syntactic, in part semantic. Grammatically, any expression including both
proper names and functional expressions that starts with one of these connectives or
operators is viewed as constructed from an expression that starts with a horizontal, if
the symbol is a one-place connective or operator, or from two horizontalized immed-
iate parts in the case of the conditional. Each of these horizontalized parts is in turn
constructed from what is 1o the right of the horizontal by the formation rule that adds
the horizontal to it. Semantically, the analysis parallels the syntax in the categorial

8 In the language of Section 6, | |- - is ‘non-composite’ and not intended to contain a horizontal as a
part.
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manner; and for this reason the thesis, if correct, would go a long way to justifying
the categorial interpretation. Reference of a whole expression beginning with one of
horizontalized connectives or operators is computed by applying the function corres-
ponding to the connective or operator to its horizontalized part or parts. The refer-
ences of these is in turn computed by applying the function corresponding to the hori-
zontal to the reference of the expressions that occur to their right. What I shall argue
is that this picture is much more precise than anything Frege actually says, and that
the text does not require this interpretation of functional expressions beginning with
horizontalized connectives or operators.

The thesis of horizontal analysis when applied together with the general assump-
tions of a categorial grammar entails that the horizontal operations occurring in the
analysis be reflected in the grammar itself. This condition is satisfied by another
common view of the horizontal, which we may refer to as the composite reading of
the horizontalized connectives and operators. On this reading Frege is understood to
have intended these symbols which all start and end with horizontal line segments to
be literally a series of distinct expressions with a horizontal at beginning and end, and
containing a more primitive sign for the operation or connective in question sand-
wiched between the outside horizontals. The logical relation of this reading to the
thesis of horizontal analysis is rather subtie. Horizontal analysis does not alone entail
that the language is categorial because it does not bear on all the expressions of the
language; the thesis could be true yet one of its other expressions could still fail to
conform to the categorial framework. But the thesis does lend support to the general
categorial reading even if this justification is less than entailment. The categorial
framework in turn requires that the semantic operations applied in the analysis of an
expression be represented in the syntax by a part referring to that operation. Exactly
how this representation should be carried out is not dictated either by the categorial
framework or the thesis of horizontal analysis; there are many possible ways in which
the syntax could meet this condition. The composite reading insures that one of these
obtains. Thus it works together with the horizontal analysis to give, if correct, strong
but not conclusive support for viewing Frege’s language as a whole as categorial.’

There is yet a third view about the horizontal that though not entailed by horizon-
tal analysis or the composite reading goes in conjunction with them to support a cate-
gorial reading. This is the thesis that Frege intended the semantic functions referred

9  Notonly does the thesis of horizontal analysis not entail the composite reading, the converse fails also.
It would be possible to read all Frege's horizontalized connectives and operators as composites of
horizontals and more primitive connectives and operators, yet analyze these primitives semantically
without any appeal to the horizontal’s semantic operation. One way to do so would be to alter the
primitive symbols of the syntax of Section 5 so that the horizontal line segments were deleted from
both sides of the horizontalized connectives and operators. The syntax and semantics would then be
defined for just unhorizontalized primitives and the horizontal. Composite expressions could then be
generated by nesting the primitives inside horizontals, and the expression of the Grundgesetze could
be read as composites of this sort. The composite reading would hold then in the context of a non-
standard semantics. Though formally adequate, such an interpretation would leave unexplained why
Frege never uses the primitives alone and systematically prefers their horizontalized uses. It is for this
reason that in the non-standard interpretation | have given in Section 5, I have also rejected the
composite reading.
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to by negation and the conditional to be defined for just truth-values rather than
objects in general. If defined for just truth-values, they could notin general be applied
directly to proper names for then the resulting expression would lack a reference.
Hence the role of the intervening horizontal. It transforms an object into a truth-
value so that later applications of the connectives will be well-defined.

Before considering the evidence for and against these views, it should be pointed
out that though if true they support the categorial reading, the categorial reading
does not require them. It is perfectly possible to maintain a categorial reading of
Grundgesetze yet view Frege’s horizontalized connectives and operators as syntactic
and semantic units, analyzed without reference to deeper horizontals, referring to
semantic operations defined for all objects. Michael Dummett (1981, 315) consist-
ently argues for just such a reading.

The main reason for doubting the thesis of horizontal analysis and its attendant
views is that it leaves the reference relation undefined for a large variety of expres-
sions. We have already seen in (16) —(18) how the view that the reference of — ®(£)
determines that of —3,— ®(a) breaks down because, on the view under consid-
eration, the former stands for a truth-value whereas the second-level quantifier oper-
ation is defined not for truth-values but concepts. A similar problem arises for
negation. Suppose, as Kneale and Kneale (/962, 504), and Heck and Lycan (71979,
488) suggest, that R ( £) is defined by applying the negation function f, defined
over truth-values only, to R (——¢). But ——¢ refers to a first-level function, and
therefore fis undefined for its argument. A reconstruction of Frege’s semantics that
is consistent with the text but avoids these problems would be preferable.

A second rather global reason for questioning the interpretation is that the thesis
that Frege intended the connectives to refer to functions defined only over truth-
values is almost totally speculative. Indeed, in his introductory discussion of func-
tions (2:7/35) he remarks that ‘the domain of what is admitted as argument must also
be extended to objects in general’. Though he is here discussing functions in general
rather than the references of the connectives in particular, he does not in discussing
the latter explicitly limit their domain to truth-values. Indeed it is possible to assert in
the object language of the Grundgesetze the logical truth that all first-level functions
are defined for all objects:

IO €& 7 ) = a) =@ (a3 =€) (23

Moreover, the restriction of connectives to just truth-values is unnecessary. As my
main argument is designed to show, it is possible to construct a well defined semantics
consistent with the text that does not make this assumption.'* But despite these gene-
ral reasons against the thesis of horizontal analysis there are arguments for it which I
would like now to address. Three of these are matters of exegesis, and the fourth is a
very interesting thesis about the conceptual role of the horizontal. I shall consider
each in turn.

10 Thusin Section 5 only the single basic type O is used rather than two basic types O and {7, F} common
to some modern ‘Fregean’ languages. In this I follow Potts 71973 and 1977.
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6.2 Frege’s analysis of—l—é. As Heck and Lycan have observed (/979, 488) Frege
sometimes does explain the functional expressions beginning with a connective and
followed by place-holders by reference 1o the same place-holders beginning with hori-
zontals. Both negation and the conditional are explained this way in ‘Function and con-
cept’ (28739 /1), and negation is explained this way in the Grundgeserze (6:10/39). He
there explains the reference of —i—é in terms of ——¢. If these explanations are coi-
strued as clauses i ait attempt at a recursive definition of reference in the style of a
categorial grammar, as the reading in question dictates, then & must be viewed as
a syntactic part of &, and the thesis of horizontal analysis is confirmed. But I have
suggested that these explanations should be viewed rather as semantic truths to which

Frege does indeed subscribe but not necessarily as clauses in a modern semantic defi-

nition. In trying to understand what the role of these explanations is, it is interesting
to note that Frege does not always follow this pattern of explaining a horizontalized
connective or op y orizontal. In the Grundgesetze he explains the
conditional ¢ in terms of and £, not ——¢ and £, and the quantifier
—{
— 38— &(a)isexplainedintermsof & (£)rather than the horizontalized — ® (&)
(12:20/51, 8:12/42, 21:37/73). This switch of pattern is inexplicable in the accouni of
the Kneales and thar of Heck and Lycan, but if what Frege really has in mind is accu-

rately implied by the semantics of Section 5, the variation is easily explained because
it follows from that semantics that either siyle of explanation is correct. Indeed, they
are equivalent.

Below in (24) two explanations of R (——&) aregiven. The first without a horizon-
tal in the analysans describes R ( &) in the same terms as those used in the seman-
tics of Section V; the second with the horizontal also accurately describes R (—[—é)
but in terms whose accuracy is derivative from the more basic specifications of

R (——¢&) and R(——I— in that definition. Likewise, {25) gives two descriptions of

R(Té)
feOOYNVPxeO)Yx =T—=f(x)=F.& x#T— f(x)=T) (24a)

(feOO ) VxcOYR(——E)(x) = T~ f(x) = F .& (24b)
R(—)x)* T~ f(x) =

(1 fe OO0 (Vx,yeO)x =T&y# T .~ f(x,y) = F:&x#*Tv (25a)
vy = T.=>f(x,y)=T);

o

(1fe000)(Vx, veO)R(—E)(x) = T&R

W #FT .~ (25b)
S, y) = F:i&: R(—&)(x)# TvR{— ) = T,

That Frege should shift between the two, supports the view that his explanations were
not intended to be clauses in a recursive semantics, and if a recursive semantics is to
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be provided for what he does say, then these passages are rather more consistent with
the non-categorial semantics of Section V than with the categorial account.”

6.3 The argument X for the function T The second textual argument for
horizontal anaiysis rests on Frege’s miciatheoretical law kinown as the aimalgamation
of horizontals. He gives various formulations but its essence may be summarized as
follows: the addition or deletion ot a horizontal operator unmediately before or afiei
a horizontalized operator governing either a sentence or a functional expression
leaves the reference of the whole unaltered. "

For our purpose the law should be regarded as part of Frege’s explicit semantics
that must be captured by any attempt to fill in gaps so as to yield a fully adequate
recursive account. The law does indeed follow from the semantics of Section 5. The
reason 1t 1s suggestive of horizontal anaivsis rests not in the law itseif but in his giosses
‘Funciton and concept’ {22/35) 1

¢ says about ——x {using x for the place-

¢ argument

These remarks are suggestive of the horizontal anaiysis of negation in ihai it
suggests that the function T is determined by the function x. But literally

speaking —x is not an argument for x, because the former is a function while
the latter is defined for just objects. There are, I think, two possible readings of the
recmark that ——x is an argument of T that are consistent with Frege’s choice of

reference for these expressions. First, we can interpret him 1o be taiking in ihe inaier-
ial mode, not about expressions, but about what expressions refer to. Then, rather

than saying ——x is an argument for x, what he should have said is the non-
coniroversial proposition that the values of ——x are arguments of x, and when

speaking carefully this is what he does say. (See, for example, his remarks on ¢ at
Grundgeseilze, 48:61/105.) Alternatively we may construe the remark as partly about
syntax and partly about references. First, he makes the syntactic point that the
expression ‘——x’ is an argument for the expression ¢ (—x)’ in the sense that
the latter may be obtained by filling the gap in * ( )’ by ‘——x’. He then
makes the semantic point that * X" and ‘—«I—(—x)’ are co-referential. In the
notation of Section 5 these points may be put:

H—r(_*é) = [—[—E]'—é/é: (26)
R(—‘[—é) = R(—I—(——E))- (27)

inelegance in the horizontalized formulation that may have inclined Frege in favor of 1aking
the descriptions in Section S as definitional is that the horizontalized version uses an unnecessary
circumiocution. in (24b) and (25b), bui noi in (24a) and (25a), ihe phirase ‘4 7' may be simplified to
‘= F’. 1 have explained above why | think the functions range over all objects and not just T and F.

12 For the law applied to functional expressions, see ‘Function and concept’, 22/35, and Grundgeseize,
48:61/105 ff; for its application to sentences, see Grundgesetze, 6:10/39, 8:14/43, 12:20/51.
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This second reading is perhaps the better because unlike the first it makes sense of
both parts of the quoted passage, and does not atiribute to Frege a slip of the tongue.
But under this interpretation the passage hardly supports the categorial interpreta-
tion as is seen from the fact that both (26) and (27) follow from the semantics of
Section 5.

6.4  The composite symbolisni of ihe connectives. Irege offers a second gloss on
the amalgamation of the horizontals that is the strongest of the textual evidence
advanced to support the thesis of horizontal analysis. The text is read as asserting not
the thesis itself but the corroborating syntactic claim that the horizontalized connect-
ives are composite. In ‘Function and concept’ Frege refers to the law which we would
express as (28):

EN). (28)

He then remarks that it provides an occasivii in which the right hand horizontal line
*1s ‘fused’ with the horizontal. He also singles out the vertical line
segment from irs tlanking horizontal lines and gives it the special name of the ‘stro
of negation txplammg himself more fully he then says: 'l thus regard the bit:
strokein ** x>’ to theright and to theleft of the stroke of negation as horizontals, in
made to work; but, taken as a place-holder, as it is intended, the account breaks
105 /1.). Commentators interpret these passages as direct statements of the composite
nature for the negation sign ‘—l——’. Syntactically, ‘&’ is joined with ‘——" to produce
‘——&’, Then ‘——£’ is joined with ‘}’ (o yield ‘[——é’. Finally, ‘I——é’ joins with
‘——’to make ‘—r—é ’. This syntactic analysis is then interpreted in the framework of
a categorial grammar (o yxeld a progressive semantic breakdown of R(—T—é) that
runs essentially as follows:'

segment of ¢

of nega ation’

R(—=) = R(—)(R—E);
R(—%) = R()R(—H)); (29)
R(—%) = R(—)(R ().

We have already seen that if £ is understood as a sentence, the account may be
made to work; but, taken as a place-holder, as it is intended, the account breaks
down. The argument terms on the right side of (29) refer to entities for which the
functions named to their left are undefined. The arguments are concepts but the

13 Forexamples of this reading, see Kneale and Kneale /962, 504, and Heck and Lycan /979, 488. These
commentators and others (see Currie /982) take the connectives themselves as standing for functions
rather than combinations of connectives and place-holders. In the explanation of functional expres-
sions like those on the right of (29) Frege himself would use other functional expressions, i.e. combina-
tions of connectives with place-holders, and 1 follow this practice in (10)—(12). Thus, instead of
R( —)and R()) on the right of (29) we should have R (——£)and R (|). In the formal semantics
of senrences in Section 5, 1 do give references directly to the connectives (I -B—1i, iiand iv) but these are
intended as constructs consistent with but supplemental to Frege’s text.
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functions are defined for just objects. Fortunately it is not necessary to read the
quoted passages in this way.

To read Frege’s remarks about ‘——" having bits consisiing of *——"and ‘| as a
commitment to corresponding syntactic and semantic operations is to see him work-
ing in a modern framework which he nowhere clearly formulates. Moreover, if the
details of categorial reading are to be believed, he does a rather bad job of employing
the framework in that the resultitig iclation is pooriy defined. A more likely reading
of the remarks, it seems to me, is that they are intended to summarize in alternative
words the metatheorem they gloss. Saying that ‘—— consists of two horizontals
flanking a negation stroke may mean nothing more than that adding or deleting extra
horizontals to the right or left of *—— leaves the reference of the resulting expression
unchanged. Thart speaking of bits and distinct parts should lead later readers schooled
in categorial semantics to understand these ideas in a later technical sense is not
Frege’s fault. The truth is that in his mouth these words need not have these technical
meanings.

6.5 The conceptual role of the horizontal. The final argument io consider for the
thesis ot horizontal anaiysis is theoretical rather than textual. It contends that on the
alternative analysis the horizontal is concepiually trivial and has no significant contri-
bution to make ro metatheory. Suppose, the argument goes, that horizontalized
connectives are not composite and that their semantics are not defined in terms of hori-
zontal operations. Then the horizontal line that forms a part of the connective symbol
might as well not bethere, and even the horizontal used onits ownisreplaceablein every
occurrence by non-horizontalized equivalent expressions. The whole idea of the hori-
zontal is therefore dispensible. But an interpretation that plausible attributes a more
significantroletotheideathat Fregeapparentlythinkstobeimportant would be prefer-
able. The analysis then goes on to spell out a non-trivial role for the horizontal on the
composite categorial interpretation. (This argument is suggested by the remarks of
Heck and Lycan 1979, 487.)

The positive account of the horizontal advanced by the categorial reading is indeed
interesting and will concern us in the next section. First I would like to show that on the
alternative reading the horizontal is not trivial as alleged but a relatively interesting
theoretical device. It is true that all occurrences of the horizontal can be replaced by
other non-horizontalized expressions. Frege himself observes that ——& might be
defined as & = (¢ = &) (Grundgesetze, 16/46 and 49/89); and Dummett, who rejects
the horizontal analysis and the composite view of connectives, remarks (/987, 315)
that —¢£ may be defined by £, which on the non-composite reading contains no
horizontals. But this eliminability of free-standing horizontals does not show the
expression is conceptually trivial any more than the definability of disjunction in
terms of negation and conjunction in standard logic shows that that idea is trivial. All
that is established is that Frege’s primitive expressions are somewhat redundant from
the viewpoint of expressive power. In axiomatics and other proof theoretic contexts
the expressive minimum may lead to brevity and elegance, and questions of expressive
power and functional completeness are sometimes significant semantically. But expres-
sive redundancy certainly does not show that a potential eliminable expression is
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conceptually vacuous. Disjunction makes a real distinction in standard logic, and the
horizontal picks out a distinct concept in Frege’s semantics despite its eliminability.

It is also possible 1o attribute a conceptual role ro the horizontai line segmenis of
the connectives and operators even \\hen these are taken as non-composite. In its
broadest sense a non-iriv a} relation among sentences may be defined as any relation
that holds among some but not all sentences. If a non-trivial relation of this sort
happens o distinguish a subset of the logicaily valid argumeiits, it i> not only meain-
ingful but of some logical interest. The law of the amalgamation of the horizontals
singles out just such a variety of valid inferences. The role of the horizontal line seg-
ments may be viewed similarly. When they occur before and after a connective or
operator, they signal that the law of amalgamation applies 1o any expression it heads.
They single out a non-trivial logical relation [hat an expression headed by a horizon-
tal bears to other expressions just like it except for the addition or delction of hori-
i ' before or after the horizol ual ized symbol. It is enough to think

) talized orthography for the on__cc[.vc\ and operators as having
for its Ineoremal mle merely the dispiay of ihis logical property.

That the relation in question is genuinely non-trivial is shown by the fact that the
amalgamation of horizontals is invalid for some expressions. It faifs both 1o the feft
(outside) and to the right (inside) of the abstraction operator, and within identities, as
the following assertable sentences show. Let 2, 3 and < have their intended mathe-
matical interpretations:

[Fréte) = é(—e); (30)
Frele <2) = —(e < 2); (31)
Te - 3 (32)
T2 =3)=3)=12=3=—3) (33)

The law does apply, however, to the outside of identity, and Frege could have indica-
ted so in the symbolism by somehow adding a horizontal line segment, distinct from a
free-standing horizontal, outside identity assertions, e.g. by writing ——(& = &)
instead of £ = { or —(& = ).

7. Bochvar’s many-valued logic

The case | have to make for the semantics of Section 5 is now complete. I have
argued the interpretation is consistent with the text of the Grundgesetze, more con-
sistent on the whole than the alternative categorial interpretation, and that it avoids
serious problems of undefinedness. But there remains a portion of the categorial view
to be expounded, and though interesting for its contributions to logical theory, it is
not really attributable to Frege in a historically accurate sense. If his language is read
as having composite connectives defined in terms of horizontals, then if many of ihe
details of the language are suppressed and a propositional logic employing just nega-
tion, the conditional, and the horizontal is abstracted, then the resulting language can
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be explained to have a classical logic in an especially interesting manner. Truth-
functional compounds that are in the form of classical validities yet have atomic
componcnts which do not stand for truth-values are rescued from meaninglessness by
the application of horizontals. Horizontals seal off meaninglessness, converting it to
a truth-value, so that a truth-functional compound is always supplied with arguments
for which it is well defined. The manner in which this occurs is strikingly similar to
the technique worked out 1n the twentieth century by D.A. Bochvar 7937. Bochvar’s
representation of classical logic differs from that abstracted from Frege in that the
representation theory is fully explicit and detailed. It is also formulated in a three-
valued logic whereas Frege’s functions are defined over a much wider set of objects.
But in a suitable generalized statement of Bochvar’s theory in which arbitrarily many
values are allowed, it may be shown that Frege captures classical logic just in the way
Bochvar explains. The three-valued language of Bochvar’s original exposition and
Frege's many-valued account prove to be special cases of a general method. It is this
general theory and its application to Frege that shall occupy us here. But it should be
clear at the start that what we are engaged in is the reconstruction of theory lett
inexplicit in Frege’s work, if indeed he is motivated by the same idcas at all. The best
that can be said is that if the composite readings of the connectives and its attendant
categorial semantics were the right way to understand Frege, and | have argued that it
is not, then a suitable abstraction from Frege’s language would possess a classical
logic in the manner of Bochvar.

The use of the horizontal to represent classical logic is relevant to questions of
interpretation because it could be seen to illuminate the role of the horizontal on the
categorial interpretation. After arguing that on the non-composite reading of the
connectives they can find no significant function for the horizontal, Heck and Lycan
1979 try to find one on their categorial account. The only useful role they can find is
that it groups together at an identifiable place in the syntactic construction of any
sentence a rather arbitrary feature of the semantics. Proper names that occupy the
syntactic role of a sentence in that they occur as arguments for connectives like nega-
tion and the conditional can in principle fail to refer to truth-values as their syntactic
position suggests but rather stand for other sorts of objects. These pseudo-sentences
are transformed into genuine names for truth-values by the addition of a horizontal,
and since on the composite account a horizontal occurs to the inside of any sentential
connective, it will be the horizontal attached to a compound’s atomic parts that will
regularize it. Heck and Lycan conclude, however, that they are unable to suggest any
motivation for applications of horizontals additional to those attached to atomic
expressions, because any expression containing horizontalized atomic parts is a genu-
ine sentence and is in no need of regularizing (see their /979, 487 —489, and its note
16). Their observation that, on the composite view, it is the regularizing function of
the horizontal that is important, may be expanded upon in a way that shows the con-
nective to be one shared by other many-valued logics and one with important
implications for a language’s ability to formulate classical logic.

Hans Herzberger and others have suggested that the horizontal and Bochvar’s
three-valued truth operator have much the same roles in the representation of class-
ical logic. The suggestion here is not, I think, a historical claim that Frege is to be
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thought of as having Bochvar’s representation consciously in mind, but rather that
later thinkers can explain by appeal to Bochvar’s theory how the propositional frag-
ment of Frege’s language under the composite interpretation can be shown to have a
classical logic."" Thelink between Frege’s semantics and more traditional many-valued
logic may be sketched as follows. It cught to be possible on the composite view Lo con-
struct grammatical sentences in which the primitive connectives occur without flanking
horizontals. But unhorizonrtalized connectives are sysicinaiically avoided in Frege’s
text, and Kneale and Kneale remark that on the composite interpretation this absence
needs an explanation. They suggest that we should atiribute to Frege a grammatical
prohibition against the occurrence of unhorizontalized connectives (1962, 504).

But it is not necessary to restrict the grammar in this way, and probably undesir-
able to do so inasmuch as Frege himself never formulates this rather precise syntactic
principle. The semantics as it stands can already explain the absence. Recall that part
of the composite analysis e ancillary thesis that the functions interpreting the
connectives are defined for just truth-values. These functions are analogous to predi-
cates in three-valued significance theory. Such predicaies are said to apply truly to
some objects, apply falsely to others, and tc be meaningless when applied to yet
others. Predications of the last sort are category mistakes and in three-valued seman-
tics are assigned the third value representing meaningiessness. (See, for example,
Halldén 71949 and my 71975.) Similarly, functions for the connectives yield T when
applied to some objects, Fwhen applied to others, and are undefined when applied to
yet others. Moreover, if the semantic value of a part of an expression is undefined,
the value for the whole is too because the well-defined set of arguments needed for its
truth-functional computation is lacking."

Likewise, Bochvar’s three-valued primitive operators for the connectives have the
property that the whole has the third value if any of the parts do. A striking feature of
such semantics is that within it classical validity is not susceptible to its standard
analysis. There are literally no tautologies in the sense of sentences that are always T,
because in an interpretation in which any of the atomic parts of a sentence are mean-
ingless the whole will be, too. Bochvar’s solution and the one that may be applied to
Frege’s propositional fragment with the horizontal is to seal off the atomic sentences
with a truth-operator before combining them with other connectives. Since the hori-
zontalized atomic sentences are bivalent, compounds of them with the structure of
classical truths will in fact be 7 under every assignment of values to the parts.

I shall now present details of the mathematical theory and do so in a rather more
abstract form than Bochvar so as to show how its methods are applicable to a wide
range of many-valued languages, including the Fregean fragment. Results are stated
in terms of the basic properties of logical matrices on which they depend. Proofs
consist of fairly straightforward applications of the definitions and are to be found in
more detail but in a somewhat less abstract form in my /977b. That the composite

14 Stevenson /973 seems to be presupposing some such interpretation of the horizontal in his discussion
of how quantification over objects for which the quantifier is not defined (a sort of category mistake)
is nevertheless bivalent for Frege.
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credit, but as historical exegesis it is really quite implausibly complex to be seen as
resting unspoken in Frege's mind. Seeing it in Frege is, 1 think, representative of a
tendency found in several aspects of the catcgorial interpretation to attri <
ideas of twentieth-century logic which he could not plausibly have held.

Let the notions of structure, morplllbln, consiructible upcnumn, language,
syntax, semantics and reference relation be as defined in Section 2, with the exception
that a semantics is to be enlarged to inciude as an additional element a subset of its
domain of semantic references. This new element is known as the set of designated
values for the semantics and the resulting structure is called a logical matrix. Let

S=<F0,...,0>

be an arbitrary syntax. We assume Fis the CIOSUYC unaer the Operauons of some set of
atomic formuias AF, and thataccording . i ( omainsand

ranges of the operaiions and A7 consists of Fminus the unio all the ranges. Let
4 <Il D & 4 >
be an arbitrary matrix of the same tyvpe with set of designated values D, We let L be

the langauge <S, M > and say that a subset X of F enfails a formula p of F'in L,
briefly X! }L p,iff for any reference relation R of Lifall gof Xaresuch that R (qg)e D,
then R (p)eD. Langauges distinct from L and their corresponding features in syntax
and semantics are distinguished by prime markers. The theory consists of formulat-
ing the conditions under which a many-valued language employing the horizontal has

the same entailment relation as that of classical logic. It proceeds by first laying down
a series of key concepts for ihe comparison of entailment between two many-valucd

languages and then stating metatheorems formulating the comparison in terms of
that concept, The concepts are then applied to the special cases of the languages of
Bochvar, Frege and classical logic.

A syntax S is part of a syntax S'iff F C F’and for each i, O, € O,”. If fis an
arbitrary function on a set A, then by f(A ) is meant {f(x)|xeA}. Let L be <S, M>
and L "'be<S', M'>.

If Sisapart of S"and M = M, then X|F; pounly if X||p. (ThH
If Sisapartof S', peF,and M = M, then th,p only it X|| P (T2)
IfM = M’, Sis homomorphic to S’ under some 4, and A(p)eAF’ (T3)

whenever peAF, then A (X)}| 1_,h(p) only it XH’[ p.

It M — M and Sis isomorphic to S’ under some A, (T4)
then X||  piff A(X)|. h(p).

A matrix M is a matrix extension of a matrix M’ of the same type iff U € U,
DC D’,and foreachi,¢,isnon-emptyand$;, —¢;'. Thenotion of morphism between
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semantic structures originally defined without provision for sets of designated valuesis
extended to matrices by saying that A is a morphism from Mto M "iff it is one between
LU $,....¢,>and<U "¢, " ..., ¢, > Amorphism i from Mo M 'issaid Lo preserve
designation iff whenever xe D, h(x)eD ', and to preserve non-designationiff whenever
hi(x)eD ', xeD. Then

It S = S’ and M " is a matrix extension ol M, then X'} I only if (T5)
Xt p.

If S = S’, and M is homomorphic to M’ under a relation that (To6)
preserves designation and non-designation, then X| h,—p only
if X| }Tp.

-

if S = S’ and M is homomorphic to M * under a relation

=
=
<
Q
jou
z
-

U and that preserves designation and non-designation, then X! N
Hf X ;P
Let L be a contraction of "iff Sisapartof §7, U =U',D =D’ and foreach i,
cither ¢, isempty or ¢, — 4,". (Usually AF will be a subset of AF". )L is a conserva-
tive extension of L iff Sis part of §"and the emallmpm relation/| ; isidentical 10{%»17
restricted to F. Then
If L is a contraction of L ', then L' is a conservative extension of L. (T8)

Let L' be a definitional extension of L1l L is a contraction of L', AF = AF',
and for each i, whenever both ¢, is empty and ¢, is non-empty, ¢, is constructabie in
M. Then

If L' is a definitional extension of L, then there is a translation (T9)
function ¢ mapping F' onto Fsuch that X|| ;. p iff 1(X)|r1(p).

For Bochvar’s special application of these ideas we first define four languages.
For simplicity, we shall employ the same symbol for both a syntactic operation and
its semantic correlate. Let LC be the langauge <SC, MC > for classical logic in which

SC = <FC, &, U, D, ~>

is a classical syntax constructed in the usual way from a set AFC of atomic formulas
and

MC = <{T, F},{T}, & U, D, ~>

in which the operations are the classical truth-functions. The language LI of the
internal connectives is <SI, MI> such that
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S = <Fl A, v, —, ) _—

is constructed from a set of atomic formulas 4 F7 that isidentical to AFC by means of

the notational variants A, v, =, and ]for the usual connectives and by the truth-
operator ,and

AALT e e all] 4 [y — ~.

i = N, [y A, Y, B I -

in which O is any set of values that include the classical truth-values 7 and F as
elements, and the operations are generalizations of Bochvar’s three-valued internal
connectives defined as follows. Let an operation ¢, of a logical matrix be said to be

L Y T |

of ihe classical matrix MC, whenever

normaf iff {or the correspondiig operaiion ¢,

’

X ¥ areini{T
Xaremn

\ then
Xy - , p,lnen

b (e, )=, (x, ., x,)

Also &, 1s said to be sensiétive iT

whenever {x, y vy C AT Fi thend (x, vy VgiT
i St B | S | | AR P §

Y“'””) _: v TEREES LR St i FJ"

The only conditions we impose on the generalized internal operations A, v, >, —
are that they be both normal and sensitive. The operation ——is defined (like Frege’s
horizontal) as pairing 7 with T and everything else in O with F. It follows thatif O =
{T, F, N}, the internal connectives have the three-valued truth-tables stipulated by

Bochvar:

—.|1A1TFNlivlTFNlmTFNn—
T F |] !T F N” !T T N“ !T F NI T
F“N “ ‘F F N“ 'T F N“ T T N” F
NI TIHIN N NIEINNNEINN NIF

S+ = <Fl+,A v, =, = 5, AV, =, =

is constructed from the set AFI+ of atomic formulas identical to AFC by the con-
nectives of S/ and a second set &, ¥, >, ——of variants for the usual connectives, and

xBy = —xa y;xVy = - xv—y —Xx—> —y;
and —x = |- X
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To facilitate application of the previous ideas we shall regard an 7 place structure as
identical to any n + m place structure that is just like it except for having the empty
setat positionsn + 1, _m. Tt follows then that S/is a part of S/+ ,and that L1+ is
a definitional extension ot LI. The language LE of the external connectives is then

defined as <SE, ME > such that

and FE is the closure of the set of atomic formulas AFE identical to AFC by the
syntactic operations A, V,=>, and == of SI+, and the operatlons of SE are the
restrictions of corresponding ex[ernahzed operations of ST+ : /‘\IS the restriction of A

to FE, etc.; and ME is defined in terms of elements of MI+ to be
<O TR, =, =>.

It tollows that LE is a contraction of L7+ . Bochvar’s result may now bc demonstra-
ted as an application of the previous theory (o the languages just defined:

There is a translation function ¢ from FC to FI such that X|—— (T10)
only if TGO ——1(p). e

Proof. Since SE is isomorphic to SC under some A, it follows by T4 that

legpiff h(XOIt, Zhp)-

Since ME is homomorphic onto MC preserving designation and non-designation,
(T7) implies

X|F———piff X|
o wesP I XIE P
Also since LE is a contraction of LI+, we know by T8 that X| 'rZEp only if X| er.
+

Since SI + is a definitional extension of S/, by T9 there is a 4’ such that

X iff h ' (X)|F—h'(p)-

Itpi (X)[F 7P

The preceding together entail that

h(X)] %’h(p) only if &' (X)[F=—h"(p),

for any X and p of FE. Assume for arbltrary Y and g of FC that Y} ;—q Then since
h is an isomorphism, its inverse /2~ 'is also, and

h(h"(Y))HEh(h"(Q))-
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Then by the foregoing

ROBTHY DR (g), and (p) = B H(p)
for arbitrary p of FC is the desired translation. End of Proof.

It is possible to apply the foregoing theory in two ways to the language of the
Grundgeseize so as 1o show that there is a form in which the intuitive validities of
classical logic are respected. Which application is appropriate depends on which of
the two general readings is given to Frege’s connectives; the non-composite one
(which I have argued is preferable) or the composite one (in which the horizontal
operator genuinely occurs before and after each occurrence of the other connectives).
It is only under the composite reading, however, that the representation of classical
logic takes the form of Bochvar’s as given in (T 10). It must be stressed, however, that
neither application of the theory is explicitly suggested by Frege’s own words. Rather,
they must be viewed as later theoretical extensions of his semantics.

On the non-composite reading, the representation of classical logic within the
Cywzdgeserze is straightforward. First a propositional syntax is abstracted from
Frege’s original as fully defined, forexample, in Section 5. This would consist ot aset of
formulas constructed in the usual way from a set of atomic formuias and the basic con-
nectives. Frege’s negation and conditional could be augmented by conjunction and dis-
junction (with their standard definitions) without altering the theory in any substantial
way. The syntax would essentially be that of the external connectives SE. Semantically,
the interpretations of these connectives would remain as stipulated in Section 5. There,
negation and the conditional are interpreted by what are here the external operations of
the matrix ME, and under the standard definitions in terms of negation and the condi-
tional, both conjunction and disjunction would also stand for external operations. On
thisreading thenthe propositional fragment of the Grundgesetzeisessentially theexter-
nal language LE. But since the syntax of LE is isomorphic to that of the classical lan-
guage LC, and its matrix ME is homomorphic-onto, preserving designation and non-
designation, its entailment relation is identical to that of classical logic. Here the hori-
zontal has played no role in establishing that Frege’s propositional logic is classical.

On the non-composite interpretation of the connectives, however, the horizontal
functions like Bochvar’s truth operator in L1. This time we abstract from the Grund-
gesetze a syntax that includes the horizontal as well as negation and the conditional,
and we may add by definition conjunction and disjunction as well. The resulting syn-
tax is essentially the internal S/. Semantically, these operations are to be understood
in the manner of the standard interpretation of the composite reading. They are
classical if their arguments are well-defined, and they are undefined otherwise. Form-
ally, all that is required is that the operations be normal and sensitive. The horizontal
is interpreted by an operation mapping 7 to 7 and anything else to F, and the result-
ing matrix is essentially that for the internal connectives MI. If the state of being
undefined is represented by the assignment of a third value, the operations are those
of the internal three-valued matrix, and the resulting language abstracted from the
Grundgesetze as its propositional fragment would be Bochvar’s internal language. Its
logic may be shown to be classical in the manner of (T10).
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There is, however, one way in which Frege’s text suggests that the application of
the theory should be slightly different from Bochvar’s. Bochvar does not allow for
the externaiized sentences of LE 10 contain any syntactic structure except that gener-
ated by the external connectives themselves. Frege, on the other hand, seems to view
syntactic units even before the application of a horizontal as grammatically complex
and allows for the possibility that complex expressions might be taken as atomic ele-
ments in an external language.”

Accordingly, we define a new language

LE+ = <SE+, ME>

in which the new syntax is constructed as follows. First, let us say here that in a syntax
pisapartof qiff gisalomicand p = g, or gissome ${r,,...,r,)and pisapartof r,
or...or pisa part of r,. Let us say p is horizonialized (in SI) iff for any ¢, il gis a
part of pand g is not some —— . then ¢ is part of some swhich is also a part of p.
Let FE+ be that set defined as the closure of the set AFE+ under the syntaciic
operations A, V, >, ——. Here AFE + is defined as the set of all —— p such that peF7
and p is not horizontalized, and the syntactic operations are just a notational variant
on the usual connectives. We may now define an isomorphism from the classical syn-

tax SC onto SE. Since AFC (the atomic formulas of SC) and
= {p |p ¢EF & p is not horizontalized}

are both denumerable, let them have a natural ord rpeAFC, let h(p)be —q
such that g is the i-th element of U. For p = gAr, let I1(p) be gAr, and similarly for
the other operations. Clearly 4 is an onto homomorphlsm, and a straightforward
induction shows it is 1 —1. Moreover SE + is part of SI+, and the proof of T10 con-
tinues to hold if SE + is substituted for SE, LE + for<SE,ME>and LEC+ = <SE,
MC > for LEC.

The importance of the horizontal in the methods of T10 can be illustrated in a
slightly different way. We may use the horizontal to produce a matrix extension of
the classical matrix with the result that the first two steps of the proof of (T10) can be
shown to follow from a general result about horizontals. For two matrices M and M '
we say that an M horizontal relative to M’ is any function —— on U’ such that (1)
——restricted to U's the identity function on U, and (2) for any x, xe D " iff —xeD.
A function ¢, of M’ is M-external iff

¢I/ (xl" - 'xn) = 4):(7”'\/\/1’- DR X,,),

where — is an M horizontal relative to A/ ’. Then

15 This difference in the external representations of Bochvar and Frege (on the composite interpretation)
was first pointed out 10 me by Hans Herzberger.
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(T11) If (1) Sishomomorphicto S under #and A(p)eAF ' forany peAF,

and
N bnema 3 I
{<)j tncerc is some A" such that

(a) M is homomorphic to M "' under some 4 ' that preserves
designation and non-designatioi,
(b) M 'is a matrix extension of M'’, and
(c) ali$,” of M’ are M-exiernal,
thén 3) X|f7 piff A(X)|[ph(p).

Clearly, —— as previously defined in M7 is an MC horizontal and the operations of
ME are MC external. Moreover, under some &, SE is homomorphic to SCin a way
that maps atomic formulas onto atomic formulas. The identity function also maps
MC onto itself in the manner described by (2). Thus, we may apply (T11) to the lan-
guages of Bochvar and Frege:

For some homomorphism # from SE onto SC, {T12)
X|Hpp i h (X)) ch(p).
For some homomorphism 4 from SE + onto SC, (T13)

X]}L—E:p iff R(X)| - ch (p).
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