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A M A N Y - V A L U E D  S E M A N T I C S  F O R  

C A T E G O R Y  M I S T A K E S *  

Zeugma may be informally defined as a figure of  speech in which the 
single occurrence of some word occurs as part  of  several word groups and 

has a different meaning in each. Fowler cites some genuine examples 
found in literature: 

Half-clad stokers toasting in an atmosphere consisting of one part air to ten parts 
mixed perspiration, coal dust, and profanity. 
Such frying, such barbecueing, and everyone dripping in a flood of sin and gravy. 

But logical theories of  the semantics of  such expressions divide on whether 
they are equivocal. 1 

The views that read zeugmas as equivocal are probably the best known. 
Fred Sommers expresses the basic idea as follows: 2 

Each of the sentences 'The chair is hard' and 'The question is hard' is significant, yet 
'The chair and questions were hard' is a category mistake. 

Relative to a given situation two subject-predicate sentences could be 
bivalent, even true, yet their conjunction meaningless. In bivalent theo- 
ries, two true conjuncts might be said to yield a false conjunction. In non- 

bivalent accounts, the two true conjuncts would yield a non-true conjunc- 
tion. I f  either is right, classical logic is wrong in its truth-tables for the 
simple connectives, and truth-functionality is not universal. 

Such readings of  'hard '  in Sommers '  example as equivocal are intri- 
guing but dubious. They are intriguing because they recognize a new 

systematic elaboration of  the rule that  sense determines reference. 
Ordinarily, in any given world and context of  utterance, the sense of an 

expression is thought to be constant throughout all sentences in which it 
occurs. But on this interpretation of zeugma, an expression's sense is 
determined relative to the sentence (or, perhaps, sentence token) in which 
it appears. It  seems to be the reference of the subject term that helps 
determine the sense of the predicate. One attraction of this idea is that it 
seems to reflect some of the complexity of  language. 
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But this one idea will not suffice for a theory. Granted that a predicate 
may have different senses in two atomic sentences, it must still be decided 
which senses it will have in its conjunction. Presumably, it will be equi- 
vocal, its sense in any occurrence being that of its atomic part. But then 
the truth-value of the whole is determinate, even true, and there is no 
explanation for the oddity of  the whole. It is possible that a satisfactory 
solution could be found to this problem and a semantics developed that 
would relativize sense to an expression's occurrence in a systematic way. 
Such a theory may prove viable, but we shall not pursue the question 
here. 

The alternative approach reads the contained predicate as univocal 
and leads more naturally to the view that the compound sentence con- 
taining it is a category mistake. The predicate, on this view, has the same 
meaning in both conjuncts, but makes sense in only one. The other con- 
junct is a category mistake. From this point, the theory may develop in 
various ways depending on the semantical representation of category 
mistakes and of their effect on the truth-tables for the connectives. On 
most accounts, the resulting compound sentence often shares the same 
semantic deviance as its contained atomic part. We shall investigate each 
of these issues in turn: first, what are category mistakes and whether 
they constitute a significant part of linguistic behavior; second, how should 
they be semantically represented; and third, if they should be represented 
by a non-classical truth-value, what are its best principles of projection. 

Category mistakes may be illustrated first by examples: 

The GOP is deductible. 
The barn is grammatical. 
Earth is more honest than C sharp. 

They may also be characterized in terms of language games. Classical 
logic proffers a picture of language in which every statement question 
must have a yes or no answer, in which no rejection of the question is 
countenanced. A simple paradigm of such linguistic behavior is the 
presentation language game. Situations in which an expression E applies 
to some things but not to others, as a predicate applies to the members of 
its extension, is represented in this game by a judge who on presentation 
of each object pronounces 'yes' or 'no'. But the description of this situa- 
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tion may be refined in such a way that classical logic appears simplistic. 
It abstracts away from a recognizable feature of the situation that amounts 
to category mistakes, a feature that a better theory would capture. A 
more accurate description would allow for the fact that some statement 
questions are never asked, and some propositions never asserted. Such 
is the case with the examples displayed above. 

Perhaps no one has remarked on the generic feature of language encom- 
passing category mistakes better than Wittgenstein. On the use of 'com- 
posite' he says, a 

The question "Is what you see composite?" makes good sense i f i t  is already established 
what kind of complexity - that is, which particular use of the word - is in question. If  
it has been laid down that the visual image of a tree was to be called "composite" if one 
saw not just a single trunk, but also branches, then the question "Is the visual image of 
this tree simple or composite?", and the question "What are its simple component 
parts?", would have a clear sense - a clear use ... Asking "Is this object composite?" 
outside a particular language-game is like what a boy once did, who had to say whether 
the verbs in a certain sentence were in the active or passive voice, and who racked his 
brains over the question whether the verb "to sleep" meant something active or pas- 
sive. 

One variety of this absurdity ought to be associated with category 
mistakes. They might be explained within Wittgenstein's framework as 
follows. Relative to any language game in which an expression E applies 
to some things but not to others, there may be expression pairs like 'yes' 
and 'no' designed to reflect whether E applies in particular cases. And in 
exactly the same situations in which these pairs may be operative, we can 
imagine attempts to apply E to some objects unprovided for by the 
language game, objects for which E does not have, in Wittgenstein's 
words, "a clear sense - a clear use". To the two part language game of 
affirmation and denial is added a third, that of rejection of the question. 
Thus, a category mistake may be informally characterized as a predication 
unprovided for by the rules of a presentational language game. 

It will be instructive to construct one such language game in detail. 
Suppose that within a group of soldiers there is a language game oper- 
ative such that upon polishing his shoes, buckels, metals, or various 
insignia, a soldier simultaneously presents the article to his sergeant and 
utters the word A. The sergeant, in turn, replies by uttering either the 
word A or the word B. If it is A, the soldier may quit polishing the article, 
but if it is B, he must go back to work. Translations of A and B into natural 
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language spring readily to mind. It is also possible to imagine a soldier in 
this community presenting an inappropriate object, like a teapot, which 
is not the sort of thing to be polished in such contexts. It is contingencies 
such as these that are provided for in a formal theory by the recognition 
of category mistakes. 

By this means too we can locate category mistakes within a wider con- 
ceptual frame. Notice that there may be many things wrong about a 
particular presentation than the 'type' of the object presented. If a soldier 
presents a garbage can to his buddy while they are both on K.P., saying A, 
there are more things wrong with the presentation than that the object 
presented is of the wrong sort. Each condition for the operation of a 
language game may be called a presupposition. Then, a category mistake 
is a failure of what we may call sortal presupposition. 

On this account oI category mistakes, the univocal reading of zeugma 
seems right on the point that one of the contained atomic sentences is a 
category mistake. It is perfectly fair to interpret 'the question is hard' as 
a category mistake given that by 'hard' we mean resistant to touch. A test 
would consist of substituting the appropriate synonym for 'hard' and 
judging whether the result is a category mistake, whether in ordinary 
usage it fails of sortal presupposition. It remains to be decided, however, 
how we are to develop the semantics of category mistakes. 

One policy is to hold fast to classical logic. An interesting example of 
this alternative is suggested by remarks of Quine. 4 According to him, 
atomic sentences violating sense restrictions are false, and ambiguities of 
natural language may give way to distinct expressions in a formal language. 
Consider again the case of the hard question and chair. Either 'hard' is 
translated by a unique symbol, in which case one of the conjuncts is false, 
or it is translated by two symbols, one for each of its senses, in which case 
both conjuncts may be true. In the former case, zeugmatic expressions 
appear in the formal idiom and are treated by the bivalent rendering of 
meaningless sentences. In the latter, they are suppressed by convenient 
reformulation. It is a fair summary of the view, however, to say that when 
zeugmas appear in the formal language and are not banished by the 
introduction of new vocabulary, they possess a fixed sense and a meaning- 
less conjunct. But unluckily for this theory, the step to many-valued 
semantics for category mistakes is irresistible. 

As our discussion has shown, category mistake is a meaningful empiri- 



A M A N Y - V A L U E D  S E M A N T I C S  F O R  C A T E G O R Y  M I S T A K E S  67 

cal concept. The distinction is there in the linguistic data to be drawn. A 
fully adequate theory would account for it. It is less clear, however, that 
it should be represented in a formal theory by non-classical truth-values, 
or that there is a third sentential property in addition to truth and false- 
hood to which these values might correspond. The issue is whether the 
traditional, pre-analytical concepts of truth and falsehood can be under- 
stood to admit a third possibility. An affirmative resolution may be 
grounded in our intuitions about the concept of presupposition. In one 
natural sense of this notion, it is connected to the concepts of truth and 
falsehood: in order for a sentence tO be either true or false, its presupposi- 
tions must be satisfied. A simple example is grammatical correctness. 
Another example, existential presupposition, underlies the important 
developments in free logic. If semantics is to be rich enough to recognize 
presuppositions in this sense, truth and falsehood must move aside to 
admit another category of sentences. Notice that each of the examples we 
have just cited may be viewed as instances of the more general notion of 
presupposition we characterized earlier. Each is a condition for the appro- 
priateness of a predication in a presentational language game. We may 
reasonably suppose, then, that a theory of sortal presupposition will be 
non-bivalent. 

There is, however, a further hurdle that a many-valued semantics must 
cross that is neither empirical nor conceptual, but logical. Though classi- 
cal semantics may be inadequate in some respects, classical logic, on the 
whole, is not. With the possible exception of the cases studied by relevance 
logic, it would be a great strain on our logical intuitions to reject any of 
those arguments countenanced as valid in classical logic. We will, in fact, 
adopt as a criterion of adequacy for a sortal theory that it not reject any 
classically valid arguments or theorems. Unfortunately, many-valued 
theories do not in general meet this criterion, and this seems to be true in 
particular of the three-valued matrix theories most frequently used in the 
analysis of category mistakes. We shall, however, explore these approaches 
in some detail in an effort to abstract from them intuitions or principles 
about category mistakes that we might then apply to other many-valued 
theories that accord better with classical logic. 

Most truth-functional three-valued accounts make use of either the 
weak or strong connectives of S. C. Kleene. We shall call the correspond- 
ing matrices Kw and K s. The tables for the usual connectives are as follows - 
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The former are also the tables for Bochvar's internal connectives, and the 
latter for a system of Lukasiewicz but with the conditional defined in 
terms of negation and conjunction.~ Atomic sentences are thought to be 
made up of subject and predicate. To each predicate in a possible world is 
assigned a set of  objects of  which it is either true or false, which is variously 
called its category, sort, or significance range. The predicate's extension 
is then a subset of its category. An atomic sentence is assigned T, F, or N 
according to whether its subject falls in the predicate's extension, in its 
category but not in its extension, or outside its category. Values for the 
molecular sentences are then calculated according to the matrix in ques- 

tion. 
Leonard Goddard in [5], pp. 2 5 1 - 2 5 5 ,  has one such theory based on 

the weak connectives and extended to an analysis of  zeugma. In addition 
to predicate categories and the weak connectives, he introduces a theory 
of  ambiguity that relativizes sense to context. Once the senses of terms 
are fixed relative to a context of utterance, the sentences they make up may 
be evaluated relative to a world they describe. In different contexts in the 
same world, senses may differ, so sentences receive truth-values relative 
to both a context and a world. We may define a formal semantics for such 
a theory by identifying senses or intensions with functions from possible 
worlds to extensions, and relativizing senses to a set of indices called 
contexts. Let Syn be a propositional calculus syntax except that the atomic 
sentences are made up in the usual way by concatenating n proper names 
after a predicate of  degree n. Let ¢ range over the connectives and O¢ over 
their corresponding operations in Kw. 
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DEFINITION A K w indexial language with structure to its atomic sentences 
is any (Syn, WxC, S) such that W, C#~b, Wis a family of sets and S is 
a function on names t, predicates P" and sentences A such that 

(1) for any expression e, S(e) is a function on WxC; 
(2) Sew(t) ew; 
(3) Scw(P") is a function from w" (the nth Cartesian power of w) 

into {T, F, N}; 
(4) if A=P"q...t,, then S~w(A)=S~w(P") (S~(t.) .... , S~w(t,)); 
(5) if A=~(A1...A,), then S~w(A)=O¢(Sc~,(AO,..., S~(A,)). 

Intuitively, if x e w e W, x is in the domain of w. Since the language has 
predicates we can define the ancillary notions of extension and category. 
Let the extension of P" relative to world w and context c be {(x~ .... .  x , ) :  
Sc~(P") (xl .... , x , )=T},  and let the category or type of P" relative to 
world w and context c, briefly T~(P"), be {(xl, ..., x , ) :  S~(P") (xl .. . .  , x,) 
~{T, F}}. Let Sc(e) be the function f on W such thatf(w)=S~(e), and 
likewise for T~(e). 

Look now at zeugma as it appears from this linguistic vantage point. 
All sentences including zeugmas must be evaluated as to truth only after 
the meanings of the words have been agreed upon and a world to be 
described has been chosen. What makes zeugma possible is the existence 
of predicates that under different senses have disjoint ranges of signifi- 
cance. For example, 'hard' meaning resistant to touch covers tables but 
not questions. The opposite holds when 'hard' means perplexing. If  such 
a predicate is jointly said. of objects from rival ranges, the result is a 
zeugma. Further, the root intuition is satisfied: zeugmatic compounds 
contain a meaningless part and are themselves meaningless. 

This process of adapting the classical theory of zeugma to a three- 
valued significance theory has lead to several innovations which quite 
clearly improve on the old ways. Ambiguity is now possible with the 
desirable result that the formal language exhibits a property of natural 
language lacking in the classical theory suggested by the remarks of 
Quine. At the same time, by preserving truth-functionality, the notion of  
truth continues to have a straightforward analysis. But foremost among 
the advantages of this development of Goddard's idea is that the concept 
of sense or intension has been explicitly tied to semantic categories. The 
importance of this last step requires discussion. 
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The joining in one theory of both senses and categories is welcome 
from the viewpoint of scientific unity because it integrates intensional 
logic with significance theory. But more importantly from the philosophi- 
cal point of  view is that both senses and categories have been given re- 
presentatives in a formal semantics in which they stand in clear relation- 
ships to each other. It is rather surprising that in the history of  semantic 
categories very little has been said about the traditional concept of an 
expression's sense. In discussions of a sentence's meaningfulness, very 
little has been said of  meaning. The reason is not that the traditional no- 
tion of meaning is unfamiliar. Meanings are the kind of entities, of  dubi- 
ous ontological status, shared by an expression and its translation, its 
definiens and its synonyms. It is also said to be the same as an expression's 
information or propositional content, the idea or thought it expresses, 
and it is said by some to be what is discussed in propositional attitude 
statements. In short, it is the notion of sense as it is studied in intensional 
logic and represented in the foregoing semantics by Sc(A). A somewhat 
different concept of meaning is that which appears in the usual discussion 
of  semantic categories. Meaning in this context assumes the form of a 
property of  sentences called meaningfulness which sentences have when 
bivalent and lack otherwise. When not bivalent, sentences receive a third 
value that may be called meaninglessness. In the preceeding formal 
semantics this notion of  meaning is represented by the trivalent assign- 
ments of  truth-values relative to points of reference. 

A few intuitive rules exist that relate these two concepts of meaning and 
which may serve as measures of  the success of  their formal representations 
in the same semantical system. 

S~Sren Halld6n, [6], p. 37, has observed: 

The etymology of the word 'meaningfulness' suggests that a meaningful entity is an 
entity which has 'meaning'. Some writers on epistemology have undoubtedly used the 
word thus. Now, it may of course be the case that there exists some connection between 
the property of being true or false, and the concept of meaning. However, that is some- 
thing to be proved. It must be stressed that there exists no directly discernible connec- 
tion between the two concepts. 

Could not a sentence be neither true nor false and yet meaningful? The 
negative answer underlies the facile identification of  bivalence with 
meaningfulness in significance theory and derives from examples like 

(1) The number two is red 
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which seem neither bivalent nor comprehensible. But it is not difficult to 
drive a wedge between the two notions. Look at the example more closely. 
Having fixed on the natural language meanings of  the subject and pre- 
dicate, we find the sentence is neither true nor false and indeed that it is 
neither true nor false in any possible world in which we continue to use 
these words with their ordinary meaning. Compare this to another example 
that is only contingently absurd: 

(2) Einstein's most important discovery supports combustion. 

Even though relativity theory neither does nor does not support combus- 
tion, (2) is meaningful. Perhaps it is more accurate to sayit is comprehensi- 
ble to the extent that we would know how to investigate whether it is so 
or not, or whether it is neither. 6 We may tie this investigation into the 
truth-value of (2) with the notion of  possible world as follows. We know 
the sentence is possibly true and may investigate whether the actual world 
satisfies it. Hence we shall say a sentence is meaningful if, and only if, in 
some possible world it is bivalent. By this way of speaking we preserve the 
intuitive meaninglessness of (1) and the meaningfulness of (2), and refined 
the identification of  meaningfulness with bivalence. 

Paradoxical sentences like 

C is not true 

in which C is the sentence displayed on line 20 of this page, are often said 
to be contingently absurd and intelligible at the same time. They fit 
neatly with our scheme. 

Two additional principles relating categories and senses can also be 
used to evaluate their formal representation. Simply stated, they say that 
sense determines category but that the converse often fails. The first 
says that if A and B are synonymous, their semantical categories are 
identical. Suppose John is a bachelor, Jim is not and Jane neither is nor  
is not. It  follows then that John is an unmarried man, Jim is not and Jane 
neither is nor  is not. On the other hand, the category of  'bachelor' and 
'married man'  coincide but their senses differ. Therefore categories may 
be identical and senses not. The renderings of  this rule in the terminology 
of the foregoing semantics are: 

(a) for any L, Sc(P)=S~(Q)--+(¥w) (Tcw(P)=T~,~(Q)); 
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(b) for some L, c, w, P and Q, S~(P) # S~(Q) and Tcw(P ) = Tow (Q). 

Both are easily verified. 
There is, however, a major flaw in this and other three-valued theories 

based on Kw or Ks. It has proven very difficult to define within them a 
convincing semantic counterpart to classically valid argument. Indeed, 
most attempts reject some classically valid arguments. See for example 
Hans Herzberger [9], and J. N. Martin [15]. For this reason, we shall 
turn later to a four-valued theory designed to retain the best of the three- 
valued ones yet preserve classical logic. But first there is more to learn 
from the three-valued matrices. Both Kw and K s embody principles of 
categorial relations that we should abstract and evaluate for their 
eventual help in constructing a new theory. 

One sort of justification of these matrices is based on the assumption 
that people do, in fact, utter conjunctions and disjunctions containing 
category mistakes as atomic parts. The weak connectives may be defended 
by making N represent semantic deviance and observing that deviance 
behaves in principle analogously to purity or grammaticality: a flaw in a 
part is a flaw in the whole. The strong connectives may be defended on 
the same interpretation by the claim that it is sometimes possible to use 
a compound sentence to convey information when it has sortally defective 
atomic parts. Language, it would be argued, is primarily a tool, and an 
expression should be used if possible. If part of a conjunction is false, the 
whole should be rejected, and if part of a disjunction true, the whole 
accepted. Hence, in addition to holding that the classical truth-tables are 
right for the values they assign to the T and F, a trait K s shares with Kw, 
the strong connectives recognize a further concession to classical logic. 
If a truth-value is dominant in the classical tables it remains so in K,. 
If we expand the presentational language game to include conjunctive 
and disjunctive presentations - whatever they might be - we can represent 
these rival points of view as follows. In the soldier's game, for example, 
the sergeant according to the insight of the weak connectives should be a 
purist, and reject any presentation, however deviant, as inappropriate. 
According to those of the strong connectives, on the other hand, he 
should be more practical. Keeping his mind on the goal of gleaming brass 
and leather, he should not turn aside from a conjunctive presentation one 
part of which is inadequately polished; rather he should say the equivalent 
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of, 'No, not yet. Get back to work.' In this way the soldier will be en- 
couraged, perhaps by making further individual queries with the various 
conjuncts, to accomplish the goal of the language game. A disjunctive 
presentation with one adequately polished part should likewise be accept- 
ed. Unfortunately, the arguments for both positions are based on an 
assumption that is largely false, that people do, in fact, articulate category 
mistakes and use them in compound sentences. 

Category mistakes are pointless, we know they are, and with the ex- 
ception of infrequent zeugmas, we avoid them in compound sentences 
composed from 'and' and 'or'. Such is part of the linguistic wisdom of 
every language speaker. This fact does not disrupt the trichotomy among 
atomic sentences. There are still those presentations that would be accept- 
ed, those that would not be accepted, and those that though the situation 
is right are never preformed because they are unprovided for by the rules 
of the game. The sortally deviant atomic sentences, then, are conspicuous 
by their absence. So too are sortally deviant conjunctions, disjunctions, 
and conditionals. In this respect, which is perhaps the most important, 
the analogy between deviance and purity is upheld in its unqualified form. 
The difficulty that troubles the Lukasiewicz matrix is that it depends on 
the false hypothesis that people do in fact try to form conjunctions and 
disjunctions from sortally deviant parts. If they did, it might be right. 

It is significant that most of Ryle's examples of category mistakes fall 
into one of two classes. They either involve language learners, or fully 
competent speakers who are ignorant of the proper category of the sub- 
ject under discussion. But neither of these are convincing as counter- 
examples to the claim that, with the exception of zeugma, category 
mistakes are absent from ordinary speech. The first because this claim is 
tacitly restricted to the fully competent speakers, and the second because 
it is probably an empty set. Consider what it would be not to know the 
category of an object before you. Let us set aside philosophical language 
as perverted. We might be engaged in classification and be stumped about 
the species of something. But then to make our point, we must assume 
that natural kinds have something to do with semantic categories. If any 
natural kinds are semantic categories, then they would be probably only 
the broadest ones, those with which it would be hard to make classificatory 
errors, and in any case, the literature relating the two notions is regretably, 
but conspicuously, non-existent. Perhaps Aristotle was wrong to label the 
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earth as non-celestial, or Jonah to call a whale a fish. But such cases, 
drawing on the hindsight of modern science, seem to reflect conceptual 
revolutions, alterations in the meanings of words, more than they do 
category mistakes. On the whole, then, we shall accept the principle 
underlying the weak connectives that an expression with a sortally deviant 
part is itself sortally deviant. 

Thomason has recently advanced in [26] a three-valued sortal theory 
that avoids the major shortcoming of the matrix theories based on Kw 
and Ks. Its logic validates all the classically valid arguments. In addition, 
it appears to be capable of incorporating all the good features of its pre- 
decessors. There is, however, one exception. Its projection of truth-values 
may be described, with certain qualifications, as obeying the principles 
underlying the strong connectives. These qualifications amount to certain 
further concessions to classical logic. Before explaining these matters in 
detail, we should point out that his theory has an alternative intuitive 
basis grounded in the notion of supervaluation and is not put forward as 
an implementation of the ideas of Ks. To the extent, however, that Ks 
characterizes its projection and is itself inadequate, so too is the super- 
valuation theory. R should also be observed that Thomason is aware of 
the similarity of his theory to Ks. On the matrix disjunction he writes in 
[25], p. 21, "In many of its details [it] resembles the approach I wish to 
adopt, and so my reasons for avoiding this alternative depend more on 
global considerations than on detail". 

Thomason's projection may be characterized in terms of Ks as follows. 
We shall use the definitions and notation of [26], except that we shall 
use as truth-values {0, 1/2, 1} with 0 for false and 1 for true. Let VE be an 
arbitrary valuation on L relative to a sortai specification E on a logical 
space S. Let Al~-wB iff Yf~Biv(VE), f(A)= 1 only if f (B)= 1. 

THEOREM 7 For any formulas A and B, VE(A ~ B)= max [1-- VE(A), 
VE(B)] unless VE(A)=VE(B)=I/2 and AII-wB, in which case 
VE(A ~ B)= 1. 

Similar results obtain for conjunction and disjunction. 
Since A classically entails B only if AII-vEB, the theorem records a con- 

cession to classical logic. It is similar to that made by Lukasiewicz who 
advanced a table for implication like that of Ks except that (112, 1]2) is 
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taken into 1, rendering the classically valid A ~ A a tautology in the new 
matrix. Being unconstrained by the matrix form, supervaluations are 
able to defer to classical logic in all such cases. 

As an alternative to Thomason's proposal and an improvement on the 
matrix theories, we will now advance a four-valued explanation of cate- 
gory mistakes developed within the general theory of presupposition 
advanced by Herzberger in [8]. Applying Herzberger's theory to the 
problems of sorts as Thomason did van Fraassen's is particularly appro- 
priate since Herzberger's account was originally intended to serve as an 
alternative to van Fraassen's general supervaluation account of presup- 
position. The success of our version of sortal presupposition will serve 
as an interesting measure of the strengths of the two general theories. 

Herzberger's theory is the rigorous development of a philosophical 
analysis of the concept of truth. Its main tenet is that to say of a sentence 
that it is true means that it has two properties. The first is that it corre- 
sponds to the world. The second, which is omitted in the usual theory of 
truth, is that all the presuppositions of the sentence are themselves true. 
This property we shall call presuppositional security. A sentence is true, on 
this view, if and only if it both corresponds and is presuppositionally 
secure. It is precisely this proposition that we argued was intuitively sound 
earlier in this essay. 

A second tenet of the theory is that logical inference is a function not of 
truth, but of correspondence. The argument from A to B is logically 
valid if and only if whenever A corresponds, so does B. The divorce of 
logic from truth is exciting. Though it deviates from a long tradition, it is 
defensible according to principles nearly as venerable, for truth has 
usually been identified with correspondence. It is this simple equation 
that is called into question. Classical conceptions of truth have succeeded 
only at the expense of ignoring presupposition. In elementary logic, for 
example, we could teach that 'the sky is blue' and 'the sky is not colored' 
might both be true. To avoid these nonacceptable consequences, we 
should be willing to admit presupposition as a factor of truth: a sentence 
is true if, and only if, it both corresponds and is presuppositionally secure. 
We thereby rechart the region of Platonic Heaven in the neighborhood of 
Truth. The result, as it stands, is a plausible picture. It deals fairly with 
traditional views and transcends them in its scope by explaining the role 
of presupposition. It is an adequate basis for a formal theory. 
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The formalization of these intuitions requires that sentences be assigned 
a two-dimensional truth-value, i.e., an ordered pair. Values on the first 
dimension stand for the property of correspondence and those on the 
second dimension for presuppositional security. In any situation, those 
sentences that correspond receive 1 on the first dimension, and those that 
do not, 0. Those that are presuppositionally secure receive 1 on the 
second dimension, and those that are not, 0. Those that correspond and 
are secure are according to the theory true, and they receive the truth- 
value T=  (1, 1). Those that fail to correspond but are secure receive 
F =  (0, 1). Those that fail of presupposition but correspond or do not, 
receive t = (1, 0) a n d f  = (0, 0), respectively. In this fashion, a four-valued 
valuation may be constructed from two two-valued ones. Let v and v 
be two-valued valuations, the characteristic functions of the set of sen- 
tences that correspond and are presuppositionally secure, respectively. 
Then a four-valued valuation w may be constructed as follows: 
w(A)=(~(A), v(A)). 

Logic is, according to the theory, a function of correspondence and is 
to remain classical. It is therefore required that each correspondence 
valuation assign its values according to the matrix for classical logic, call 
it C, and be a member of the set of all classical valuations ~ d .  The set 
of presuppositional security valuations Val is for the moment left un- 
specified. Wal, the set of four-valued valuations, is constructed as ex- 
plained from "Y~g and Val. The set of designated values for our four- 
valued language is {T, t}, and it follows that the semantic entailment 
relation for L is perfectly classical. Let PCS be the usual syntax for the 
propositional calculus. 

DEFINITION. A two-dimensional language is any (PCS, Wal) such that, for 
some set Val of bivalent PCS valuations (possibly non-classical) and ¢/~d, 
the set of classical valuations generated by C, 

Wal = {w: w is a function of the sentences of PCS and there is 
a v ~ d  and v~Val such that for any A, w(A)=(~(A), 
v(A))}. 

T and F continue to have the same interpretation they have in the three- 
valued matrix theories, and t and f correspond to a division of the sen- 
tences we there called N. Ideally, we should be able to explain the difference 
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between t and f. Possibly the most straight forward way to do so is by 
means of counter-factuals. A sentence A is t means that if all the presup- 
positions of A were met then A would be true; it is f means that in the 
same circumstances A would be false. Unfortunately, it is rather hard to 
get any solid intuitions about such hypotheticals because it is rather hard 
to imagine a situation in which sortal errors have their presuppositions 
satisfied. Should 'Socrates is legible' be t o f f ?  

These truth-values should correspond to some distinction in the infor- 
mal conceptual theory. Their interpretation is an important bridge between 
the technical constructions and traditional issues, and contains much of 
the theory's philosophical purport. In general, the primary justification 
for explanatory tools like truth-values is that they represent properties of 
sentences that are familiar - if not completely understood - from the 
history of philosophy and less formal accounts of language. But what are 
the properties captured by the various truth-values ? One, surely, will be 
truth, for the theory claims to be semantic. As for the others, it is good to 
bear in mind the ideal that every distinction in the theory should represent 
a real difference. Every theoretical notion should be a more precise version 
of a pre-analytic one, and the web of technical concepts should accurately 
reflect at least the uncontroversial parts of previous usage. This inter- 
pretation of truth-values is part of what Thomason calls the "theoretical 
criteria of motivation" underlying a formal theory. On these criteria he 
writes in [25], p. 14, "They require us to give a plausible reason for each 
decision in constructing the theory; the finished product should be made 
to seem inevitable." 

One way to explain the distinction between t andf i s  as an abstraction 
from the presentation language game. Recall for the moment the language 
game of the polishing soldiers. Suppose a soldier were to present an object 
which is well polished but not provided for in the language game, for 
example, a shiny silver teapot. We might characterize such situations by t. 
Likewise, we may characterize the presentation of tarnished object unpro- 
vided for by the rules of the game by f. By characterizing such situations 
by t and f, and proper and improper presentation within the rules by T 
and F, all four truth-values are interpreted. In general, some objects are 
such that the rules of a presentational language game might be expanded 
to admit them as appropriate. Such objects that when admitted and pre- 
sents were acceptable would be assigned t, those that were not, f. The 
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teapot, for example, could be added to the soldiers' language game. If  it 
were shiny, it would get t, if tarnished, f .  Hence, there is, in fact, a 
distinction in linguistic behavior between types of nonsense corresponding 
to t and f ,  and our formal theory may proceed understood as abstracting 
from a real distinction. 

Though we have said enough to justify our use of t and f ,  there is more 
to be said about the scope of the distinction. For, though it is acceptable 
to include under N any object not provided for in the presentational con- 
text, not all such objects clearly fall under t or f .  While it is true that the 
rules of a language game may be relaxed to incorporate new objects, they 
cannot embrace the universe. A soldier might present to his sergeant a 
song, but the sergeant could not evaluate this object as to its degree of 
luster. Some objects are not the sort of things that are shiny in any con- 
text. It is among these incorrigibles that there does not seem to be a real 
difference between t and f.s To the extent that this distinction must be 
seen as arbitrary, as, perhaps, a technical convenience, we fall short of a 
fully articulated formal theory. 

But being completely interpretable over the whole range of linguistic 
behavior is a goal that probably no formal theory has yet met, and it is 
only one measure of success. We want to know also the long range con- 
consequences oi the formal theory, whether it also sheds light on additional 
problems and poses interesting new questions. One question it is fruitful 
to pursue within the context of a product language is that of the matrix 
behavior of the presuppositional dimension. Whether the presuppositions 
of A are met is determined by both dimensions. Its presuppositions must 
both correspond and have their own presuppositions met, but not with- 
standing this dependence of one dimension on the other, we may still 
pursue the question of how the presupposition-values of the parts effect 
that of the whole. If, in fact, there is a functional correlation between part 
and whole on the presupposition dimension, then presupposition-values 
conform to a matrix. But whether presupposition is functional is still, as 
far as our investigation is concerned, an open question. Its philosophical 
importance lies in the fact that various projections of presupposition- 
values will represent philosophical policy. We must answer the question 
of which matrix is relevant, if any, according to principles and intuitions 
about presupposition. Those principles and insights germane to the issues 
are ones we have not yet discussed from within the four-valued frame- 
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work. They concern the relation of  presupposition to the sentential con- 

nectives. 
One rule underlying Kw is, recall, that if any of  an expression's parts 

fail of  presupposition, so does the whole. Herzberger in [8], Section VII, 
has applied this principle to a two-dimensional language by means of the 
following tables for the presuppositional dimension: 

"1 iF ~, ~ o II v 

10 
00 

10 

10 
O0 

Call this matrix K~. A compound has its presuppositions met just in case 
all its parts do. For  any valuation v for this matrix, v(A & B ) =  1 iff 
v (AvB)=l  iff v(A)=v(B)=l, and v ( - n A ) = l  iff v (A)= l .  Hence, the 
parts of a compound do not necessarily number among its presupposi- 
tions. For  it is possible for a whole to be true, to both correspond and be 
presuppositionally secure, yet its parts fail to be true. All we know from 
the fact that A v B is true is that the presuppositions of A and B are met 
and that one or the other corresponds. 

We may now define a four-valued matrix CxK 2, with operations X~, as 
the product  of  the classical matrix C, with operations ¢, with the matrix 
K 2, with operations ~ :  

z~ (w, x) = ( ¢ 4  (w), ¢~ (x)) 
z~ ((w, x )  (y,  z))  = (¢ ~  (w, y), ¢~ (x, z)) 
zv ((w, x )  (y,  z))  = (q~v (w, y), ~ ~ (x, z)) 

The tables for --1 and & for the new matrix are as follows: 

T 
F 
t 

f 

F 
T 

& T F t f  

T F t f  
F F T f  
t f t f  
f f f f  

The rules characterizing K s are the same as those of K w but with the 
following addendum: if the truth-value of a part  determines that of the 
whole in the classical matrix, it should continue to do so combined with 
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non-classical truth-values. If, for example, one conjunct is false, then the 
whole is, regardless of whether the other conjuncts are presuppositionally 
secure. In a two-dimensional framework, this means that the presupposi- 
tion-values of a connective should be a function of both the correspon- 
dence and presupposition-values of the parts. Herzberger captures these 
ideas in the two-dimensional frame by calculating presupposition-values 
by means of functions that have truth-values as arguments. The presuppo- 
sitional function for conjunction would be: 

fl& T F t f 

T 1 1 0 0 
F 1 1 1 1 
t 0 1 0 0 
f 0 1 0 0 

The four-valued operation for conjunction would then be: 

Z~ ((w, x) (y,  z)) = ( ~ ( w , y ) ,  ~&((w, x ) ,  ( y ,  z ) ) )  

Together with X this 

& T 

T T 
F F 
t t 
f f 

yields a new matrix CxK~ 2. The table for Z&t 1S."  " 

F t f 

F t f 
F F F  
F t f 
F f f  

Note that, for either four-valued matrix, if T and t are designated, the 
logic is classical, and if t and fa re  conflated, the resulting matrices are K,~ 
and Ks. We may view three-valued theories as essentially two-dimensional 
ideas forced into a three-valued framework. By stepping up to four 
values, we get a clearer picture of our basic principles and at the same 
time preserve classical logic. We have shown, then, that two of Herzber- 
ger's four-valued systems have interpretations as sortal languages. It 
remains for us to choose the better of these and by combining it with the 
other good features of three-valued sortal semantics, to produce a syn- 
thesis that will avoid the shortcomings of previous accounts. 

The language we shall define will be a classical two-dimensional language 
for CxK2~. Further, it will be the four-valued analogue of a Kw indexical 
language. We shall also extend the theory in a first-order direction by 
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reading the quantifier as a sort of infinite conjunction. Fortunately, there 
are straightforward infinitary analogues to conjunction in both C and K~. 
For perspicuity we adopt the substitution interpretation of the quantifiers. 
Let Zy]x be the result of replacing all the occurrences of x by y in Z. 
Then, let QCS be like Syn except that if A is a sentence, v a variable that 
does not occur in A, and t a name, then (Vv) (Av]t) is also a sentence. 
As before let ¢z range over the operations of C and ~ over those of K 2. 

DEFINITION. A two-dimensional sortal language L is any (QCS, WxC, S )  
such that W, C 4  ~b, Wis a family of sets, and S is a function on names t, 
predicates P", and sentences A such that 

(1) For any expression in Domain (S), S(e) is a function on WxC; 
(2) S~(t)  ~w, and Vx~w3t Scw(t)=x; 
(3) Sc~,(P n) is a function from w" into {T, F, t , f } ;  
(4) i fA=P"tl . . . t , ,  then Scw(A)=S~w(P ~) (S~w(q) . . . .  , S~w(t,)); 
(5) ifA=-'aBandScw(B)=(x,y),thenS~,~(A)=((p~(x),~-~(y)); 
(6) if A = B & C, Sc~ (B)= (w, x )  and Sew (C)=  (y ,  z), then 

S~w(A)=(qbs,(w, y), ~8,(x, z));  
(7) if A =(Vv) (By~t) and x, y are the least values such that 

(3t') (S~(Bt ' / t )  = (x, y)), then S~w(A) = (x, y). 

Let D = { T, t }. Then, X analytically entails A in L iff 

(q {w: S w(B)¢D} =_ {w: 
Further, X logically entails A iff for all L, X analytically entails A in L. 
Clearly, logical entailment is perfectly classical. The category of P" 
relative to c and w continues to be {(xl , . . . ,  x , ) :  S~w(P") (xl , . . . ,x,)  

{r, F}}. 

University of Cincinnati 

N O T E S  

* The ideas in this article were developed as part  of my doctoral dissertation Sortal 
Presupposition (University of Toronto, 1973). I should like to acknowledge my debt to 
Professors Bas C. van Fraassen, my supervisor, and Hans G. Herzberger, my adviser, 
for their helpful and thorough criticism. 
1 Though Noarn Chomsky and others have defended the idea of a syntactic theory of 
category mistakes, which could be used in an explication of zeugma, Richmond 
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Thomason has pointed out that unlike grammatical correctness, sortal correctness is 
a function of context of utterance. Many of our subsequent remarks elaborate this 
view point. Compare Chomsky [3], Donald Hillman [10], and Thomason [2]. 

Sommers [24], p. 340. Compare Gilbert Ryle [22], p. 23, and Leonard Goddard [5], 
pp. 251-2. Sommers' positive theory consists of interpreting zeugma rather implausibly 
not as a compound sentence made up of atomic parts, but as a sort of quantified 
formula. 
a Wittgenstein [28], p. 22e. Of the accounts of category mistakes in the philosophical 
literature, our view is most similar to Bernard Harrison's in [7]. For a general account 
of formal semantics as abstraction from language games see Bas van Fraassen [27], 
pp. 1-6. 
4 W. V. Quine [20], §§ 27, 33 and 47 (p. 229). Goddard in [5], p. 252 remarks that 
Quine denies zeugmas exhibit category mistakes. A more accurate description is that 
since Quine treats category mistakes bivalently, he also treats category mistakes in 
zeugmas bivalently. 
5 On K~o see S. C. Kleene [12] and [13], p. 334, and compare J. Lukasiewicz [14]. 
Theorists who have used this matrix to analyse category mistakes include L./~qvist [1], 
K. Donnellan [4], and R. L. Martin [16]. On Ks see Kleene [13], pp. 334--5, and D. A. 
Bochvar [2]. Applications to categories appear in S. Halld6n [6], R. L. Martin [16], 
R. Routley [21], and K. Segerberg [23]. 
6 Such a criterion of meaningfulness is reminiscent of Quine's remarks on the alleged 
non-statementhood of logical impossibilities in [19], p. 202. 
7 Proof is not difficult. For a development of the relatively simple theory required, 
consult my dissertation. Herzberger [9], pp. 28-29, and L. Karttunen [11], p. 186, 
remark on the similarity of supervaluation theory in general to the tables of Ks. 
s The distinction between corrigible and incorrigible presentations is similar to one of 
Bernard Harrison's in [7], pp. 315-318, between category mistakes that can be made 
meaningful by extending the meanings of terms and those which cannot. Herzberger [8], 
Section IX, proposes a completely universal distinction between t and f but at the 
cost of distinguishing between positive and negative elementary predicates. 
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