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Having reached that point in my career when one 
starts asking themselves the question of “what does it 
all add up to?,” I find myself compelled to collect my 
various papers and notes together and to organize them 
by subject matter in an attempt to assess how my vari-
ous interests have evolved over time. Though it may 
seem strange that I would not automatically know the 
answer to this question without going through such a 
sorting process, the simple fact is that much in the ca-
reer of a scientist – even one who has spent most of his 
time in a classroom rather than a research laboratory – 
is blatantly opportunistic. Problems and subjects that 
grab your attention can come your way almost by acci-
dent and one of the delights of a fulfilling career in  
science is the freedom to pursue them when presented 
with the opportunity. Seldom is there some overarching 
plan or long-range research goal, unless one has the 
misfortune, like so many academic drudges, of having 
their entire career constrained by the fear of not getting 
the next grant renewal. Luckily I had the good fortune 
of having held an endowed professorship and so have 
consequently never been so constrained.  
! In my capacity as the departmental historian at 
Cincinnati, I have overseen the collection and binding 
of the collected papers of any number of retiring chem-
istry faculty and have often been struck by their indif-
ference to their life’s output. For many of them, their 
papers are just ephemeral vita stuffing – a necessary 
evil required to gain tenure and assure promotion but 
of no further interest or significance. I, on the other 
hand, find that much of what I have written is still of 
interest to me and hope that it may also prove to be of 

continuing interest to some of my fellow chemists and 
teachers, though I can hardly claim that there is anything 
here of lasting historical or scientific significance.
! This volume, the first in a series of at least four, 
collects together my papers and notes relating – how-
ever tangentially – to the subjects of chemical thermo-
dynamics and kinetics. It includes not only conven-
tional technical papers, but also historical and even 
humorous writings. In order to make it as inclusive as 
possible, I have also added items, such as those from 
my “Ask the Historian” column, which have already 
been collected together in another booklet, as well as 
about a half dozen that are still in the form of as yet 
unsubmitted manuscripts. 
! The reason for this latter inclusion is that publica-
tion opportunities are few and far between for the kind 
of popularized quasi-historical/philosophical articles that 
I tend to favor, and I have found from experience that 
such contributions must be doled out sparingly to those 
few journals willing to accept them, lest they suffer 
from manuscript glut. Though I obviously hope these 
manuscripts will all eventually see publication – sev-
eral are of a rather controversial nature, and at this 
point in life I may no longer have either the time or the 
energy to shepherd them successfully through the con-
ventional publication process. 
! Finally, in closing, I wish to emphasize that papers 
16-18 were coauthored by Julia Kuhlmann – at the time 
a German exchange student in our department – since 
the format used in this book, which eliminates the repe-
titious citation of the author on each individual title 
page, unfortunately tends to obscure this important fact.    

William B. Jensen
Cincinnati, OH

October 2015
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I enjoyed the interesting article by Gaggioli and Petit, 
“Use the Second Law First” (CHEMTECH, August 
1977, p 496). It might interest readers to know that the 
stimulating approach to the second law used by these 
authors was originally formulated by J. N. Brønsted in 
the late 1930s and early 1940s. Brønsted called his 
version of thermodynamics “energetics” (not to be 
confused with the earlier version of energetics advo-
cated by Mach, Ostwald, and Helm near the turn of the 
century) in order to emphasize that it dealt with gener-
alized energy transformations and not just with those 
involving idealized thermal phenomena.
! Brønsted’s alternative, but equivalent, formulation 
of thermodynamics is process rather than system ori-
ented and is based on a distinction between idealized 
reversible processes and naturally-occurring irreversi-
ble processes.
! In reversible processes, all energy redistributions 
(i.e., work) can be represented as the transport of some 
capacity factor between two different intensities or   
potentials: 

!Ar = (P1 - P2)!Kr!                                          [1]

where P1 and P2 represent the two initial potentials and 
!Kr represents the conjugate capacity factor for the 
type of work, !Ar, involved. Example capacity factors 
would be gravitational mass, moles of chemical sub-
stance, electrical charge, volume, etc.; the correspond-
ing potentials would be gravitational potential, chemi-
cal potential, voltage, and negative pressure.
! Brønsted pointed out that reversible thermal inter-
actions are completely analogous to reversible work  
interactions and can also be represented by means of 
equation 1, where the absolute temperature functions 
as the potential and the transferred entropy increment 
as the capacity factor. In reversible processes, entropy, 
like most other capacity factors, is conserved.
! Reversible changes generally involve the coupling 
of two or more work processes, and mechanics teaches 
us that, in an isolated system, the net work change re-
sulting from such couplings among its constituent sub-
systems is always zero (i.e., work, not just energy, is 
conserved):

"r!Ar = "r(P1 - P2)!Kr = 0#                           [2]

Brønsted called this “the work principle.”
! Irreversible processes, however, represent an en-
tirely different situation. Here equation 2 no longer  
applies and experience teaches us that, in an isolated 
system, there is always a net decrease in the available 
work and a corresponding isothermal generation of   
entropy:

"r!Ar + T!Sirr = 0!                                          [3]
!
This process is unidirectional because entropy at a con-
stant temperature (or indeed, any equipotential energy) 
cannot be converted back into work. Brønsted called 
this “the equivalence principle,”  and it may be com-
bined with equation 2 to give the general relation:

-"r!Ar = T!Sirr  " 0!                                          [4]

where the equal sign refers to the reversible case and 
the inequality to the irreversible case.
! In that none of the fundamental work of Brønsted 
is  referenced by Gaggioli and Petit, I take the liberty 
of attaching a selected bibliography of papers in Eng-
lish which deal with Brønsted’s approach. Of particular 
interest is the 1949 paper by LaMer et al. and the 1976 
paper by Sørensen, both of which prove the equiva-
lence between equation 4 and the conventional forms 
of the first and second laws.

Selected Bibliography

# 1.# J. N. Brønsted, Phil. Mag., 1940, 29, 449.                                 
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! 3.! J. N. Brønsted, D. Kgl. Danske Vid. Selsk. Math-
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! 4.! J. N. Brønsted, Principles and Problems in Energet-
ics, Interscience: New York, NY, 1951.
! 5.! H. L. Callinder, Proc. Phys. Soc. (London), 1911, 23, 
153.                                                                                         !
! 6.! V. K. LaMer, O. Foss, H. Reiss, Acta. Chem. Scand., 
1949, 3, 1238.
! 7. ! V. K. LaMer, Am. J. Phys., 1954, 22, 20.                     !
! 8.! V. K. LaMer, Am. J. Phys., 1955, 23, 95.                     !
! 9. ! D. MacRae, J. Chem. Educ., 1946, 23, 366.                     
! 10.! D. MacRae, Chem. Educ., 1955, 32, 112.                    !
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! 15.! T. B. Sørensen, Acta Chem. Scand., 1977, A31, in 
press.
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In recent years at least four substantial articles have  
appeared in this journal dealing with the application of 
Le Chatelier's principle to the prediction of the tem-
perature dependency of solubility (1-4). The gist of 
these articles is that naive use of tabulated values of 
!Hsol° at infinite dilution in the van’t Hoff relation can 
lead to errors, the proper value to use being !Hsol° for 
the saturated solution, which may differ in sign from 
the value at infinite dilution. In addition, when calcu-
lating !Hsol° for the saturated solution, one must take 
care to use the solid actually in equilibrium with the 
solution at that point. This is often a hydrate rather than 
the anhydrous solid taken from the shelf to make the 
solution in the first place.
! In light of the interest shown in this subject and the 
space that has been devoted to it in the journal, I was 
struck by a strong sense of déjà vu upon accidentally 
coming across the following statement in the 1895 
English edition of Wilhelm Ostwald's Outlines of Gen-
eral Chemistry and thought it would be of interest to 
the readers of the journal as well (5):

Attention should be paid to the fact that it is the sign of 
the heat of solution in the almost saturated solution 
which determines the sense of the change of solubility 
with temperature.  Substances which dissolve to a large 
extent in water usually have their heat of solution 
smaller the more concentrated the solution becomes, 
and it is not impossible that such substances, having a 
small negative heat of solution in dilute solutions, may 
acquire a positive heat in more concentrated solutions, 
so that only the sign in the almost saturated solutions 
is of use in the application of the above principle [i.e., 
van’t Hoff’s relation].

! Ostwald’s books served as the prototypes for succe-
eding generations of “P Chem” texts and were, for the  

most part, based directly on the primary literature. 
Consequently, it is of interest to note that his caveat on 
the relationship between !Hsol° and the temperature 
dependency of solubility is already missing from most 
second generation texts, though many of these were 
written by his own students (6-8). Indeed, this example 
illustrates the fate of many discoveries on passing from 
the primary literature into the textbook literature. First 
generation texts are usually based on the primary lit-
erature and generally comment on difficulties and limi-
tations. Succeeding generations, on the other hand, are 
based more and more on other textbooks and in the 
process gradually simplify and idealize things until, in 
some cases, they are simply incorrect and the difficul-
ties and limitations must be recovered again from the 
primary literature – a recovery process in which the 
Journal of Chemical Education often plays an impor-
tant role, as the above articles testify.

References and Notes

" 1." G. Bodner, J. Chem. Educ., 1980, 57, 111.
! 2.! R. Fernandez-Prini, J. Chem. Educ., 1982, 59, 550.
" 3. " L. K. Brice, J. Chem. Educ., 1983, 60, 387.
" 4." R. S. Treplow, J. Chem. Educ, 1984, 61, 499.
! 5.! W. Ostwald, Outlines of General Chemistry, 2nd ed., 
Macmillan: London, 1895, p. 313.
" 6. " J. Walker, Introduction to Physical Chemistry, Mac-
millan: London, 1899.
! 7.! G. Senter, Outlines of Physical Chemistry, Methuen: 
London, 1909.
! 8.! L. Bigelow, Theoretical and Physical Chemistry, Cen-
tury: New York, NY, 1914.

Publication History
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I
There was a young man named Carnot
Who fervently wanted to know
How caloric dispersed
In cycles reversed
Made engines efficiently go.

II
Helmholtz, Mayer, and Joule
All found the very same rule:
The preposterous notion
Of perpetual motion
Is the pipe dream of only a fool.

III
Clausius found law number two:
Die Entropie strebt einem Maximum zu.
Energy dissipate!
Cried Peter G. Tait.
Yes, said Lord Kelvin, Pray Do.

IV
Take (said Maxwell) a common foot rule
Like that you had while at school.
By demoniacally sorting
The molecular cavorting
One end is distinctly more cool.

V
Boltzmann (who was one of the best)
Applied a statistically significant test.
To equilibrate
Is everyone’s fate
And to “H” with all of the rest.

VI
Gibbs found the famous phase law
Which works with nary a flaw.
 f equals c
Plus 2 minus p.
So reads the famous phase law.

VII
Nernst found law number three,           
Which he expounded with infinite glee.                             
As zero you near                                          
Let dS disappear                                                
And dH will equal dG.

Publication History

Published in R. L. Weber, Ed., Droll Science, Humana 
Press: Clifton, NJ, 1988, pp. 145-146.
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In 1884 the British chemist, M. M. Pattison Muir (fig-
ure 1), published a textbook on theoretical chemistry 
entitled A Treatise on the Principles of Chemistry in 
which he attempted to summarize many of the recent 
results “on the subjects of dissociation, chemical 
change and equilibrium, and the relations between 
chemical action and the distribution of the energy of 
the changing system” – in short, most of the topics 
which would, within the next ten years, come to be  
identified with the new and rising field of physical 
chemistry and the work of Ostwald, Arrhenius and 
van’t Hoff (1). Though Muir himself did not succeed in 
establishing a British school of physical chemistry and 
did not make any significant experimental contribu-
tions to the new field, he did play a role in disseminat-
ing its early results through his review of Ostwald’s 
work on the measurement of affinity coefficients (2), 
the writing of a monograph on thermochemistry (3), 
the editing of an influential dictionary of chemistry (4) 
and, of course, through his textbook. 
! Muir, who was later to write an important history 
of chemistry (5), also had an unusual appreciation of 
the history of his subject and in his textbook attempted 
to use the new views on chemical equilibrium and ki-

netics to unravel some long-standing paradoxes of 
chemical affinity that had been known since the end of 
the 18th century. Among these were the problems of 
predisposing affinity, contact actions, and the so-called 
status nascens or nascent state. The first of these topics 
has long since disappeared from the textbooks, where-
as the second, under the rubric of heterogeneous ca-
talysis, has survived. In many ways, however, it is the 
third topic that is the most fascinating, as not only the 
explanation of the nascent state, but the very question 
of whether it really exists, are still unresolved prob-
lems. A history of the various attempts to explain this 
phenomenon provides one with an interesting cross-
section of 19th- and 20th-century chemical theory and, 
though an explicit treatment of this subject has been 
missing from the textbook literature since the 1940’s, it 
is of interest to note that the term is still to be encoun-
tered, albeit in passing and without explanation, in 
more recent textbooks (6). 

Origin and Use of the Nascent-State Concept

A knowledge that freshly prepared gases, when gener-
ated in situ within a reaction system, are frequently 
more reactive than when added already prepared from 
an external source seems to date from the late 18th 
century. This enhanced, but short-lived, reactivity ap-
peared to be associated with the gases only at the mo-
ment of their “chemical birth,” so to speak, and the 
resulting metaphor became enshrined within the chem-
ist's lexicon in the phrase “nascent state,” though the 
chemical poet who first coined the term is not known 
with certainty. 
! The first explicit use that I have been able to locate 
occurs in the 1790 edition of Joseph Priestley’s work, 
Experiments and Observations on Different of Kinds 
Airs (7). Having incorrectly postulated that both fixed 
air (carbon dioxide) and nitrous acid (nitric acid) were 
compounds of inflammable air (hydrogen) and dephlo-
gisticated air (oxygen), Priestley (figure 2)  attempted to 
rationalize the different products as a function of dif-
ferences in the reaction conditions, arguing that: 

... when either inflammable or dephlogisticated air is 
extracted from any substance in contact with the other 
kind of air,  so that one of them is made to unite with the 
other in what may be called its nascent state, the result 
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Whatever Happened to the Nascent State? 

Figure 1. Matthew Moncrieff Pattison Muir (1848 -1931).



will be fixed air; but that if both of them be completely 
formed before the union, the result will be nitrous acid. 

! A year earlier, William Higgins, in his book, A 
Comparative View of the Phlogistic and Antiphlogistic 
Theories, also invoked the unusual reactivity of hydro-
gen “at the very instant of its liberation” to rationalize 
the necessity of water for the oxidation of iron (8). 
Though he did not describe the hydrogen as nascent, he 
did use the term when paraphrasing his original state-
ment in 1814 (9). 
! In the examples cited by both Priestley and Hig-
gins, the nascent gases were generated chemically. In 
1807 Humphry Davy reported that a similar enhanced 
reactivity was also present in the case of electrochemi-
cally generated gases (10). Upon electrolyzing water, 
he observed that some nitric acid was invariably 
formed at the anode and a trace of ammonia at the 
cathode. These he attributed to the “combination of 
nascent oxygen and hydrogen respectively with the 
nitrogen of the common air dissolved in water,” since 
he knew that these reactions did not occur at room 
temperature when the fully formed gases were allowed 
to interact. In modern terms, the observed secondary 
electrode reactions can be represented as: 

anode:  5O* + N2 + H2O !  2H(NO3)                     ! [1] 

cathode:  6H* + N2 !  2NH3                  !  [2] 

where we have used the starred symbol to represent the 
nascent state of the element in question in order to 
avoid the explicit representation of any hypothesis 
concerning its molecularity or structure. 

! An examination of the 19th century chemical lit-
erature shows that the nascent state soon became the 
accepted rationale for a number of otherwise puzzling 
chemical reactions. Among these were the varying 
products observed when metals lying above hydrogen 
on the activity series reacted with either sulfuric (11, 
77) or nitric acid (12). At low acid concentrations di-
hydrogen gas is the major product in both cases, 
whereas at higher acid concentrations sulfur dioxide, 
nitrogen oxides and, in some cases, even ammonia are 
obtained instead. To explain this concentration depend-
ency it was assumed that nascent hydrogen was ini-
tially generated in both systems. At low acid concen-
trations this reverted to normal dihydrogen gas, 
whereas as at higher acid concentrations it was entirely 
consumed in reducing the respective acids and dihy-
drogen gas was no longer observed among the reaction 
products: 

2H* + H2(SO4) ! SO2 + 2H2O  !  [3]

H* + H(NO3) ! NO2 + H2O !  [4] 

3H* + H(NO3) ! NO + 2H2O!  [5]

8H* + H(NO3) ! NH3 + 3H2O!  [6] 

! Other classic examples include the use of nascent 
hydrogen to generate arsine in the famous Marsh test  
(figure 3) for arsenic (13): 

9H* + As2O3 ! 2AsH3  +  3H2O!  [7] 

WILLIAM B. JENSEN
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Figure 2.  Joseph Priestley (1733-1804).

Figure 3.  Marsh’s apparatus 
for testing for the presence 
of arsenic. The unknown is 
placed in the short arm of 
the U-tube along with aque-
ous HCl and a piece of 
arsenic-free Zn metal. The 
nascent hydrogen reacts 
with any arsenic in the 
sample (usually in the form 
of the oxide) to generate 
arsine. The hydrogen/arsine 
mixture issuing from the end 
of the tube is lit. The arsine 
decomposes in the flame 
and deposits a mirror of 
elemental arsenic on a cool 
surface held in the flame.



in the reduction of nitrobenzene to aniline: 

6H* + C6H5(NO2) ! C6H5(NH2) + 2H2O!  [8] 

in the Clemmensen reduction of carbonyls, and in the 
Jones reduction column. In each case the hydrogen is 
generated in situ by means of zinc and hydrochloric 
acid and the reactions are not observed under the same 
conditions if externally generated dihydrogen gas is 
used instead. 
! In all of these examples the actual generation of 
dihydrogen can be observed as a competing reaction. 
However, the nascent state concept was soon extended 
to systems in which the gas corresponding to the nas-
cent intermediate is never observed under the condi-
tions of the experiment and which apparently involve a 
single overall net reaction rather than two competing 
reactions. For example, nascent oxygen was used to 
explain the production of dichlorine oxide in the reac-
tion (14): 

2Cl2 + HgO ! Cl2O + HgCl2 !   [9]

via the mechanism: 

HgO ! Hg+ O* !! ! !           [10]

O* + Cl2 ! Cl2O! ! ! !           [11] 

Hg + Cl2  ! HgCl2! !                         [12]

where again it was not possible to produce the highly 
endoenergetic dichlorine oxide by direct reaction be-
tween molecular dioxygen and dichlorine, though in 
step 11 it is presumed to occur with nascent oxygen. 
! Likewise, nascent oxygen was frequently invoked 
to explain the bleaching (or oxidizing) ability of eau de 
Javelle or hypochlorite solutions, via the initial step (15): 

MClO ! MCl + O* !                                        [13]

a supposition apparently supported by the fact that their 
water solutions eventually decompose on standing to 
give the corresponding metal chloride and dioxygen gas. 
! Many of the oxidation reactions of nitric acid with 
the less active metals and with the nonmetals were also 
rationalized in the same fashion (16): 

2H(NO3) ! 2NO + H2O + 3O*! !           [14] 

and the ability of aqua regia, in contrast to either di-
chlorine or hydrogen chloride gas, to chlorinate gold 
was likewise attributed to the initial production of nas-
cent chlorine (16): 

3HCl + H(NO3) ! NOCl + 2H2O + 2Cl* !           [15]

As will be seen, the use of the nascent state in these 
cases became the basis of much of the criticism later 
directed at the concept. 

The Free-Atom Hypothesis

The first, and by far the most historically significant, 
attempt to rationalize the nascent state was made by 
the French chemist, Auguste Laurent (figure 4), in 
1846. Laurent and his collaborator, Charles Gerhardt, 
were early proponents of the concept that the elements 
in their standard states were composed of polyatomic 
molecules rather than isolated atoms. Contrary to the 
usual accounts found in most histories of chemistry, 
the supporting evidence for this proposition was based 
not just on Gay-Lussac’s law of combining volumes, 
but on considerations related to the energetics of 
chemical reactions as well. 
! Rephrasing the original arguments of Laurent and 
Gerhardt in terms of modern bonding terminology, the 
implied assumption was that chemical bonds could be 
broken in the course of a spontaneous reaction only if 
they were replaced by stronger bonds. Given this 
premise, and the assumption that the elements were 
monoatomic, it was difficult to understand why some 
compounds spontaneously dissociated into their ele-
ments and, conversely, why it was not possible to syn-
thesize certain compounds directly from the elements 

WHATEVER HAPPENED TO THE NASCENT STATE?
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Figure 4.  Auguste Laurent (1807-1853).



themselves, though they could be made indirectly by 
means of displacement reactions. However, once one 
accepted the existence of elemental polyatomic mole-
cules, these paradoxes vanished, since in both cases the 
breaking or making of the bonds in the compounds was 
competing with the making or breaking of bonds 
within the elemental molecules or, as Gerhardt put it, 
with the synthesis or decomposition of a “hydride of 
hydrogen,” a “chloride of chlorine,” etc (17). 
! Applying this concept to the nascent state, Laurent 
wrote (18): 

A binary association of atoms might allow us also to 
account to a certain extent for the affinity possessed by 
substances in the nascent state. If two free molecules of 
bromine and of hydrogen, BB' and HH', are brought 
together, the affinity of B for B' and of H for H' may 
suffice to prevent the combination of B and B' with H 
and H'. But if the substances present are H and B, 
these two, which have no affinity to overcome, will be 
able to combine readily. This is what will occur when 
hydrogen is in the nascent state.  That is, whenever it is 
evolved from hydrochloric acid by the action of a 
metal, we shall have the equation: 

HCl + M = ClM + H 

and there will be a tendency to a reconstruction of a 
binary molecule either by combination with bromine or 
with another atom of hydrogen. 

Similar arguments were also put forward by the Eng-
lish chemist, Benjamin Brodie, in the early 1850’s (19-
21). 
! The value of this interpretation of the nascent state 
as a minor, but useful, piece of evidence in favor of 
elemental polyatomic molecules was fully appreciated 
by the 19th-century chemist, and it is in this context, 
rather than as a topic in chemical kinetics, that the sub-
ject found a place in most chemistry textbooks after 
1860. Adolphe Wurtz devoted three pages to the sub-
ject in his classic historical study of the development 
of the atomic theory in 1875 (17)  and Pattison Muir 
was quite explicit about its pedagogical value in his 
1884 text (1): 

A study of the reactions in which nascent substances 
play important parts appears to me to keep before the 
student that all important distinction between the atom 
and the molecule which is so vital in chemical consid-
erations, and also to draw attention in a marked way 
to the complexity of all chemical changes. 

! Though several 19th century chemists (11, 22-23) 

felt that their experimental investigations of the nas-
cent state were not inconsistent with the free-atom in-
terpretation, there was in fact very little direct experi-
mental evidence for the theory until the second and 
third decades of the 20th century. This came from stud-
ies by Irving Langmuir (24), Karl Bonhoeffer (25-26), 
Hugh Taylor (27) and others of the gas-phase chemical 
reactions of atomic hydrogen that had been generated 
either by thermal dissociation on a heated wire or by 
means of high voltage electrical discharges. But even 
here the proof was really indirect and was based on the 
similarity between the reactions observed in the gase-
ous phase for atomic hydrogen and those observed in 
the liquid phase for chemically or electrochemically 
generated nascent gases. Attempts to bubble gaseous 
atomic hydrogen into solutions gave negative results 
due to rapid recombination into dihydrogen gas, 
whereas attempts to detect the existence of a soluble, 
diffusible, nascent species in the liquid-phase chemical 
and electrochemical systems were inconclusive at best 
(28, 29). Indeed, the results seemed to indicate that in 
these systems the nascent activity was confined to the 
surface of either the chemically reacting metal or the 
active electrode. 

The Thermal Excitation Hypothesis

Not all 19th-century chemists were enamored of the 
free-atom theory of the nascent state and in many ways 
the opposing experimental evidence was more con-
vincing than the supporting evidence. Much of this was 
the result of the efforts of the Italian electrochemist, 
Donato Tommasi (30-33). He pointed out that, if nas-
cent hydrogen was really atomic in nature, its proper-
ties should be independent of the metal/acid system 
used to generate it. But in actual fact, as shown by his 
own experiments, its reducing ability was highly de-
pendent on the nature of the metal. Thus nascent hy-
drogen generated by means of zinc and hydrochloric 
acid was able to reduce chlorates to chlorides, whereas 
that generated either electrolytically or by means of 
sodium amalgam produced no reaction. Tommasi fur-
ther noted that all of the reductions observed for nas-
cent hydrogen at room temperature could also be ob-
served for fully formed dihydrogen gas at higher tem-
peratures. He therefore postulated that nascent hydro-
gen was nothing more than thermally hot dihydrogen 
that had not yet had time to thermally equilibrate with 
the surrounding solvent molecules and that its reducing 
abilities should directly parallel the enthalpy of the 
reaction used to generate it. Thus he wrote in 1879 (31): 

And if this gas in the nascent state possesses greater 
affinity than in the natural state, it is solely due to the 
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fact that the hydrogen, the moment it issues from a 
combination, is found to be accompanied by the whole 
quantity of the heat produced during the setting free of 
the hydrogen. Consequently, nascent hydrogen is noth-
ing else than ordinary hydrogen in [different] thermic 
conditions or, speaking generally, in different physical 
conditions. To my mind, the expression nascent hydro-
gen is synonymous with hydrogen + calories. In fact, 
all the reactions produced by nascent hydrogen can be 
obtained quite as well with ordinary hydrogen and a 
high temperature; and the differences observed be-
tween the hydrogen resulting from different chemical 
reactions are simply due to the fact that these reactions 
do not develop the same quantity of calories. 

! Aside from a correction of some of his thermody-
namic data by Julius Thomsen (34), Tommasi’s theory 
was generally well received and was often quoted by 
the authors of advanced textbooks and chemical dic-
tionaries after 1880 (1, 4, 35). Muir expressed a some-
what more sophisticated version of it in his 1884 text, 
writing (1): 

In a reaction wherein [a] given compound is produced 
there must be a moment of time when this compound 
can only be said to exist potentially, when the atoms 
which constitute its molecules have not settled down 
into stable configurations; at this moment the com-
pound may be said to exist in the nascent state.  If the 
atomic vibrations and interactions are allowed to run 
what might be called their normal course, the com-
pound molecules are certainly produced, but if these 
interactions are interfered with,  a new set of molecules 
may be formed, which molecules bear a more or less 
simple genetic relation to those produced in the normal 
process of chemical change. 

! This view of the nascent state has recently been  
revived among chemists working in the field of mo-
lecular reaction dynamics (36), where it is applied to 
the vibrationally and/or electronically excited species 
which are the initial products observed in molecular 
cross-beam studies of gas-phase reactions. Indeed, in 
1976, Simon Bauer of Cornell University wrote a short 
note in which he argued that (37): 

It is now time to restore the term “nascent” to legiti-
macy.  Much evidence has accumulated, both experi-
mental and theoretical,  which demonstrates that in 
many reactions the partition of nascent products 
among their characteristic rotational, vibrational, and 
electronic states differs substantially from that ex-
pected were these generated in statistical equilibrium. 
“Nascent” contrasts with “state relaxed,” i.e. a system 

for which a single temperature and corresponding 
thermodynamic functions can be defined. 

Though Bauer cited several examples of how the reac-
tivity of these nascent products differed from that of 
the corresponding state-relaxed products, it is open to 
question, as in the earlier case of the gas-phase atomic 
hydrogen experiments, whether this explanation can be 
extended to the classical liquid-phase chemical and 
electrochemical systems which gave rise to the concept 
of the nascent state in the first place. 

The Allotrope Hypothesis

Yet a third theory of the nascent state was proposed by 
the German chemist, Gottfried Wilhelm Osann, in a  
series of more than a dozen papers published between 
1852 and 1864 (38). By electrolysis of a dilute solution 
of freshly distilled Nordhäusen sulfuric acid (figure 5), 
Osann obtained a form of activated hydrogen which 
was capable of reducing solutions of silver salts to me-
tallic silver and mixtures of potassium hexacyanofer-
rate(III) and iron(III) chloride to Berlin blue. Platinum 
and porous carbon cathodes were capable of storing the 
active hydrogen and could be removed from the elec-
trolysis apparatus and placed in other solutions, where 
they produced reactions not normally observed for   
dihydrogen gas under similar conditions. 
! Heavily influenced by Christian Schönbein’s dis-
covery of ozone, Osann decided he had discovered an 
analogous allotrope of hydrogen and since, like ozone, 
it was much more chemically reactive than the normal 
form of the element, he gave it the name of Ozon-
wasserstoff (39). In later work he reported that the 
atomic weight of his new gas was 0.66 or about two 
thirds that of normal hydrogen (40). 
! Similar ideas were expressed by T. L. Phipson in 
1858 (41): 

What is called the “nascent state” is, I think, nothing 
more or less than the allotropic state of bodies entering 
into combination ... it seems incontestable that every 
time oxygen enters into or leaves compounds, it is in 
the state of ozone.  When we reflect further on the re-
sults already obtained with hydrogen, chlorine, bro-
mine, sulphur, and phosphorus, we are inclined to be-
lieve that all simple bodies should behave in the same 
manner; that is to say, that all bodies may have an 
allotropic state analogous to ozone, and that they are 
in this state at the moment of entering into combina-
tion, or when they are in the nascent state. 

! Osann’s results were criticized by J. Löwenthal in 
1858, who suggested that the enhanced reducing prop-

WHATEVER HAPPENED TO THE NASCENT STATE?

9



erties of the gas were due to the presence of sulfur di-
oxide from the Nordhäusen acid used in its preparation 
(42). This criticism was disproved by Osann (43), but 
more serious problems were uncovered by Gustav 
Magnus (44), who was unable to duplicate many of 
Osann’s results. He concluded that Osann’s materials 
were contaminated with iron and that this was actually 
responsible for the observed reductions. Though Her-
mann Fehling summarized Osann’s work in his 1864 
Handbuch (45), he was critical and, by 1895, Albert 
Ladenburg felt that Osann’s hypothesis had been “aus 
der Welt geschafft” (35). 
! Actually Ladenburg’s funeral oration proved to be 
premature as, in a series of papers published between 
1920 and 1922, Gerald Wendt and Robert Landauer of 
the University of Chicago revived a form of Osann’s 
hypothesis (46-47). By means of "-radiation, electrical 
discharge under reduced pressures, and high potential 
coronas at atmospheric pressure, they generated an 
activated form of hydrogen which showed a reactivity 
different from both normal dihydrogen gas and atomic 
hydrogen. This they equated with the H3 molecule 
originally postulated by Joseph J. Thomson in 1913 
(now known to be the H3+ ion). Because of both its 
increased reactivity relative to dihydrogen and the 
analogy between its formula and that for O3, they pro-
posed that the new species be called hyzone. 
! As with the work on atomic hydrogen, these re-
sults could not be extended to the traditional liquid-
phase chemical and electrochemical methods of gener-
ating nascent hydrogen (47), though A. C. Grubb, in a 
short note published in 1923, claimed to have prepared 
traces of the species by dropping acid on pieces of sus-
pended metal so as to avoid emersion of the metal in 
liquid (48). 

The Polarity Hypothesis

The phenomenon of allotropism was a difficult prob-

lem for the 19th century chemist. Rationales based on 
variations in either the degree of molecular complexity 
(i.e. polymerization) or variations in molecular struc-
ture (i. e., isomerism) had to await the work of Brodie 
in the 1850’s on the concept of elemental polyatomic 
molecules (49). Indeed, it was because of this very 
problem that Berzelius had introduced the distinctions 
between isomerism and polymerism, on the one hand, 
and allotropism, on the other (50), and he himself fa-
vored the idea that allotropes corresponded to different 
electrical states of an element’s atoms. 
! This concept was widely used to rationalize allo-
tropism in the first half of the 19th century and was 
applied in great detail by Schönbein in his attempts to 
explain the behavior of ozone (thought to be negative) 
and its relationships to normal oxygen (thought to be 
neutral)  and to the antozones (i.e., peroxides, thought 
to be positive) (51). Not surprisingly, it also made its 
appearance in discussions of the nascent state via the 
allotropic theory. Thus Phipson contended that the 
transient allotropic modification of an element which 
appeared at the moment of its formation was equivalent 
to having rendered the element “infinitely more electro- 
positive or electronegative” than its normal state (52). 
! Like many of the other rationales of the nascent 
state, this so-called “polar” theory experienced a brief 
revival in the early 20th century, this time within the 
context of early electronic theories of the chemical 
bond. This modernized version was apparently sug-
gested by Harry Shipley Fry (figure 6)  of the Univer-
sity of Cincinnati, who was an early proponent of a 
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polar theory of organic chemistry based on the electron 
transfer model of chemical bonding first proposed by J. 
J. Thomson (53). 
! Consistent with the fact that this theory viewed all 
bonding as ionic, diatomic molecules of the simple 
substances were written as H+H-, Cl+Cl-, etc. This for-
mulation meant that in the generation of dihydrogen 
gas by reduction of aqueous H+ solutions, the reduction 
of the H+ ion had to proceed all the way to H-. This 
then combined with another H+ ion from the solution 
to generate the dihydrogen gas. Likewise, generation 
of dichlorine via oxidation of aqueous chloride solu-
tions required the generation of Cl+, which then com-
bined with Cl- to generate the final product. Thus Fry 
equated the nascent state with the generation of tran-
sient free ions having unusual and highly reactive oxi-
dation states. This view was also supported by A. 
Pinkus (54), but fell out of favor with the eclipse of the 
polar bonding model by the electron-pair covalent 
model of G. N. Lewis.

The Occlusion Hypothesis 

Even these permutations fail to exhaust the specula-
tions of the 19th-century chemist relative to the nature 
of the nascent state. Yet a fifth model – the so-called 
“occlusion” model – was developed by the British 
chemists, John Gladstone (figure 7) and Alfred Tribe, 
in the late 1870’s as a result of their work on the 
copper/zinc couple (55- 58). Made by placing a strip of 
zinc foil in a copper sulfate solution for a few minutes 
in order to plate out a small quantity of copper on the 
zinc, Gladstone and Tribe found that in water solutions 
the resulting couple was able to perform many of the 
reductions observed for nascent hydrogen, whether 
generated electrochemically or via metal-acid reac-
tions. Among these were the reduction of chlorate to 
chloride, nitrate to nitrite and ammonia, hexacyanofer-
rate(III) to hexacyanoferrate(II), nitrobenzene to ani-
line, sulfurous acid to sulfur, and diarsenic trioxide to 
arsine (57). 
! As a result of their experiments, they became con-
vinced that the zinc portion of the couple reduced the 
water, that the resulting hydrogen became occluded in 
the copper, and that this occluded hydrogen was re-
sponsible for the observed reductions (56). In support 
of this model they compared the reducing abilities of 
the couple with those of hydrogen occluded in plati-
num, palladium, copper, and porous carbon, conclud-
ing that (57): 

... the increased power of the hydrogen is due to its 
condensed condition [upon occlusion in the metal], 
while the observed differences between the action of 

the different combinations result from variations in this 
respect,  and perhaps also from the more or less firm 
hold which the metal has upon the gas. 
! The above chemical changes are effected more or 
less perfectly by nascent hydrogen. But this hydrogen 
in every case is set free in contact with, or in very close 
proximity to a metal,  which in virtue of the power 
known to be possessed by such solids very probably 
condenses and fixes some of this gas. It may therefore 
be conceived that the activity of the hydrogen under 
these circumstances is but the consequence of its inti-
mate association with the metals, or, in other words, of 
its being in the occluded condition. 
!
! This hypothesis is perhaps the most satisfactory 
when it comes to explaining the known facts about 
chemically and electrochemically generated nascent 
hydrogen in the liquid phase. It explains the depend-
ency of the reducing power of the hydrogen on the 
method of its preparation (variations in the ability of 
the metals to adsorb or occlude hydrogen), the absence 
of a soluble, diffusible, active intermediate in the solu-
tions (it is really a surface reaction at the metal or elec-
trode), and the problems with reproducibility and sen-
sitivity to contamination (both highly characteristic of 
surface reactions). Of course, Gladstone and Tribe were 
necessarily vague about the exact nature of the chemi-
cal species corresponding to the occluded hydrogen, 
though at one point they did draw an analogy with the 
reducing ability of copper hydride. Indeed, this ques-
tion is still a subject of debate among chemists (59). 
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! In 1927 Joseph Mellor drew attention to the close 
relationship between this subject and the problem of 
the hydrogen overpotential in electrochemistry (60). In 
general, metals with low overpotentials tend to 
strongly occlude hydrogen, and to act as effective cata-
lysts for the recombination of hydrogen atoms into 
dihydrogen gas, the hydrogenation of alkenes, etc. (61). 

8.  The Active Intermediate Hypothesis

A close examination of these five theories – the free-
atom, the thermal nonequilibrium, the allotropic, the 
polar, and the occlusion – shows that, despite of their 
apparent diversity, they actually have some fundamen-
tal points in common. In all five cases, one is postulat-
ing that the generation of a gas, X, either chemically, 
via the reaction of A and B, or electrochemically, pro-
ceeds through a short-lived intermediate, I, which, upon 
further reaction with more B, gives the final product: 

A + B ! [I] ! ! !                         [16]

B + [I] !  X! ! !                         [17]
 
If this intermediate is generated in the presence of an-
other chemical species, D, capable of reacting with it 
to form an alternative product Z 

D + [I] !  Z  ! ! !                         [18]

then one has an example of nascent reactivity. These 
common features might be characterized as belonging 
to a generalized “active intermediate” model of the 
nascent state. Since the intermediate, I, is presumably 
more endoenergetic than the product gas, X, this means 
that reaction 18 will be thermodynamically more favor- 
able than the corresponding reaction between X and D: 

D + X ! Z          !!                                        [19] 

and will necessarily entail a change in its kinetics as 
well. The only disagreement among the five theories is 
over the precise nature of the intermediate. 
! This model further implies that nascent activity 
can be manipulated by controlling the relative rates of 
reactions 16-18. Increasing the rate of reaction 17 will 
increase the rate of evolution of gas X and decrease the 
amount of product Z, whereas decreasing its rate and/
or increasing the rate of reaction 18 will increase 
amount of product Z. This fact was explicitly recog-
nized by several investigators in the 19th century. 
Thus, Gladstone and Tribe tested this hypothesis in 
their study of the reduction of nitric acid during elec-
trolysis, postulating that the failure to observe the pro-

duction of dihydrogen at the cathode in the case of 
concentrated acid solutions was due to the fact that 
reaction 18 consumed all of the intermediate (occluded 
hydrogen in their theory) in the production of NO and 
NO2, leaving none for the generation of dihydrogen 
gas via reaction 17 (58). By increasing the rate of reac-
tion 16 for a given acid concentration, via an increase 
in the rate of electrolysis, they were able to provide 
sufficient intermediate for both reactions 17 and 18 to 
be observed simultaneously. 
! Likewise, Thomas E. Thorpe, in his 1882 study of 
the reduction of ferric salts with nascent hydrogen gen-
erated by various acid-metal systems, wrote (23, 62): 

Any condition which increases the rapidity of the evo-
lution of the hydrogen, without to an equal degree in-
creasing the chance of contact of the hydrogen-atom 
[i.e., the nascent intermediate,  Thorpe accepted the 
free-atom model] with the ferric sulphate, diminishes 
the proportion of hydrogen which does work as a re-
ducing agent.  By increasing the amount of free acid, 
we increase the rate at which the hydrogen is evolved, 
without to an equal degree increasing the molecular 
movement of the ferric sulphate,  and hence an in-
creased amount of hydrogen escapes ...  by keeping the 
amount of acid constant and heating the liquid, we 
increase the chances of contact between the ferric sul-
phate and hydrogen-atom, and accordingly obtain an 
increased reduction ...  By diluting the ferric sulfate   
solution the chances of contact between the hydrogen 
[atom) and ferric sulphate are of course diminished, 
and hence more of the hydrogen escapes in the free 
state. 

Thermodynamics versus Kinetics

Given that the active intermediate model requires an 
alteration in both the kinetics and thermodynamics of 
the reactions, the modern chemist cannot resist asking 
which of these factors is the most important in explain-
ing the enhanced reactivity of the nascent state. There 
were in fact proponents of both the thermodynamic and 
kinetic points of view during the 19th century, though 
both necessarily rejected the active intermediate mod-
els, which imply the simultaneous alteration of both. 
! In a series of papers and books published in the 
late 1860’s and 1870’s, the French thermochemist, Pi-
erre Eugene Marcelin Berthelot, argued that the nas-
cent state did not exist and that the phenomena usually 
attributed to its operation could be explained in terms 
of thermochemistry alone (14. 63). All of his examples 
in involved the use of the nascent state to explain the 
indirect synthesis, by means of displacement reactions, 
of endoenergetic compounds that could not be directly 
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synthesized from the elements themselves. A case in 
point is the synthesis of dichlorine oxide outlined ear-
lier in equations 9-12. The difference between the di-
rect synthesis and indirect synthesis, Berthelot argued, 
had nothing to do with nascent intermediates but was 
due to the fact that in the latter case the production of 
the unstable endothernic product (Cl2O)  was accompa-
nied by the simultaneous production of a highly exo-
thermic by-product (HgCl2) and this made the overall 
process exothermic and hence thermodynamically fa-
vorable. 
! In 1918 Alexander Smith pushed Berthelot’s ob-
servations on the imaginary role of the nascent state in 
indirect versus direct syntheses a step further, sarcasti-
cally remarking that (74): 

... since hydrogen and chlorine do not unite in the cold, 
when sulfuric acid and common salt give hydrogen 
chloride, to be consistent we must suppose that nascent 
hydrogen and nascent chlorine were formed and com-
bine. In other words, every union of two elements, 
other than direct union, must be explained by nascent 
action, although in double decomposition this logical 
necessity is uniformly overlooked. 

! Nevertheless, not everyone was satisfied by 
Berthelot’s approach. Adolphe Wurtz, for example, 
characterized Berthelot’s arguments as “useless,” 
largely because they were not mechanistic in nature 
and therefore failed to provide a “natural” explanation 
(17). More telling were the comments of Tommasi in 
1880 (64): 

M. Berthelot ... not long ago pretended that he was the 
first to give a rational theory of the nascent state ... But 
if you open these two volumes,  you will not be able to 
find a single sentence which makes one even suspect 
why nascent hydrogen is more active than ordinary 
hydrogen. 

In other words, though Berthelot had given a proper 
thermodynamic rationale of the indirect synthesis of 
endothermic compounds, these cases a represented 
questionable extensions of the nascent state concept in 
the first place, and he had completely ignored the com-
petitive gas-generating reactions which had originally 
given rise to the concept. 
! Indeed, the inappropriateness of Berthelot’s ra-
tionale in the case of these competitive systems be-
comes apparent if one evaluates the thermodynamics 
of most of the classic reduction reactions involving 
nascent hydrogen, for one quickly discovers that the 
corresponding reductions with normal dihydrogen gas 
are all thermodynamically feasible at room tempera-

ture. This is true, for example, of the reduction of chlo-
rate to chloride, nitrate to ammonia, diarsenic trioxide 
to arsine, nitrobenzene to aniline, iron (III) to iron (II), 
permanganate to manganese(II), etc. Thus our failure 
to observe these reactions must be kinetic rather than 
thermodynamic in nature, and a favorable change in 
the reaction kinetics is both necessary and sufficient to 
produce an observed reaction at room temperature. 
Though a change in mechanism may also alter (via 
coupling) the reaction thermodynamics, this is not a 
requirement. 
! The concept of a purely kinetic rationale of the 
nascent state brings us finally to our last model. This 
was proposed by Wilhelm Ostwald (figure 8) in 1902, 
almost as a passing thought, in his famous Lehrbuch 
(65). He pointed out that, when initially formed, small 
submicroscopic bubbles must be under enormous pres-
sure due to the high surface tension of the surrounding 
water. At molecular dimensions, a newly formed bub-
ble with a diameter of 10-1 cm would contain gas under 
a pressure of approximately 15,000 atmospheres, and 
this increased pressure, via the law of mass action, 
might well account for the enhanced reactivity of so-
called nascent hydrogen. Today we would also empha-
size the importance of the increased surface area be-
tween the smaller bubbles and the surrounding liquid. 
! This latter aspect was further pursued by the 
Greek chemist, Constantine Zenghelis, in a series of 
papers published between 1920 and 1921 (66-68). He 
created superfine gas bubbles by forcing gases through 
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fine filter paper or through dialysis membranes. When 
this was done in solutions of various reactants, he ob-
tained many of the reactions usually attributed to the 
nascent state. In the case of dihydrogen, these included 
the reduction of chlorate to chloride, nitrate to nitrite, 
and mercury(II) to mercury(I). In the case of mixtures 
of dihydrogen and dinitrogen, he obtained ammonia, 
and in the case of carbon dioxide, a variety of reduc-
tion products, including formaldehyde. Zenghelis con-
cluded that (68): 

We believe that on the basis of the preceding results we 
must reject the generally received hypothesis which 
attributes the considerable activity of certain gases in 
the nascent state to the excess energy of free atoms. On 
the contrary, we believe we have demonstrated that 
this activity is due to the extreme subdivision of the 
active masses in contact. 

Using this theory to account for the dependency of the 
activity of the nascent hydrogen on the nature of the 
metal-acid system used to generate it, would require 
that different metals nucleate different size bubbles, a 
factor that should, in turn, depend as much on the 
physical roughness of the surface as on the chemical 
nature of the metal itself. 
! Some anticipation of the kinetic rationale was al-
ready present in the occlusion theory. The enormous 
decrease in volume accompanying the occlusion of 
hydrogen in palladium had been noted by Thomas 
Graham as early as 1868 (69-71). Indeed, he calculated 
that the density of the hydrogen went from a value of 
0.0895 g/mL in the gas phase to a value of 0.733 g/mL 
in the metal. Chemists had long speculated that hydro-
gen was an analog of the alkali metals and, under this 
extreme condensation, Graham felt that it had in fact 
become a metal, for which he proposed the name hy-
drogenium. He also felt that the proper view of oc-
cluded hydrogen in palladium was that it was a metal-
lic alloy of palladium and hydrogenium. 
! The idea that the increased concentration of oc-
cluded hydrogen versus gaseous hydrogen was partly 
responsible for its increased activity was already hinted 
at in the statement from Gladstone and Tribe quoted 
earlier and a similar idea was suggested by Edward 
Willm in 1873 (72). This is, of course, a purely kinetic 
effect only if one assumes that the occluded hydrogen 
is still diatomic and does not chemically interact with 
the metal lattice – fine points on which the 19th cen-
tury chemist was understandably vague. 

Summary and Conclusions

Having come to the end of our historical survey, what 

can be said about the fate of the term “nascent state”? 
Despite its apparent renaissance among chemists in the 
field of chemical reaction dynamics, it is unlikely that 
the term will return to the introductory textbook. With 
the demise of the free-atom model, it no longer has 
value as a minor piece of evidence for the polyatomic 
nature of elemental molecules and, though one might 
argue that historically it represents one of the first sus-
tained attempts to deal with reaction mechanisms, its 
status as a well-defined concept in chemical kinetics is 
even more tenuous. 
! Our survey points to the fact that nascent activity 
is primarily a kinetic phenomenon and that it basically 
subsumes any change in reaction conditions that will 
favorably alter the kinetics of an otherwise thermody-
namically allowed reaction. The precise nature of this 
alteration may vary from one system to the next. Thus 
the occlusion or gas adsorption model seems best 
suited to describe nascent activity in the case of gases 
generated electrochemically or via heterogeneous reac-
tions in the liquid phase; the nonequilibrium model 
seems best suited to the vibrationally excited products 
formed in molecular cross-beam studies, and the gas 
bubble model for activation of absorbed gases in po-
rous carbon. In short, there is no single explanation of 
nascent activity and hence no well-defined nascent 
state. Even if one accepts the generalized active inter-
mediate model, the fact remains that similar active 
gases can be stored in platinum and porous carbon or 
produced by means of superfine bubbles and that the 
literal meaning of the term nascent no longer applies 
under these conditions. 
! It is of interest to compare these conclusions with 
those of earlier writers. In a memoir written in 1870, 
Henri Sainte-Claire Deville objected to the use of the 
term “state” in conjunction with a transient species 
which, by its very definition, could not be isolated and 
assigned definite properties (73). Muir, on the other 
hand, attempted to weigh both the pros and cons of the 
concept in his 1884 text (1): 

The term “nascent action” has probably been at once 
helpful and harmful to the progress of chemistry. By 
classing under a common name many phenomena that 
might otherwise have been lost in the vast mass of fact 
with which the science has to deal, the expression has, 
I think,  done good service; but in so far as its use has 
tended to prevent investigation – for it is always easier 
to say of any unusual reactions, “these are of nascent 
action” than to examine carefully into their course and 
conditions ... the use of the expression has,  I think, been 
unfavorable to the best interests of chemical science. 

Indeed, examples of its use as a chemical scapegoat are 
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not hard to find (78-79). 
! But it was Alexander Smith (figure 9), in the 1918 
edition of his popular Introduction to Inorganic Chem-
istry, who came closest to our own conclusion when he 
wrote (74): 

The term nascent hydrogen is used in different senses, 
in a very confusing way. (1) It may mean nascent, lit-
erally, that is newly born or liberated. (2) It is also 
used to mean different-from-ordinary, or, in fact, an 
allotropic form of hydrogen.  (3) It is often used to 
mean one particular allotrope, namely, atomic hydro-
gen. (4) It is used ... to mean hydrogen activated by 
contact with a metal. (5) Finally, its activity is ex-
plained as being due to the larger amount of free en-
ergy contained in zinc plus acid plus reducing agent, 
as compared with the free energy contained in free   
hydrogen plus reducing agent ...  The word nascent is, 
of course, a misnomer, excepting in connection with 
[usage] 1. 

! Finally, in closing, we might briefly note a positive 
example of the use of the nascent state concept. In 
1882 the German chemist, Moritz Traube, successfully 
used it to unravel the structure of hydrogen peroxide 
(75-76). Previous to his work chemists had viewed this 
compound as oxygenated water. In contrast, Traube 
insisted that it “was not an oxidation product of water 
... but rather a compound of an undamaged molecule of 
oxygen with two added hydrogen atoms.” This he 
proved by comparing the products obtained by passing 
dihydrogen gas over nascent oxygen generated at the 
anode, via the electrolysis of water, with those ob-
tained by passing dioxygen gas over nascent hydrogen 
generated at the cathode. Assuming the free-atom in-
terpretation of the nascent state, Traube reasoned that, 
if the traditional view of hydrogen peroxide was cor-
rect, then it should be produced at the anode via the 
reaction: 

H2 + 2O  !  H2O2 !                                        [20] 

whereas if his interpretation was correct, it should be 
produced at the cathode via the reaction: 

O2  +  2H  ! H2O2! !                         [21]

In fact, only water was produced at the anode, whereas 
a small amount of hydrogen peroxide was formed at 
the cathode, thus both verifying Traube’s hypothesis 
and providing a sobering reminder of how incorrect 
assumptions (i.e., the free-atom interpretation of the 
nascent state) can sometimes lead to correct results. 
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Update

In preparing a new reprint of this paper, I have taken 
the liberty of adding section headers, as well as several 
new illustrations taken from the Oesper Collections at 
the University of Cincinnati. I have also since discovered
evidence that most reductions attributed to nascent  
hydrogen generated in acid-metal systems are due to 
the metal and that the H2 generation is merely a com-
peting side-reaction. !
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On a recent speaking trip to Ohio University, my host 
showed me a clipping from a local newspaper describ-
ing a new food product called Heater Meals, which 
was being test-marketed in the Cincinnati area. Ac-
cording to the clipping, these packaged meals came 
complete with their own “stove” inside:

The stove has a patented food heater made of salt, 
iron, and magnesium. When salt water is added, it 
causes the iron and magnesium to produce heat and to 
thoroughly heat your meal!

Salt, iron and magnesium were just too good a combi-
nation for an inorganic chemist to resist and, on return-
ing to Cincinnati, I purchased several of these meals in 
order to explore the chemistry of their “inorganic 
stoves.”  This chemistry turns out to involve a very 
clever use of elementary thermodynamics, kinetics, 
and inorganic electrochemistry.
! Since this chemistry is easily understood by the 
average chemistry major, investigation of this product 
can serve as a stimulating undergraduate research pro-
ject. For this reason, rather than simply summarizing 
what is in the patent literature, I have instead outlined 
my own course of investigation in order to illustrate 
what one can reasonably expect a good student to un-
cover by means of a few simple observations, test tube 
experiments, and access to a good technical library.

The Product

The product consists of box containing a sealed food 
pouch which fits into a styrofoam tray (figure 1). At-
tached to the bottom of this tray is a large porous 
packet or “tea bag” which contains the heater element. 
There is also a plastic knife and fork, a napkin, and a 
packet of salt water. To operate the stove, one pours the 
salt water into the tray and places the food pouch on 
top of the tea bag. One then slides the unit back into its 
box and 14 minutes later removes a fully heated meal.

The Role of the Magnesium

Use of a low-power binocular microscope to examine 
the heater element contained in the tea bag reveals that 

it consists of chunks of a silvery metal dispersed in a 
matrix of partly-fused translucent spheres. Addition of 
the salt water to about half of a heater element placed 
in a shallow glass dish results in immediate reaction. 
There is violent effervescence, followed within sec-
onds by rapid heating and the evolution of steam. The 
gas bubbles are flammable and can be ignited with a 
match, provided that this is done before too much 
steam accumulates. Examination of the heater element 
after the reaction ceases shows that the matrix of 
partly-fused translucent spheres has remained intact 
but that the chunks of silvery metal have either disap-
peared or have become coated with a white reaction 
product.
! All of these observations are consistent with the 
hypothesis that the water oxidation of magnesium 
metal is the source of energy for the heater element:

Mg(s) + 2H2O(l) ! Mg(OH)2(s) + H2(g) !             [1]

The observed white reaction product obviously corre-
sponds to the magnesium dihydroxide and the flamma-
ble gas to the dihydrogen, whereas the translucent 
spheres correspond to some kind of inert material used 
to disperse the metal reactant and to retain most of the 
solid reaction products. Reaction 1 has an enthalpy 
value of -352.96 kJ/ mol rx at STP – more than suffi-
cient to account for the observed heat evolution (1).
! Reaction 1 may be profitably compared with the 
reaction between sodium metal and water, which is   
often used as a chemical demonstration, and is nor-
mally considered to be an archetypical example of an 
energetically violent chemical reaction:
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2Na(s) + 2H2O(1) ! 2Na(aq)+ + 2OH(aq)- + H2(g)  [2]

This reaction has an enthalpy value of -367.52 kJ/mol 
rx or nearly the same as reaction 1. Indeed, if one cal-
culates enthalpies per mole of metal rather than per 
mole of reaction, then the water oxidation of magne-
sium metal is almost twice as exothermic as the corre-
sponding reaction for sodium (-352.96 kJ/mol Mg ver-
sus -183.76 kJ/mol Na).
! For students taking an inorganic course, this com-
parison between magnesium and sodium can be taken a 
step further using the cycle in figure 2 to evaluate both 
their free energies of oxidation and their oxidation po-
tentials. The free energy of oxidation (!Gox), corre-
sponding to the general equation:

M(s) ! M(aq)z+ + ze-!                                          [3]

can be decomposed, in keeping with the cycle in figure 
2, into the sum of the free energies of atomization 
(!Ga ), ionization (!Gi), and solvation (!Gsolv):

!Gox = !Ga + !Gi + !Gsolv!                           [4]
! ! !
The values for each of these terms, using the data of 
Sanderson, are given in Table 1, and result in an over-
all value of AGo for magnesium nearly two and a half 
times that of sodium (2). However, when these values 
are converted into oxidation potentials by conversion 
into volts, normalization relative to the moles of elec-
trons involved, and subtraction from the value obtained 
for dihydrogen gas using the same cycle:

Eox = !Gox[H2]/zF - !Gox[M]/zF                               [5]

Eox = 4.44V - !Gox[M])/zF!                           [6]

one again obtains a near equality in the final overall 
result, as shown in the last column of table 1.

The Role of the Sodium Chloride

If students attempt to confirm the above conclusions, 
they will be rapidly disappointed. Despite the similar-
ity in both their enthalpy values and oxidation poten-
tials, sodium will give the expected violent reaction on 
contact with water, whereas magnesium will not. Only 
by strongly heating magnesium in steam is it possible 
to observe the reaction in equation 1 (3). Indeed, a de-
tailed study of the reaction between magnesium and 
water at room temperature, made by Roberts and 
Brown at the turn of the century, concluded that, even 
after several weeks (4):

magnesium is without action on distilled water, boiled 
to free it from gases and carefully cooled out of contact 
with air.

! Since thermodynamic calculations show that reac-
tion 1 is extremely favorable at STP, failure to observe 
the reaction must be due to kinetic inhibition of some 
sort, and one does not need to look far for the probable 
cause. It has long been known that many metals which 
should react with water or spontaneously oxidize on 
contact with air do not do so because the resulting hy-
droxides and oxides formed in the initial stages of the 
reaction form a coherent film on the remaining metal 
and thus protect it from further attack. This phenome-
non is referred to as “passivity” in the corrosion litera-
ture. As Ulick Evans observed in his 1926 volume on 
The Corrosion of Metals (5):

The only metals that react rapidly with pure water are 
those which have soluble hydroxides.

Inspection of the states in equations 1 and 2 shows that 
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Figure 2.  A thermodynamic cycle for the calculation of !Gox  
for a given metal M.

Table 1. Thermodynamic data for the evaluation of the values 
of !Gox and Eox for sodium and magnesium. All values of 
!G are kJ mol-1 and all values of Eox are in volts.



they represent a classic example of the situation sum-
marized by Evans. Magnesium dihydroxide is insolu-
ble in water and blocks further reaction with the mag-
nesium metal, whereas sodium hydroxide is soluble 
and does not inhibit continuous reaction between water 
and the metal surface.
! Not only is insolubility a necessary condition for 
inducing passivity, the reaction product (p) must also 
have a unit volume (V/N) equal to or greater than that 
of the metal (m):

(V/N)p/(V/N)m  " 1#                                                       [7]

otherwise an insufficient volume of product will be 
formed to replace the volume of metal that has reacted 
and thus produce a complete and coherent coating on 
the remaining metal. From dimensional analysis, it is 
apparent that the unit volume of a substance, usually 
measured in units of milliliters per mole, is equal to its 
unit mass (M/N), measured in units of grams per mole, 
divided by its mass density (M/V), measured in units of 
grams per milliliter:

(V/N) = (M/N)(V/M)!                                          [8]

(where V = volume, N = particle population, M = mass) 
and thus that the ratio of the molar volume of the prod-
uct to the molar volume of the metal is the ratio of their 
respective molar masses multiplied by the inverse ratio 
of their respective mass densities:

(V/N)p/(V/N)m = [(M/N)p/(M/N)m][(M/V)m/(M/V)p]    [9]

! The necessary data for magnesium metal and mag-
nesium dihydroxide can be found in the Handbook of 
Chemistry and Physics and shows that a sufficient vol-
ume of magnesium dihydroxide is formed to provide 
more than complete coverage of the remaining magne-
sium metal:

(V/N)Mg(OH)2/(V/N)Mg = 1.77!                         [10]

! It should be further noted that the condition in 
equation 7 is necessary but not sufficient for inducing 
passivity. The resulting solid product, though of suffi-
cient volume, may conduct ions or electrons well 
enough to allow the reaction to continue or it may be 
mechanically faulty due to cracking or flaking and so 
fail to completely protect the underlying metal surface. 
In the case of magnesium, X-ray diffraction studies of 
the surface have confirmed that crystalline magnesium 
dihydroxide or “brucite” is formed during the immer-
sion of pure magnesium in degassed distilled water and 
that the resulting film is “highly protective” (6).
! However, it has also long been known that neutral 
solutions of the chloride ion cause magnesium metal to 
react with water at an observable rate at STP. Most of 
the paper by Roberts and Brown, quoted earlier, was 
devoted to a study of this phenomenon, and it has been 
the focus of much of the corrosion literature on magne-
sium metal because it severely limits the use of magne-
sium and its alloys in the presence of sea water. As 
Evans noted in 1926 (5):

Magnesium, although scarcely affected by pure water, 
causes marked evolution of hydrogen when immersed 
in a solution of potassium chloride ...  a film on an an-
ode usually soon ceases to be protective if a small 
amount of a soluble chloride is added to the solution ... 
What is quite certain is that the presence of chlorides 
in solutions tends to prevent the formation of a protec-
tive type of film on an anode.

# Just how the chloride ion destroys the passivity of 
the magnesium dihydroxide film is still open to inves-
tigation. What is known is that the infinitely extended 
6/3 layer structure of magnesium dihydroxide (figure 
3) is highly susceptible to substitution of the hydroxide 
ions by chloride ions, leading to the formation of a 
variety of complex chlorohydroxides (Table 2), some 
of which (e.g., Mg3(OH)5Cl•xH2O) have actually been 
detected on the surface of magnesium metal that has 
been exposed to chloride solutions (6-8). Whether the 
structural changes accompanying chloride substitution 
in the brucite layer result in the layer failing mechani-
cally or whether the resulting chlorohydroxides pro-
vide better ionic and/or electronic conductivity and 
hence lower overpotentials for dihydrogen discharge is 
still unknown. All that is certain is that the sodium 
chloride used in the Heater-Meals' “stove” functions 
kinetically to reduce the activation barrier for reaction 
1, and that it does this by inhibiting the ability of the 
magnesium dihydroxide reaction product to form a 
passive coating on the magnesium metal.
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Figure 3. A coordinated polyhedra model  of the infinitely  
extended 6/3 layers found in magnesium dihydroxide (8).



The Role of the Iron

If students place a freshly-cleaned strip of magnesium 
metal in a neutral sodium chloride solution, they will 
observe the formation of dihydrogen gas bubbles on its 
surface, but at a rate far too slow to provide a practical 
heat source. Indeed, the magnesium soon becomes 
coated with fine bubbles of dihydrogen gas which 
block further reaction. This slow rate indicates the 
presence of a high activation energy or overpotential 
for hydrogen discharge at magnesium even in the ab-
sence of a coherent protective film of magnesium di-
hydroxide.
! This problem can be eliminated by placing the 
magnesium in contact with a metal having a lower 
overpotential for hydrogen discharge, such as plati-
num, palladium, gold, copper, cobalt, nickel, or iron –
of which iron is obviously the metal of choice from an 
economic point of view. The sites for the oxidation and 
reduction half-reactions are now spatially separated. 
Magnesium continues to oxidize to Mg2+ at the magne-
sium surface, whereas the water is now reduced to di-
hydrogen gas at the iron surface. This process is called 
galvanic corrosion or electrocatalysis. Figure 4, which 
is taken from the 1957 edition of Pauling's famous 
textbook, illustrates a simple classroom demonstration 
of the electrocatalysis of the Zn/H3O+ redox reaction 
using platinum or copper metal, whereas figure 5 
graphically summarizes the electrocatalytic effects of 
various metals on the rate of magnesium corrosion in a 
3% salt solution (9-10). Note that iron is so effective, 
that it drives the corrosion rate vertically off the graph.
! There is a vast literature dealing with the question 
of the electrochemical reduction of hydrogen at metal 
surfaces. Attempts have been made to correlate the 
ability of a given metal to lower the overpotential for 
dihydrogen discharge with the energy of hydrogen    
adsorption on its surface. A plot of the energy of hy-
drogen adsorption versus the rate of dihydrogen evolu-

tion (measured as the log of the exchange current i0) is 
shown in figure 6 for various metals. As can be seen, 
they fall into two groups, depending on whether the 
adsorption or desorption step for hydrogen reduction is 
rate limiting:

Adsorption:

e- + M(s) + H3O(aq)+ !  MH(s) + H2O(l)!           [11]

Desorption:

e- + MH(s) + H3O(aq)+ !  M(s) + H2(g) + H2O(l)  [12]

For most metals (Pt-Al), including iron, the desorption 
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Table 2. The composition and structure of magnesium dihy-
droxide or brucite and of various magnesium chorohydroxides 
formed by substitution of the hydroxide ion by  chloride ion. 
For background on the crystal  coordination formulas used in 
the last column, see reference 22.

Figure 5. The electrocatalytic effect of various metals on the 
rate (measured in milligrams per decimeter per day) of mag-
nesium corrosion in a 3% salt solution (10).

Figure 4. Electrocataysis of the Zn/H3O+ redox reaction using 
platinum or copper metal. (Left) The zinc strip reacts with the 
H3O+ ion to produce dihydrogen gas, which coats the metal 
and slows the rate of reaction. (Right) On touching the plati-
num strip to the zinc strip, the reduction of the H3O+ ions is 
transferred to the platinum surface, which has a lower overpo-
tential, while oxidation of the zinc continues unimpeded at the 
zinc surface. 



step in equation 12 is rate limiting, and the rate of dis-
charge decreases with increasing adsorption energy. 
For Pb, Hg, Cd, and Tl the adsorption step in equation 
11 appears to be rate limiting, and the rate of discharge 
increases with increasing adsorption energy (11).
! If one touches an iron wire to a strip of clean mag-
nesium metal in a neutral salt solution, there is an im-
mediate enhancement of the rate of dihydrogen evolu-
tion, though it is still nowhere near what is observed 
for the heater element. Increasing surface area by using 
magnesium turnings and iron filings, magnesium pow-
der and iron powder, etc. leads to a further enhance-
ment of the rate, but again does not come close to re-
producing the violence of the heater element reaction. 
Obviously increasing the surface area of the solid reac-
tants is the final key to increasing the rate of reaction 1 
to the point where the rate of heat evolution results in a 
workable heater element.
! As noted earlier, examination of the heater ele-
ment under a low-power binocular microscope shows 
small chunks of only one kind of metal. Nothing that 
can identified as separate pieces of iron is visible. This 
fact, coupled with the observation that the silvery 
metal has a slight gold- or bronze-like cast to it, sug-
gested the possibility that the iron had been plated unto 
the magnesium by momentarily dipping the magne-
sium in a solution of an iron (II) salt, a reaction having 
a favorable net E° value of 1.93 V:

Mg(s) + Fe(aq)2+ !  Fe(s) + Mg(aq)2+!           [13]

! This idea was inspired by the classic work of 
Gladstone and Tribe, who in 1878 had shown that the 
reducing properties of zinc were greatly enhanced by 
first dipping it in a copper sulfate solution into order to 

plate small microregions of copper onto its surface (12-
13). Here again the net E° value of 1.10V is quite fa-
vorable:

Zn(s) + Cu(aq)2+ !   Cu(s) + Zn(aq)2+!           [14]

Gladestone and Tribe explicitly recognized that the 
resulting “copper-zinc couple,” as they called it, was a 
micro-example of galvanically enhanced dihydrogen 
generation paralleling the macro-example shown in 
figure 4, and, indeed, their reduction couple still finds 
use as a reducing agent in organic chemistry (14). 
Though the resulting iron-plated magnesium certainly 
displays enhanced dihydrogen evolution in salt water, 
the effect is again insufficient to account for the rates 
observed for the heater element (15).

The Patents

It was now time to check our results against the patent 
literature. The number listed on the “tea bag” contain-
ing the heater element was for a 1985 patent entitled 
“Flexible Electrochemical Heater” (16). This describes 
a method for making portable heating elements by 
pressureless sintering of mixtures of a “supercorrod-
ing” powdered alloy of magnesium and iron with 
UHMW polyethylene powders in a mold for 20 min-
utes at 168°C. The resulting heating elements can be 
made in any shape or size. The polyethylene matrix  
determines not only the shape and size of the heater 
element, it also serves to regulate both the density of 
alloy dispersal and the rate of salt water uptake, as well 
as acting as a containment system for the solid waste 
products.                                                                    !
! The sintered polyethylene obviously accounts for 
the partly-fused translucent spheres that we observed 
under the microscope. As for the super-corroding alloy, 
this was described as containing 5 atom % iron and as 
reacting with the salt water to generate heat and dihy-
drogen gas. It was also suggested that the thermal out-
put of the heater element could be increased by dis-
persing chemicals, such as a MnO2/Pd/C mixture, in 
the matrix in order to catalyze the air oxidation of the 
dihydrogen gas generated by the alloy-salt water reac-
tion.
! Mention of a 5 atom % iron alloy of magnesium 
was initially puzzling as examination of the phase dia-
gram for the magnesium-iron system revealed that the 
two metals are virtually insoluble in one another (17-
18). A possible eutectic may exist between 0.0065 and 
0.013 atom % iron, but even at 1200°C iron is soluble 
only to the extent of 0.37 atom %. This puzzlement 
turned out to be based on an incorrect definition of an 
alloy. Most chemists I have polled, seem, like myself, 
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Figure 6. The correlation between the energy of hydrogen    
surface adsorption and the rate of hydrogen discharge (meas-
ured as log i0) for various metal electrodes (11).



to be under the false impression that an alloy must be a 
solid solution. As it turns out, it may in fact be a het-
erogeneous micromixture which only appears homo-
geneous to the unaided eye. As defined by a well-
known chemical dictionary (19):

Alloys are to be regarded as mixtures of metals rather 
than as compounds, although often metallic compounds 
are present in the mixture and may crystallize out; some 
alloys are solid solutions of one metal in  another, others 
are mixtures of mutually insoluble metals.

! The first patent led, in turn, to a 1981 patent enti-
tled “Supercorroding Galvanic Cell Alloys for Genera-
tion of Heat and Gas” (20). This revealed that the 
magnesium-iron alloy is indeed a micromixture made 
by blending the proper ratio of the metallic powders in 
a high-energy steel ball mill by “repeated flattening, 
fracturing and welding of the metal constituents.” Ac-
cording to the patent, during the milling process:

The energy of the impact of the colliding steel balls, 
with particles trapped between them, creates atomi-
cally clean particle surfaces. When these clean sur-
faces come in contact during collisions, they cold-weld 
together. An inert atmosphere in the mill prevents re-
oxidation on the clean surfaces.  This also avoids oxide 
coatings on the particle surfaces which reduce cell   
reaction.

The resulting alloy particles are between 80 and 100 
mesh in size and consist of isolated iron particles of the 
order of 30 microns embedded in a surrounding mag-
nesium matrix – an elegant solution to the problem of 
maximizing the area of surface contact between the 
two metals.

Summary

In summary, the water oxidation of magnesium metal 
is the thermodynamic source of the heat for the Hea-
terMeal stove, with magnesium dihydroxide and dihy-
drogen gas as the immediate products. The sodium 
chloride or salt serves to kinetically enhance the rate of 
oxidation by preventing the formation of a coherent 
protective film of magnesium dihydroxide on the mag-
nesium metal. The iron serves to kinetically enhance 
the rate of reaction by providing an alternative surface 
of low overpotential for the reduction and discharge of 
the dihydrogen gas.

Further Possibilities

A.! Students investigating the chemistry of the Heater-

Meal stove may further wish to determine the average 
volume of dihydrogen gas produced per heater ele-
ment, use Graham’s law of diffusion to approximate its 
rate of dispersal compared to an equal volume of natu-
ral gas, and discuss the bearing of this result on the use 
of the stove in open versus closed environments.

B.! In June of 1997 the local television news in Cin-
cinnati reported that the fire department had been 
called out in response to a carbon monoxide detector 
which had been set off by someone using a Heater-
Meal stove. The broadcast showed a fireman pointing 
his electronic carbon monoxide detector at an operat-
ing HeaterMeal packet and declaring that it was “giv-
ing off incredible amounts of carbon monoxide,” 
which was, of course, not true. Students may wish to 
look into the mechanism behind such detectors and 
why they are unable to discriminate between dihydro-
gen gas and carbon monoxide gas. It is also interesting 
to note that this is not the first time that these two gases 
have been confused. In the mid-18th century they were 
referred to as light and heavy inflammable air, respec-
tively. It was Lavoisier who first showed that they were 
not simply varieties of one substance, but rather that 
heavy inflammable air was really an oxide of carbon (21).
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I welcome the recent article by Rosenberg and Klotz 
(1) summarizing the advantages of using the Planck 
function (Y)  as an alternative to the Gibbs free-energy 
function (G) in discussing chemical equilibrium. I have 
used a slight modification of the Planck function in my 
classes for the last 20 years. I call this modification the 
“reaction feasibility” function (F). It is defined as:

F = -(!G/!")/RT = 
                    -#H°/RT + #S°/R - lnQ  = F° - lnQ     [1]

where " is the well-known extent of reaction parameter 
of De Donder (2) and Q is the activity quotient for the 
reaction in question at any given value of ":

Q = $pav/$rav!                                                        [2]

At equilibrium F = 0. Consequently:

F° = lnQeq  or   Qeq = e F°!                                          [3]

where the equilibrium value of the activity quotient 
(Qeq) is the same as the equilibrium constant K.
! Obviously the reaction feasibility is related to the 
Planck function by the equation:

F = -(!Y/!")/R!                                                        [4]

In addition to the merits possessed by the Planck func-
tion, the reaction feasibility function has the further 
advantage of being a dimensionless number whose 
numerical value is independent of the units used to 
measure the component standard enthalpy and entropy 
changes (assuming, of course, that one divides by the 
appropriate value of the gas constant R).

The name “feasibility” was chosen in order to avoid 
the kinetic overtones inherent in the use of such terms 
as “spontaneous” and “spontaneity,” which often sug-
gest to the student the incorrect idea of an instantane-
ous, if not explosive, change. In the applying the func-

tion, we are merely assessing whether the reaction in 
question is possible or feasible. If the answer is no (F 
< 0), we need inquire no further. If the answer is yes 
(F > 0), we then need to ask the further question of 
how fast the reaction will occur, which is, of course, a 
problem for chemical kinetics rather than thermody-
namics. Describing a feasible, but otherwise kineti-
cally inert, reaction as "spontaneous" obviously does 
violence to the everyday meaning commonly attached 
to this word.

One disadvantage of both the Planck function and 
the reaction feasibility function becomes apparent 
when one attempts to interface them with our current 
models of chemical kinetics. While it seems natural to 
think of a reaction as having to surmount an activation 
barrier, characterized by a free energy of activation, 
the alternative picture of the reaction as having to 
climb out of a “feasibility hole” is much less appealing 
and far less intuitive.

In passing, it should by noted that the reaction fea-
sibility is also related to the De Donder affinity func-
tion (A) by the relation (2, 3):

F = A/RT !                                                        [5]
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I would like to make four points supplementing the  
recent article by Alper on the Gibbs phase rule (1).
! First: All of the examples discussed by Alper may 
be elegantly incorporated within the phase rule by re-
placing the conventional form of the rule:

f = c + 2 - p!                                                        [1]

with an expanded form:

f = (s + 2) - (p + e + r)!                                          [2]

in which s stands for the number of chemical species 
(or  constituents, in Alper’s terminology), e is the num-
ber of independent equilibrated chemical reactions 
involving these species, and r is the number of addi-
tional independent stoichiometric restraints interrelat-
ing their concentrations or activities beyond the re-
quirement that the mole fractions in each phase must 
sum to 1. Most of the examples discussed by Alper   
involve the temperature and pressure dependency of p, 
e, and r in the above expression.
! Equation 2 has obviously been obtained by replac-
ing the number of components (c) in the conventional 
form of the phase rule with the expression:

c = s - e - r!                                                        [3]

This expansion was apparently first suggested by Wind 
in 1899 (2). Since then it has been repeatedly proposed 
in the literature with minor variations, starting with 
Richards in 1916 (3), and again with De Donder in 
1920 (4), Jouguet in 1921 (5), Van Rysselberghe in 
1932 (6), Bowden in 1938 (7), and Franzen in 1986 
(8). It has appeared in several books on the phase rule 
and on thermodynamics in general (9-14), the most 
thorough discussion being that given by de Heer in his 
1986 monograph (15). Since then, an increasing num-
ber of physical chemistry textbooks have also con-
tained discussions of the expanded rule, including sev-
eral of those referenced by Alper.
! Second: Setting the value of the number of ther-
modynamic intensities or field variables (v) at a value 
of 2 (i.e., for temperature and pressure alone), as is 
done in the conventional formulation, actually repre-
sents a special case of the rule. A truly general state-
ment of the phase rule requires that this parameter be 

left as a variable whose value is to be assigned ac-
cording to the nature of the system being described (3, 
16, 21, 22). Thus the fully generalized form of equa-
tion 2 should be written as:

f = (s + v) - (p + e + r)!                                          [4]

! This is not only necessitated by relatively esoteric 
systems in which the state of the system is sensitive to 
magnetic or electric fields, for example, but also occurs 
in more common situations. Thus introductory text-
books on ceramics (17), metallurgy (18), materials 
science (19)  and geochemistry (20) all make use of the 
so-called reduced, condensed, or “isobaric” phase rule:

f = (s + 1) - (p + e + r)!                                          [5]

in which the number of field variables has been re-
duced from 2 to 1 (temperature only) due to the ab-
sence of volatile  species in most of the phase diagrams 
of interest in these fields. Expansion of the number of 
variables from 2 to 3 occurs in the fields of colloid 
chemistry and surface chemistry due to the increased 
importance of surface tension as a variable (21-23):

f = (s + 3) - (p + e + r)!                                          [6]

and Bikerman has discussed the case of the variation of 
the vapor pressure of small bubbles of liquids with size 
from the same standpoint, using the curvature of the 
bubble as the third variable (24).
! Third: There has long been a debate as to whether 
or not the phase rule needs to be even further modified 
when dealing with systems involving optical enanti-
omers (25). Opinion on this issue remains divided. 
Scott (26) and Wheeler (27) have both proposed modi-
fications, whereas others seem to feel that they are un-
necessary (28).
! Fourth: There is a pedagogical issue involved in 
the continued preoccupation with having students do 
problems in which they are expected assign the number 
of phases and components ahead of time in order to 
calculate or predict the degrees of freedom for the sys-
tem. As pointed out by Ricci almost 50 years ago (28), 
and more recently by Bent and Bent (29), this is really 
a case of putting the cart before the horse, since in ac-
tual applications of the phase rule one experimentally 
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determines f and p and then proceeds to calculate c, 
rather than the other way around. Ricci was not par-
ticularly impressed with the expanded phase rule, argu-
ing that it merely transferred the problem of determin-
ing the number of independent compositional variables 
from the component term (c)  to the equilibrated reac-
tion term (e). Richards, on the other hand, argued that 
this was precisely its virtue (3), since it is really the 
value of e rather than c that one is attempting to calcu-
late from experiment or, in the words of Bent and Bent, 
the number of “active tendencies” versus the number 
of “passive resistances” present in the system.
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I would like to make several observations supplement-
ing and supporting the recent article by Frank Lambert 
on entropy as energy dissipation, since this is an ap-
proach which I have also used for many years when 
teaching a qualitative version of the entropy concept to 
students of general and introductory inorganic chemis-
try (1).

I begin with the everyday interconversion of poten-
tial and kinetic energy as exemplified by either a 
bouncing ball or an oscillating pendulum:

Potential Energy ! Kinetic Energy                                    [1]

According to classical mechanics, this interconversion 
is totally reversible and the ball should go on bouncing 
and the pendulum oscillating forever. The reason this 
does not happen, of course, is because once the poten-
tial energy is converted into kinetic energy, the kinetic 
energy is increasingly dispersed and it is the lower 
probability of this dispersed kinetic energy reconcen-
trating into the coordinated motion of the ball or pen-
dulum as a whole that ultimately introduces a direc-
tionality into the process:

Potential Energy  !  Kinetic Energy !
                                       Dispersed Kinetic Energy   [2]                                       

The point here being that it is not just energy in general 
that is dissipated, but rather kinetic energy or energy of 
motion (whether translational, rotational, or vibra-
tional).

This dissipation, dispersion, dilution, or spreading 
of the kinetic energy need not, however, necessarily 
correspond to a spreading in space or to a division 
among a greater number of moving particles, though 
these are possible mechanisms. A more general con-
cept of dilution is required based on the fact that all  
kinetic energy is quantized, even in the case of macro-
scopic bodies in which the quantum spacings are small 
enough to approximate a continuum. It is the number 
of available quantum levels, or storage modes, to use 
Leff’s terminology (2), used to store a given amount 
kinetic energy that determines its degree of dilution or 
dissipation, and this, in turn, depends on the masses of 
the moving particles (whether colloids, micelles, mole-
cules, atoms or even, on occasion, electrons and nu-

celons)  and on the number of constraints on their mo-
tion. These constraints may correspond to:

1.! Constraints on the number of independently mov-
ing particles; i.e. on whether the particles must move 
as an aggregate or can move separately.

2.! Constraints on the direction of motion.

3.! Constraints on the volume in which the motion is 
executed.

The relevance of the above factors in determining 
the spacing and degeneracy of the quantum levels is 
most easily demonstrated using the simple “particle in 
a box” model found in most introductory treatments of 
quantum mechanics. The fewer the number of con-
straints on a system’s motion, the smaller the energy 
spacing between quantum levels, and the greater the 
dilution or dissipation of the kinetic energy. In short, 
the fewer the constraints on how and where the com-
ponent particles can move, the greater the entropy. The 
extent to which the mixing or disorder views of en-
tropy, criticized by Lambert in earlier articles (3, 4), 
are or are not misleading depends on the extent to 
which they do or do not parallel changes in these con-
straints (5). This simple correlation between entropy 
and constraint of motion also allows one to rationalize 
the qualitative rules for predicting the net sign of die 
entropy change in simple chemical reactions given by 
Sanderson for use in introductory chemistry courses (6).

The above approach is based on a fusion of the   
energy dissipation approach to the second law first 
pioneered by Lord Kelvin in 1852 (7) and widely used 
in late 19th-century American and British textbooks 
(8), with the insights since provided by quantum me-
chanics and elementary statistical mechanics, as so 
aptly summarized in the introductory texts by Nash 
and Bent (9, 10). Indeed, it is interesting to note that 
the first of these three ingredients formed the basis of 
the first English-language monograph to deal specifi-
cally with chemical thermodynamics, as distinct from 
the more limited field of thermochemistry. The book in 
question was published in 1885 by George Downing 
Liveing (1827-1924) of Cambridge University and 
bore the title, Chemical Equilibrium the Result of the 
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Dissipation of Energy (10).
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Update

Since writing this note, I have come across the follow-
ing relevant quote from the monograph on entropy by 
K. G. Denbigh and J. S. Denbigh (Entropy in Relation 
to Incomplete Knowledge, Cambridge University Press: 
Cambridge, 1985, p. 44):
 
If a verbal interpretation of entropy is required, a far 
more reliable one is to be found in the notion of 
“spread,” as used by Guggenheim.  An increase in en-
tropy may be said to correspond to a “spreading” of 
the system over a large number (W) of occupied quan-
tum states. Alternatively one might say that entropy is a 
measure of the extent to which the system in question is 
unconstrained: the less constrained it is,  the greater is 
the number of accessible quantum states for given val-
ues of those constraints. 
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Question

Why is the universal gas constant in PV = nRT  repre-
sented by the letter R?

Donald R. Paulson
Department of Chemistry
California State University
Los Angles, CA 90032

Answer 

This is best answered by tracing the origins of the ideal 
gas law itself. One of the first persons to combine 
Boyle’s law (1662) relating volume and pressure and 
Gay-Lussac’s law (1802)  relating volume and tempera-
ture in a single equation appears to have been the 
French engineer, Benoit-Paul Emile Clapeyron (1799-
1864). In his famous memoir of 1834 on the Carnot 
cycle, he wrote the combined equation as (1): 

pv = R(267 + t)                                                          [1] 

where t is the temperature in degrees centigrade. In 
1850, the German physicist, Rudolf Clausius (1822-
1888), using the experimental data of the French chem-
ist, Henri Victor Regnault (figure 1), reevaluated the 
constant inside the parentheses and rewrote the equa-
tion as (2): 

pv = R(273 + t)                                                          [2] 

and in 1864 he further simplified it by substituting the 
absolute temperature T in place of the (273 + t) term 
(3): 

pv = RT                                                                      [3] 

! Being French, Clapeyron had attributed the 
volume-pressure law to the French scientist, Edmé 
Mariotte (1620-1684), rather than to Robert Boyle, and 
Clausius did not question this choice. Indeed, he ex-
plicitly proposed that the combined equation be called 
the Mariotte-Gay-Lussac law or the M-G law for short. 
! Both Clapeyron and Clausius had used the volume 

per unit mass of gas (v = V/M)  rather than the volume 
per mole of gas (u = V/N) in their equations. This 
meant that their gas constant R was not universal for all 
gases but was rather a specific constant whose value 
varied from one gas to another and was, as Clausius 
noted, roughly inversely proportional to the density (d) 
of the gas in question (4). The first person to convert 
the specific constant of Clapeyron and Clausius into a 
universal gas constant appears to have been Clausius’ 
student, the German chemist, August F. Horstmann 
(1842-1929), who rewrote the gas law in 1873 as (5): 

up = RT                                                                      [6]

where p and T have their earlier meaning but u is “the 
volume of a molecular weight [i.e. mole] of the gas” 
and “R is the constant for the G-M law with regard to 
the molecular [i.e. molar] volume.” 
! So why did Clapeyron choose the letter R for the 
constant in his gas law? The fact is that he doesn’t ex-
plicitly tell us why and we are left with two speculative 
answers: (a) it was arbitrary or (b) it stood for ratio or 
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one of its French equivalents: raison or rapport, since 
Clapeyron noted that the value of R for each gas was 
obtained by evaluating the constancy of the ratio 
pv/(267 + t) over a range of pressures and tempera-
tures, a point also emphasized by Clausius using the 
revised ratio pv/(273 + t). 
! Given IUPAC’s penchant for naming constants 
after famous scientists, this suggests that it might not 
be inappropriate to name R in honor of Regnault whose 
accurate experimental data was used by Clausius not 
only to correct the conversion factor between the cen-
tigrade and absolute temperature scales but also to 
evaluate the value of R using the above ratio (6). It is 
also interesting to note that Clausius was aware that 
Regnault’s data clearly showed that (2): 

... the more distant, as regards pressure and tempera-
ture, a gas is from its point of condensation the more 
correct will be the law [i.e. the more constant R]. 
Whilst its accuracy, therefore,  for permanent gases in 
their common state is so great, that in most investiga-
tions it may be regarded as perfect, for every gas a 
limit may be imagined, up to which the law is also per-
fectly true; and in the following pages, where perma-
nent gases are treated as such, we shall assume the 
existence of this ideal condition. 

In 1864 Clausius further introduced the term “ideal 
gas” to describe gas behavior under these limiting con-
ditions (7). 
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In a recent article (1), Norman Craig has proposed the 
rule-of-thumb that the approximate value of the en-
tropy of reaction (!rS°)  is related to the net moles 
(!ng)  of gas consumed or generated in the reaction by 
the relation:

!rS°/J (K mol rxn)-1  "  140!ng/mol#                          [1]

The numerical constant in this approximation was ob-
tained by averaging the values of !rS°/!ng calculated 
for ten of the eleven example reactions (excluding the 
one for which !ng = 0) given in Table 1 of Craig’s pa-
per, and then combining this with the average of the 
values of !rS°/!ng for 18 of the 23 reactions given in 
Tables 1 and 2 of an earlier paper by Campbell (again 
excluding the cases where !ng = 0) (2). The average 
for Craig’s data was 148 J (K mol rxn)-1(mol)-1, whereas 
that for Campbell’s data was 136 J (K mol rxn)-1(mol)-1, 
with a combined average of 140 J (K mol rxn)-1(mol)-1, 
as given in the approximation in equation 1.
! If, instead of following the above procedure, one 
plots the values of !rS° versus !ng (including those for 
which !ng = 0) for each data set, and uses a least 
squares analysis to obtain the best straight line fit, one 
obtains the results (rounded to the nearest tenth)  sum-
marized in the following table, where those for Craig’s 
eleven examples are given in the first row; those for 
Campbell’s 23 examples (3) are given in the second row; 
and those for the combined Craig-Campbell data sets 
are given in the third row and in the graph in figure 1.

! If one evaluates the correlation equation for 
Craig’s data (row 1) at !ng = 1, one obtains a value of 
149.8 J (K mol rxn)-1, which is essentially identical to 

Craig’s reported average of 148 J (K mol rxn)-1(mol)-1. 
If, however, one does the same for Campbell’s data set 
(row 2), one obtains a value of 120.9 J (K mol rxn)-1 at 
!ng = 1, which is substantially lower than the value of 
136 J (K mol rxn)-1(mol)-1 reported by Craig. This dis-
crepancy is apparently due to the fact that we have    
included the !ng = 0 cases eliminated by Craig. Be-
cause of this discrepancy, a similar divergence is ob-
tained for the case of the combined data sets (row 3), 
where !ng = 1 now gives an average value of 128 J (K 
mol rxn)-1 rather than the value of 140 J (K mol rxn)-1 

(mol)-1 reported by Craig. Since the intercept of the 
correlation equation for the combined case is so small 
(-0.8 J (K mol rxn)-1), the full equation may be ap-
proximated by the simpler relation:

!rS°/J (K mol rxn)-1  "  128!ng/mol#                          [2]

which gives a more statistically significant result than 
does the approximation in equation 1.
! The question naturally arises as to why the aver-
age for Campbell’s data set is so much lower than that 
for Craig's data set. In this regard, it is of interest to 
note that only 6 out of 23, or about 26%, of Campbell's 
examples involve solids or liquids as well as gases, 
whereas 9 out 11, or about 82% of Craig’s examples 
do. In other words, most of Campbell’s examples in-
volve only the compensation of !ng terms, whereas 
many of Craig’s examples involve the additional com-
pensation of !ns and !nl, terms as well. 
! Likewise, 7 out of 23, or about 30% of Campbell’s 
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examples involve either H2(g)  or H(g), whereas only 2 
out of 11, or about 18% of Craig's examples do. The 
relevance of this latter observation has to do with the 
well-known logarithmic dependence of the entropy of 
translation (!trS°) of gases on their molecular weights 
(MW), as given by the Sackur-Tetrode equation (4):

!trS°/J (K mol)-1 " 109 + 28.7 log MW (at 298 K)    [3]

As Craig emphasizes, Campbell’s rule is based on the 
fact that !rS° is dominated by the !trS° values of the 
gaseous species and this logarithmic dependency 
means, in turn, that !trS° varies more rapidly for gases 
of low molecular weight, such as H2 and H, than it 
does for gases of higher molecular weight, as may be 
seen from figure 4.4 of reference 4 (5).
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IT was originally intended that the Bulletin for the 
History of Chemistry should function as a vehicle not 
only for the publication of scholarly papers dealing 
with the history of chemistry and alchemy, but also for 
the publication of translations of key historical docu-
ments – a function which has so far been exercised in 
only a few cases (1, 2). Though the problem of the 
gradual disappearance of history of chemistry courses 
and its potential impact on history of chemistry as an 
academic discipline has been commented on several 
times in the past (3, 4), the increasing inability of 
modern-day American chemistry majors to directly  
access primary documents in the history of chemistry, 
due either to a lack of modern language skills or the 
absence of suitable English translations, has so far es-
caped notice. For most of the 20th century, doctoral 
programs in chemistry required at least a minimal read-
ing proficiency in either German, French, or Russian. 
However, beginning in the early 1990s, this require-
ment was dropped from most of these programs and, as 
far as most current chemistry majors are concerned, the 
vast majority of the 18th-, 19th-, and early 20th-
century European chemical literature might as well be 
written in ancient Greek or Latin when it comes to 
their ability to read it in the original.
! Ironically there was a conscious effort to provide 
suitable English translations of many classic chemical 
papers during the period when most American chem-
ists still had some reading knowledge of either French 
or German, though at present, when the need is far 
more pressing, the majority of publishers are no longer 
interested in such projects. Thus, beginning in the late 
19th century, both Harper Brothers of New York and 
the British-based Alembic Club, under the leadership 
of Leonard Dobbin, issued English translations and/or 
reprints of classic scientific papers of chemical interest 
(5, 6), and a similar program was initiated by Dover 
Books in the 1960s (7). In addition, several collections 
containing translations of selected passages from key 
papers were also published – most notably the volumes 
by Leicester (8, 9), Farber (10), and Crosland (11) – as 
well as several collections of key papers in such spe-

cialized fields as colloid chemistry (12) and chemical 
kinetics (13).
! Nevertheless there are still many notable excep-
tions. Thus it is only recently that an English-language 
collection of Mendeleev’s key papers on the periodic 
law has been published – nearly 136 years after its   
initial proposal (14). The classic 1904 and 1916 papers 
by Abegg (15) and Kossel (16) on the electronic theory 
of chemical bonding still await translation, as does the 
famous 1867 paper by Pfaundler on the application of 
the kinetic theory to chemical reactions (17)  and, until 
now, the foundational 1873 paper by Horstmann on the 
first application of the second law of thermodynamics 
to the theory of chemical equilibrium (18). 
! These latter two examples also illustrate a curious 
asymmetry in the translation record. More than four 
decades ago Stephen G. Brush published a three-
volume collection of many of the basic papers dealing 
with the origins of the kinetic theory of gases (19)  and 
several collections of classic papers relating to the es-
tablishment of both the first (20) and second laws (21-
23)  of thermodynamics have also been published, some 
of which date back to the 19th century. What is miss-
ing, however, in all of these collections are translations 
of the key papers in which these fundamental models 
and principles were first applied explicitly to chemical 
processes.
! The foundational status of Horstmann’s publica-
tion of 1873 for the discipline of chemical thermody-
namics is justified in the paper which appears else-
where in this issue and which also serves as a commen-
tary on the following translation (24). Consequently, 
all that is required here are a few comments on the   
basic mechanics of the translation process itself. In 
1987 I commissioned Heike Ulmer, who was at that 
time a German exchange student in the chemistry de-
partment at the University of Cincinnati, to produce a 
preliminary translation of Horstmann’s paper. This I 
have since extensively revised. In so doing, I have ex-
ercised my preference for a free, rather than a literal, 
translation in order to avoid what are, from the stand-
point of the English reader, awkward sentence struc-
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tures and word choices. In keeping with this, I have 
sometimes inverted the order of the various sentence 
clauses and have modernized some of the chemical 
nomenclature when I felt this did not introduce a seri-
ous historical anachronism. 
! Perhaps more controversial is my decision to sub-
stitute the term “mole” for Horstmann’s more awkward 
phrase eines Moleculargewichtes of substance. Though 
he actually used the abbreviation “Mol.” in several 
places for this concept, this is not quite the linguistic 
equivalent of the Latin term mole, which was first in-
troduced into chemistry by Ostwald sometime around 
1900 (25). Likewise, I have taken the liberty of occa-
sionally rendering the term Zufalligkeiten or “random 
accidents,” which Horstmann uses when discussing 
Pfaundler’s kinetic approach, as “fluctuations,” as this 
term is more congenial to the modern reader and is  
certainly in keeping with Horstmann’s intended mean-
ing. 
! The reduction of Horstmann’s original equations 
to a single-line format has also required the introduc-
tion of various parentheses and brackets in order to 
maintain mathematical consistency. Likewise, in keep-
ing with the style of the Bulletin, Horstmann’s original 
references have been removed from the bottom of the 
various pages and have instead been collected together 
at the end of the translation.
! In reprinting Horstmann’s paper in 1903 for Ost-
wald’s series, Klassiker der exakten Wissenschaften, 
van’t Hoff noted a number of corrections which have 
been incorporated without comment in the present 
translation (26). Otherwise any additional editorial 
clarifications within the body of the translation have 
been enclosed in square brackets. Interestingly, a more 
serious problem, which passed unnoticed by van’t 
Hoff, was Horstmann’s inconsistent use of the symbol 
x. In his first four equations he correctly uses it to rep-
resent the number of moles of reactant that have de-
composed and thus to represent the degree of reaction 
or dissociation. However, he then immediately turns 
around and redefines it in his fifth equation as the 
moles of reactant which have not yet decomposed, thus 
negating his third equation for total entropy production 
as a function of x. Luckily this inconsistency does not 
seriously mar the remainder of his paper and the mod-
ern reader is able to make the necessary adjustments.
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IT is characteristic of dissociation phenomena that a 
reaction, in which heat overcomes the force of chemi-
cal attraction, occurs for only a portion of a substance, 
even though all of its parts have been equally exposed 
to the same influences. In the remaining portion, the 
forces of chemical attraction, which are the only reason 
for the reaction to proceed in the opposite direction, 
maintain the upper hand. Hence, for such reactions 
there is a limiting state which the molecular system in 
question approaches irrespective of the initial state and, 
once it is reached, neither heat nor chemical forces can 
produce further change so long as the external condi-
tions remain constant.
! The degree of dissociation, i.e., the size of the  
portion encompassed by the  reaction in the limiting 
state, depends upon the following external conditions: 
the temperature, the pressure and volume, the relative 
quantities of the reacting substances, etc., and indeed 
the influence of these various factors varies with the 
state of aggregation and the nature of the substances in 
question.  
! A complete theory of dissociation has to explain in 
general why an equilibrium state, rather than a com-
plete reaction, is possible and, for each individual case, 
which circumstances are able to influence the degree of 
dissociation. I believe I can demonstrate the basis for 
such a theory in the following.
! W. Thomson was the first to take note of one of 
the consequences of the mechanical theory of heat (1) 
– namely that the entire world is continuously ap-
proaching, via the totality of all natural processes, a 
limiting state in which further change is impossible.  
Repose and death will then reign over all and the end 
of the world will have arrived.  
! Clausius (2) knew how to give this conclusion a 
mathematical form by constructing a quantity – the  
entropy – which increases during all natural changes 
but which cannot be decreased by any known force of 
nature. The limiting state is, therefore, reached when 
the entropy of the world is as large as possible. Then 
the only possible processes that can occur are those for 

which the entropy remains constant, e.g. stationary 
movements such as those which we attribute to the 
smallest particles of a body at constant temperature. 
The cause of the limiting state for dissociation phe-
nomena is, in my opinion, identical; it occurs when the 
entropy has become as large as possible for the change 
in question. Hence our problem is solved if we know 
by what circumstances and in what manner the entropy 
of the process in question may be altered.
! If we follow the approach of Clausius, we find, 
first of all, that the more the energy of the world takes 
the form of heat and the lower the temperature of that 
heat, the greater the entropy.  
! If a quantity of heat Q is produced at absolute 
temperature T, e.g. from mechanical work or chemical 
potential, then the entropy is increased by Q/T. The  
reverse process corresponds to an equal decrease in the 
entropy and, since the total entropy cannot decrease, 
this will never happen without an increase of equal or 
greater magnitude occurring at the same time. 
! From what has been said, it is apparent that the  
entropy will also increase if a quantity of heat Q is 
withdrawn from a body at temperature T and is trans-
ferred to another at a lower temperature T', since then 
Q/T < Q/T' if T > T'. From this follows the well-known 
theorem of Carnot that heat cannot be transformed into 
work without heat being simultaneously transferred 
from a hotter to a colder body.  
! However, this theorem is only valid for the pro-
duction of mechanical work via so-called cyclic proc-
esses (i.e., via processes in which all of the participat-
ing materials return to their initial states)  since, in the 
transformation of heat into mechanical work or chemi-
cal potential, the heat always causes an accompanying 
(3) alteration in the arrangement of the particles of a 
body and thereby overcomes the internal and external 
forces which oppose the change without this being    
associated with a transport of heat in the sense of Car-
not’s theorem.  
! The decrease in the entropy which corresponds to 
the transformation of heat into potential energy is ac-
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companied in such cases only by a change in the ar-
rangement of the particles of the respective body, and 
thus it can be seen that the entropy must also be de-
pendent on this arrangement. It is increased by any 
change in arrangement in which the heat must do work 
and by at least as much as is required to compensate 
for the simultaneous decrease. Clausius (4) has de-
scribed the arrangement of the particles in a body by 
introducing a new quantity – the disgregation – which 
is dependent on this arrangement and which specifies 
how large the entropy is for a given arrangement. For 
the details of how to determine this magnitude, the 
reader is referred to his original memoir.
! Those changes in arrangement which correspond 
to an increase in disgregation are easily identified be-
cause, like those in which the entropy increases, they 
can occur by themselves without any other accompa-
nying change. In contrast, a decrease in disgregation is 
only possible if the entropy is also simultaneously in-
creased, e.g. via the conversion of mechanical work or 
chemical potential into heat.  
! The disgregation is increased by melting and va-
porization, and by the decomposition of chemical 
compounds. It decreases in all chemical processes 
which occur with the release of heat. But bodies can 
also undergo changes in disgregation without a change 
in their chemical composition or state of aggregation. 
This is recognizable by means of specific criteria, e.g. 
the disgregation of a gas increases when it occupies a 
larger volume. But at constant volume it will be con-
stant and will remain so even if a second gas is intro-
duced into the same space.  
! Like the density, the disgregation of a liquid is 
constant at constant temperature. It can only be 
changed by mixing it with other liquids. The disgrega-
tion of each of the two components depends on their 
ratio in the mixture.
! Lastly, the disgregation of a solid body does not 
change upon mixing with other solids. At constant 
temperature it can differ only for allotropic modifica-
tions of the same solid. Thus one can conclude that the 
state of aggregation leads to intrinsic differences which 
also influence the phenomena of dissociation.
! In general, save for a few exceptions (5), the dis-
gregation of a body will increase whenever its atoms or 
molecules are further separated from one another.  
Hence one is now able to form a picture of the nature 
of the equilibrium state for dissociation.  That is to say, 
one sees that the process of dissociation may be di-
vided into a series of processes by means of which the 
entropy is partially increased or partially decreased.  If 
we consider a particular case, e.g., the decomposition 
of a gaseous compound into gaseous products at con-
stant volume, then the entropy:

1)  decreases during the conversion of heat into chemi-
cal work;

2)  increases as the separation between the atoms of the 
decomposed molecules increases;

3)  increases because the remainder of the undecom-
posed molecules must expand to fill the same volume;

4) and 5) decreases because the number of molecules 
for the two decomposition products increases and they 
are thus forced closer together.

! The entropy will therefore will be greatest when as 
many molecules as possible are decomposed but the 
least possible amount of heat is consumed, and when 
the molecules of each of the three gases are separated 
from one another as much as possible. This is generally 
not the case for complete decomposition and hence 
only a portion is decomposed.
! A reaction, whatever its type, can only begin and 
proceed so long as collective sum of the various en-
tropy changes contributed by the individual processes 
increases, since, as we know, the total entropy cannot 
decrease. The reaction must therefore stop at the very 
instance when the decreases become larger than the 
increases, i.e. at that point when the total increase be-
comes zero. Thus one arrives at a mathematical expres-
sion for the condition for an equilibrium state for dis-
sociation. This requires that dS = 0, where S denotes 
the entropy of the system. This equation contains the 
entire theory of dissociation. It says that, in general, the 
degree of dissociation will depend upon all those cir-
cumstance which determine the entropy of the system. 
In order to deduce yet further conclusions we must 
give this equation another form.
! For this purpose let x denote the relative amount, 
in units of molecular weight [i. e. moles], of a sub-
stance that either decomposes or reacts with other sub-
stances. Then x can serve as a measure of the degree of 
dissociation and all other quantities that change during 
the reaction, such as the entropy, will become functions 
of x.  Thus one can write the condition for the equilib-
rium state as follows:

dS =  (dS/dx)dx  =  0

or

(dS/dx)  = 0

! Furthermore, if Q denotes the quantity of heat    
required to totally decompose one mole of a com-
pound, then for completion of the reaction the quantity 
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of heat Qx is required which must be considered when 
calculating the entropy of the system.  If T is the abso-
lute temperature and Z is the disgregation of the sys-
tem, then:

S  =  (Qx)/T  +  Z
 
and, if equilibrium occurs, then:

(dS/dx)  = [Q + x(dQ/dT)]/T  + dZ/dx  =  0 

This equation will be further elaborated only for indi-
vidual cases, and especially for that case in which a 
single substance is decomposed into two others. If one 
mole of this substance is initially present and, at a 
given moment, x moles remain undecomposed, and if 
every molecule splits into r and s molecules, respec-
tively, of the decomposition products, and if m moles 
of one of the products was present initially, then it fol-
lows that the relative amounts of the three reacting 
substances are x, r(1 - x) + m, and s(1 - x), respectively, 
and that:

Z  =  xZ1  +  [r(1 - x) + m]Z2  +  s(1 - x)Z3

where Z1 , Z2  and Z3 represent the disgregation per 
mole of each substance. 
! Assume that both the substance being decomposed 
and one of the decomposition products are solids but 
that the second decomposition product is a gas which 
obeys the law of Gay-Lussac and Mariotte [G-M].  
Then Z1 and Z2 are independent of x and Z3 depends 
only on the volume that is available to the gas, i.e., on 
the density of the gas. If u is the volume per mole, 
then, according to Clausius, it follows that:

Z3  =  Z3'  + ARln(u/u0)
!
where Z3' is the disgregation for the same quantity of 
gas referred to a normal [i.e. standard] volume u0, R is 
the constant per mole for the G-M law, and A is the   
caloric equivalent for work. Thus, if p is the pressure 
of the gas, one has

up = RT

! In most cases, including that under consideration, 
Q consists of two parts, one being the actual heat of 
decomposition, q, which is transformed into chemical 
potential, and the other being the amount of heat re-
quired to generate the mechanical work used in over-
coming the pressure p, which is equal to Apu or to 
ART. Both parts are independent of x.  If one uses these 
data, then for the case under consideration, our basic 

equation assumes the following form:

q/T - ARln(u/u0) + C  =  0

where  C  =  Z1 - rZ2 - sZ3'  is the change in the disgre-
gation when the newly formed gas occupies the vol-
ume u0  – a quantity which, like q, no longer depends 
on x but only on the temperature. Hence the equation 
contains only one variable, u, that can be altered by the 
reaction and requires that either u or (since up = RT) 
the pressure of the gas must assume a unique value at 
equilibrium.
! This conclusion is confirmed by the well-known 
dissociation of calcium carbonate, ammonium chlo-
ride, and compounds containing water of crystalliza-
tion. According to the observations of Debray, Lamy 
and Isambert, the pressure of a gas over solid com-
pounds, like that in the vaporization of a liquid, de-
pends only on the temperature, but not on the ratio of 
the compound being decomposed and its solid decom-
position product (6), as is required in general by our 
theory  
! The maximum pressure at constant temperature 
can only change if, for some reason, q and C  assume 
different values. This is the case, for example, with the 
above mentioned compounds if only a portion of the 
water or ammonia is set free because the remaining 
portion is perhaps bound in a different manner.
! C and q may have different values when decom-
posing aragonite versus calcite [i.e., two polymorphs 
of CaCO3], assuming that this difference persists at the 
high temperature of the experiment, and hence the 
pressure of the carbon dioxide may be different. (A  
difference in the vapor pressures for the two modifica-
tions of phosphorus, for which precisely the same con-
siderations apply, was demonstrated by Troost and 
Hautefeuille).
! In accord with the experiments of Joulin (7), yet 
another factor may disturb the process of dissociation 
for some metal carbonates. Because of the high tem-
peratures, the oxides undergo a modification which 
makes it impossible for them to rebind the carbon di-
oxide upon cooling and consequently, bit by bit, a 
complete decomposition ensues. In keeping with our 
definition, these cases no longer qualify as dissociation 
phenomena.
! If q and C (which are actually temperature de-
pendent)  are treated, to a first approximation, as con-
stant, one obtains the same relation between p and T  as 
was observed earlier for the vaporization of a liquid 
under similar conditions using a different approach (8).
! Looking at a second case – the decomposition of a 
gaseous compound into two gaseous components – Z1 
and Z2 have the same form as Z3 had earlier.  Like the 
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partial pressures of the three gases, the disgregations in 
the gas mixture are additive. 
! In experiments relating to this case, one mole of 
the initial compound decomposes by forming one mole 
of each of the decomposition products and during the 
decomposition the total pressure remains constant.  
Under these conditions our basic equation assumes the 
following rather complicated form:

q/T  + AR{1 + [2x/(2 - x + m)] 
                       - ln(1/u0)[x/(1 - x + m)(1-x)]}  +  C  =  0
!
! Here C is the change in disgregation when one 
mole is decomposed, provided that the gases have the 
molar volume u0 before and after the reaction, C is 
independent of temperature, and the G-M law applies.  
All other symbols have the same meaning as before.  If 
m = 0, then the equation is valid for the well-known 
experiments of Cahours with PCl5 and Wurtz with 
C5H11Br.  The degree of dissociation, which is known 
to depend on the vapor density, must be a function of T 
alone, as shown by experiment.  Again, if one consid-
ers, as a first approximation, that C and q are constant, 
then, by examining the following graphs, it is possible 
to convince oneself that the form of the function also 
agrees with experiment (see graphs 1 and 2). 

! I stress that the absolute pressure at which decom-
position takes place does appear in our equation. 
Hence the curve for phosphorus pentachloride, whose 
constants are taken from Cahour’s experiments at at-
mospheric pressure, must also be valid for Wurtz’s 
observations at lower pressures (9). For purposes of 
comparison, the mean values are shown in the graph.   
! If m is not equal to zero, then a surplus one of the 
decomposition products has been added and, at a given 
temperature, the value for x will be larger. The degree 
of dissociation has been decreased by “mass action,” 
an influence which decreases as the decomposition 
increases, as shown in the following table: 

Since it is impossible to solve the above equation for x, 
this lists the temperatures at which x (and the vapor 
density d) have the same value with and without ad-
mixture
! In the experiments cited above, Wurtz always 
added more than 0.5 moles of excess PCl3, the tem-
perature was always lower than 213°, and the average  
density was 7.2. It must be emphasized that, according 
to our theory, the addition of chlorine would have the 
same effect. Each of the gaseous decomposition prod-
ucts can alter the degree of dissociation via “mass ac-
tion,” but solid decomposition products cannot, as we 
saw in the previous case.   
! Dissociation phenomena are observed not only 
during decompositions but also in double displace-
ments. Elsewhere (10) I have pointed out how one can 
imagine the mechanism by which heat counteracts 
chemical force in these cases. In my opinion, the effect 
of heat is always involved whenever an equilibrium is 
observed whose direction can be arbitrarily changed by 
external circumstances. In any case, our basic equation 
is valid for all systems which display an equilibrium 
since the cause of this equilibrium cannot be anything 
other than the maximization of entropy.
! At this juncture the reactions of steam with iron, 
of sulfuric acid with sodium chloride in solution, and 
of potassium carbonate in solution with barium sulfate 
will be further examined, as all three reactions attain 
equilibrium before the reaction is complete and have 
been studied in detail.  
! Let Z1, Z2, Z3, and Z4 represent the disgregations 
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for one mole of each reacting substance. In the first  
example, Z1 and Z3 have the form required for gases, 
whereas Z2 and Z4 refer to solids and are hence inde-
pendent of the degree of dissociation. The external 
work cancels because for each volume of H2O an equal 
volume of H2 is formed.  Hence Q = q and the condi-
tion for an equilibrium in a closed space becomes:   

q/T  +  ARln(p1/p3)  +  C  =  0

where C once more stands for the change in the disgre-
gation when the gases are in their normal states [i.e. 
standard states], and p1 and p3 are the partial pressures 
of the individual gases [in the original Horstmann in-
consistently used p2 instead of p3]. The ratio of the two 
is constant at a constant temperature. The amount of 
one gas cannot be increased without increasing the 
density of the other in the same ratio. However, the 
equilibrium state does not depend on the relative 
amounts of the two solids. If q and C are considered 
constant, then this equation gives the approximate rela-
tionship between p1/p3 and T. These conclusions were 
all tested earlier (10) and were found to correspond to 
experiment. At that time the equation was deduced 
using another method, but the present approach pro-
vides a stronger justification for its application.
! The other two examples cannot be as rigorously 
subjected to calculation since the relationship between 
the disgregation of a salt in solution and its concentra-
tion is not known. However, it is known, as mentioned 
earlier, that the disgregation changes with the concen-
tration and this is sufficient to deduce an important 
conclusion.
! When all four substances are in solution, as in the 
case of the interactions between Na2SO4, HNO3, 
NaNO3, and H2SO4, then the relative amounts of each 
must influence the degree of dissociation because the 
disgregation of each changes as the reaction pro-
gresses.
! The investigations of J. Thomsen (11) confirm 
this. Each of the four substances can exert a mass ac-
tion effect and there is an equilibrium only at a certain 
ratio of the relative amounts of the reacting substances. 
The relation which must exist at equilibrium may be 
approximated, according to Thomsen, by the equation:

apq  =  p'q'

where p, q, p' and q' are the relative amounts and a 
represents a constant.
! I want to mention that our theory would lead us to 
a relationship of this kind if one assumes that in dilute 
solutions the disgregation of a salt depends on the 
separation of its particles in a manner similar to that of 

a permanent gas, an assumption which is highly prob-
able.
! In the third example, only two of the reacting sub-
stances (K2SO4 and K2CO3) are in solution, the other 
two (BaSO4 and BaCO3) being solids, which, accord-
ing to our theory, should have no influence on the de-
gree of dissociation. This is confirmed by the experi-
ments of Guldberg and Waage (12), who noted them-
selves that “the action varies only slightly upon in-
creasing the amounts of these solids.” I take the fol-
lowing numbers from their work, which show that the 
relationship between K2SO4 and K2CO3 in solution is 
independent of the relative amounts of amounts of the 
solids:  

Compared with the variation in the ratio BaSO4/
BaCO3, the value of the ratio K2SO4/K2CO3 at the 
same temperature may be considered constant, which 
is what would be expected from our theory if the pre-
viously mentioned hypothesis concerning the disgrega-
tion of dilute salt solutions is correct. According to the 
table, the ratio K2SO4/K2CO3 also depends on tempera-
ture as is generally required by our theory.
! It must be noted here that it is possible that the 
influence of temperature on the degree of dissociation 
may become negligible if, for example, Q/T is very 
small in comparison with the other terms in the basic 
equation and if the disgregation of the reacting sub-
stances varies only slightly with temperature. Accord-
ing the work of Péan de St. Gilles and Berthelot (13) 
this may be the case for the reaction of organic acids 
with alcohols. 
! The theory of dissociation developed here may  
require yet further testing and verification, though it is 
in keeping with the examples that have been cited. It 
correctly predicts which circumstances determine the 
degree of dissociation in general and how in individual 
cases the degree of dissociation may be altered by 
changing these circumstance to the extent that we are 
able to control them. Summarizing the results of the 
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theory, we find that, in addition to the chemical natures 
of the reacting substance, the most important influ-
ences are the temperature (though at times only to a 
small degree), as well as the volume which is occupied 
by the reacting substances, and the pressure to which 
they are subjected, especially when changes in these 
quantities affect the disgregations of the individual 
substances in different ways – for example, when some 
are liquids or solids and some are gaseous. Lastly, 
there is also the relative amounts of the reacting sub-
stances, but only when their disgregation depends on 
these relative amounts. It is primarily the state of ag-
gregation of the reacting substances which determines 
whether they can or cannot alter the degree of dissocia-
tion by means of “mass action.”   Such “mass action” 
effects are always be exerted by gaseous and dissolved 
reactants but never by solids and liquids that are im-
miscible, since they may be removed from the reaction 
without affecting the disgregation of the whole system. 
It seems to me that these conclusions concerning mass 
effects are the most important results of the theory and 
are worthy of further examination.
! Until now one has attempted to explain the phe-
nomenon of dissociation (14) on the assumption that 
the temperature of individual molecules is different 
from the average temperature which we measure and 
that, due to random fluctuations, the molecules of a 
substance capable of undergoing dissociation will, at a 
given instance, favor reaction in one sense or the other, 
and thus not all of the molecules will be able to simul-
taneously react in the same way.
! The assumption of random fluctuations, which can 
cause the molecules to deviate more or less from the 
average condition, cannot be avoided given a variety of 
facts and our present views concerning the nature of 
heat. This is why I believed for a while that I could use 
it as a basis to develop a theory of dissociation (15). 
But one soon encounters contradictions with experi-
ment. In particular, one cannot explain in a satisfactory 
manner the fact, mentioned earlier, that the mass of 
solids has no influence on the degree of dissociation. I 
do not wish to further describe the difficulties which 
discouraged me from pursuing this approach, rather I 
wish only to discuss how this fact agrees with the pre-
sent theory. This employs to a certain degree a reversal 
of the approach used by statistics. The latter assumes a 
series of identical individual processes and must infer 
from their resultant in bulk the general laws for the 
whole, which also prevail for particular cases but 
which are masked by random fluctuations. In contrast, 
we know very little of what happens to the individual 
molecule, but we know the general laws which cannot 
be infringed upon by any particular process, and we 
must investigate how much scope remains for the op-

eration of random fluctuations. 
! We know that there is no reaction between indi-
vidual molecules which can lead to a lowering of the 
entropy. This is why, in general, only those changes 
can occur in which the entropy increases. If this hap-
pens, for example, during a decomposition, then in 
general the decomposition can only proceed if the in-
dividual molecules also continuously recombine under 
randomly favorable conditions.  
! It is possible to show that, at a certain stage of  
dissociation, every further change corresponds to a 
decrease in entropy. In this state as a whole further 
changes are no longer possible however many fluctua-
tions the individual molecules may undergo in one 
direction or the other. As mentioned previously, since 
the assumption of such random fluctuations cannot be 
avoided, one must imagine, like Pfaundler, that the 
state of equilibrium for dissociation phenomena is a 
stationary state in which the forward and reverse reac-
tions are continuously and simultaneously occurring 
with the same frequency. However, the existence of 
these fluctuations and the equal number of reactions 
proceeding in both directions are no longer the reason 
for the stationary state, as assumed by Pfaundler.
! The limits which a molecule can attain via random 
fluctuations are, in any case, of great importance for 
the reaction process and are mainly responsible for 
determining the velocity with which it proceeds.  
Probably many processes which are slow are only pos-
sible because some molecules deviate so far from the 
average. They would not occur if all of the molecules 
were in the average state. In contrast, many other reac-
tions cannot occur, even though they would be accom-
panied by an entropy increase and the atoms would 
thereby attain a more stable state of equilibrium, be-
cause none of the possible molecular fluctuations are 
able to attain the necessary extremes. 
! Also with regard to the phenomenon of dissocia-
tion, there will be fluctuations that will, bit by bit, 
make the reaction possible for individual molecules, 
thereby driving the reaction, faster or slower, towards 
the stationary limiting state. However, when this limit-
ing state is reached, it is not maintained by random-
ness, but rather by a general law which governs all 
individual processes, be they in limited molecular sys-
tems or in the world at large. The state remains station-
ary because the entropy can no longer increase.
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Arguably the single most recognizable equation of 
modern chemical thermodynamics is that connecting the 
free energy (!G) of a reaction at constant T and P to its 
standard enthalpy change (!H°), standard entropy change 
(!S°), and reaction quotient (Q) (1, 2):

!G = !H° - T!S° + RTlnQ                                            [1]

which, in the limiting case of equilibrium (!G = 0 and 
Qeq = K), gives us the equally famous equation:

!G° = !H° - T!S°  =  -RTlnK                                        [2]

If asked when these relations were first recognized and by 
whom, most chemists would probably plead ignorance or 
perhaps guess, given that !G is now known as the Gibbs 
free-energy function, that they were first derived by the 
American physicist, Josiah Willard Gibbs.
! In fact, as we will see, they were first derived in a dif-
ferent, but equivalent, form in 1873 by an obscure Ger-
man chemist by name of August Friedrich Horstmann, 
who has all but disappeared from the modern textbook.  
But before examining Horstmann’s contribution, it is nec-
essary to provide a context for his work by briefly review-
ing the early history of both thermochemistry and chemi-
cal thermodynamics. This history has been extensively 
documented by previous historians and is the subject of 
numerous monographs, several of which which are listed 
in the accompanying references. It is not our purpose here 
to repeat this history in detail, but merely to remind the 
reader of some significant names and dates in order to 
provide a chronological framework for our more detailed 
discussion of Horstmann. 

The Thermochemical Context  

As just suggested, it is necessary to distinguish between 
the older discipline of thermochemistry, which deals with 
heat alone, and the discipline of chemical thermodynam-
ics proper, which deals with heat, work, and entropy.    
Indeed, the history of thermochemistry may, in turn, be 
further divided into what might be called the “caloric” 
phase and the “first law” phase (3).
! In the caloric phase heat was regarded as a subtle, im-
ponderable (i.e., weightless)  fluid which could chemically 

combine with atoms to form an external atmosphere 
which rendered them mutually repulsive (4). As such, it 
worked in opposition to chemical affinity, which caused 
the atoms to mutually attract. Association reactions were 
assumed to be inherently exothermic because they de-
creased the atomic surface area available to bind caloric, 
thus setting some of it free as sensible heat. In contrast, 
dissociation reactions were assumed to be inherently en-
dothermic since they increased the atomic surface area 
available to bind free heat as insensible combined caloric. 
No necessary relationship was postulated between heat 
release or absorption and the degree of chemical affinity. 
If anything, the preoccupation was compositional (i.e., 
measuring the caloric content or composition of various 
molecules) rather than dynamic.
! The caloric phase began in 1784 with the work of La-
voisier and Laplace on heats of combustion. Its most pro-
ductive practitioners were the French team of Pierre Favre 
and Johann Silbermann, who measured many heats of   
reaction, formation, and transition in the period 1841-
1853, and its most important contribution was the law of 
constant heat summation, first proposed by the Swiss-
Russian thermochemist, Germain Hess, in 1840. 
! As suggested by its name, the first law phase rested 
on the enunciation, in the period 1842-1847, of the first 
law of thermodynamics or the law of energy conservation 
– primarily by James Joule in England and by Robert 
Mayer and Hermann von Helmholtz in Germany – 
though there are many other claimants (5). It was first   
extensively applied to chemical systems a decade later, 
where it was most closely associated with the work of   
Julius Thomsen in Denmark in the period 1850-1886 and 
that of Marcelin Berthelot in France in the period 1864-
1897 (6, 7).
! Based on the equivalence of heat and work, it postu-
lated, in contrast to the caloric theory, a direct relationship 
between heat release and the degree of chemical affinity 
via the so-called “principle of maximum work,” which 
assumed that the greater the heat release, the greater the 
decrease in the potential energy of the atoms, and the 
more stable the resulting molecule. Direct application   
required that a distinction be made between the heat re-
lease due to chemical change (!Hchem) and that due to the 
physical changes of state (!Hphys) which necessarily     
accompanied the reaction:
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!Hrx = !Hchem + !Hphys                                                    [3]

a distinction which proved impossible in practice. 

The Thermodynamic Context  

The passage from thermochemistry to chemical thermo-
dynamics proper is predicated on the enunciation of the 
second law by William Thomson (Lord Kelvin) in Great 
Britain (1852) using the concept of energy dissipation and 
by Rudolph Clausius in Germany (1854, 1865)  using the 
entropy function Q/T  (2, 8). However, nearly two decades 
would pass before the second law was applied to chemi-
cal reactions (9). Early contributions of note then came 
from J. Moutier (1871) and H. Peslin (1871) in France, 
Lord Raleigh (1875)  in Great Britain, J. W. Gibbs (1875-
1878) in the United States, and, as we will soon see, from 
Horstmann in Germany (1869, 1873). The first mono-
graph to deal with chemical thermodynamics proper was 
published in England by George Liveing in 1885, but was 
based on the qualitative concept of energy dissipation 
rather than on Clausius’ quantitative entropy function 
(10).

The Empirical Context  

In addition to the above two conceptual threads we also 
have a final experimental thread based on the empirical 
concept of chemical equilibrium. First introduced by the 
French chemist, Claude Berthollet, in the period 1799-
1803, the study of equilibrium reactions in solution was 
pioneered by, among others, L. F. Wilhemy (1850), J. H. 
Gladstone (1855), M. Berthelot and L. Péan de Saint-
Gilles (1862), A. G. V. Harcourt and W. Essen (1864), 
and, most famously, by the Norwegian team of C. M. 
Guldberg and P. Waage (1864, 1867) (9, 11).
! Empirical equilibrium studies entered a new phase 
(both literally and figuratively) when they were extended 
from solution reactions to gaseous dissociation reactions.  
Typical examples of this type of reaction include:

Heat  +  CaCO3(s)  !  CaO(s)  +  CO2(g)

Heat  +  NH4Cl(s)  !  NH3(g)  +  HCl(g)

Heat  +  PCl5(s)  !  PCl3(g)  +  Cl2(g)

Though some important early results were obtained by G. 
Aime (1837) and W. R. Grove (1847), it was the exten-
sive efforts of Henri Sainte-Claire Deville and his col-
leagues, H. J. Debray, and L. J. Troost, in France in the 
period 1857-1868 that really brought the experimental 
study of gaseous dissociation equilibria to the forefront by 
establishing important analogies between the pressure and 

temperature dependency of these equilibrium reactions 
and those observed for the vapor pressures of liquids (12).

Rationalizing Gaseous Dissociation Equilibria 

Various attempts to rationalize theoretically these experi-
mental results began to appear in the late 1860s and the 
1870s, some of which were based on the newly emerging 
kinetic-molecular theory of gases and others on the laws 
of thermodynamics. The most important qualitative        
kinetic-molecular rationale was given by the Austrian 
physicist, Leopold Pfaundler, in 1867 based on the tem-
perature and pressure dependence of molecular collision 
frequencies, the formation of transient collision com-
plexes, and the requirement of threshold reaction energies 
– ideas which anticipated much of the conceptual basis of 
modern chemical kinetics (13).
! Following the qualitative approach of Pfaundler, 
Horstmann initially attempted to develop a quantitative 
theory of dissociation using the kinetic theory of gases, 
but abandoned these attempts because they appeared un-
able to explain the absence of a mass action effect in the 
case of pure solids (14). Adopting an alternative thermo-
dynamic approach instead, Horstmann first applied it to 
the thermal dissociation of ammonium chloride (the sec-
ond reaction given in the previous section) in 1869 (15). 
Using the analogy with vapor pressures, he fit the data for 
the change in the dissociation pressure of ammonium 
chloride as a function of absolute temperature to an em-
pirical equation first proposed by Biot for vapor pressures 
and then applied a rearrangement of the Clausius-
Clapeyron equation: 

(dP/dT) = !H/(T!V)                                                        [4]

in order to calculate the corresponding heat of dissocia-
tion:

!H = (T!V)(dP/dT)                                                            [5]

This was followed by three more papers on dissociation 
in period 1871-1872, again based on the application of 
both the differential and integrated forms of the Clausius-
Clapeyron equation (16).
! In 1873, however, Horstmann returned to the subject 
once more in a paper entitled Theorie der Dissociation, in 
which he took an entirely new approach based on an ex-
plicit application of Clausius’ new entropy function (17).  
Here he formulated the equilibrium condition for disso-
ciation as a direct function of having maximized the 
change in the total entropy (dS) of the isolated system 
with respect to the degree of reaction or dissociation (dx):

(dS/dx)  =  0                                                                      [6]
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in which the total entropy production was given by the 
equation:

S  =  (Qx)/T  +  Z                                                              [7]

where Q/T  is the heat of reaction per mole (Q)  divided by 
the absolute temperature (T), and Z is the change in the 
“disgregation” of chemical reactants and products. This 
latter quantity was first introduced by Clausius in 1862 
and was his rationale for the underlying molecular basis 
for entropy increase – namely that it corresponded to a 
decrease in the degree of molecular aggregation and thus 
to a corresponding increase in the degree of molecular 
dispersion or disgregation (18). Similarly, Horstmann’s 
requirement that (dS/dx) = 0 at equilibrium was nothing 
less than a direct mathematical expression of Clausius’ 
famous 1865  reformulation of the second law: “Die En-
tropie der Welt strebt einem Maximum zu.”
! However, application of these equations to actual 
chemical reactions required a further elaboration of equa-
tion 7, which Horstmann then proceeded to do on a case 
by case basis.  This may be illustrated using his simplest 
case – the thermal dissociation of a solid reactant to pro-
duce a single solid product and an accompanying gaseous 
product:

Heat  +  AB(s)  !  A(s)  + B(g)  

as exemplified by the thermal dissociation of calcium 
carbonate shown in the pervious section.  Here the final 
equilibrium condition was given by the specific equation:    

(dS/dx)  =  q/T - ARln(u/u0)  + C  =  0                               [8]

where q is the equilibrium value of Qx, A is the mechani-
cal equivalent of heat, R is the universal gas constant, C is 
the change in the disgregation of the various reactants and 
products when in their standard states, and u/uo is the     
ratio of the equilibrium molar volume (u)  of the single 
gaseous product to that of its standard state (uo).  !
! In other words, the second term in this equation repre-
sents the manner in which the disgregation or entropy of a 
gaseous species varies as a function of its degree of dilu-
tion expressed as volume per mole (V/n). In deriving it, 
Horstmann made pioneering use of the ideal gas law writ-
ten for the first time on a per mole, rather than a per gram, 
basis :

up = RT                                                                             [9]

where u is the volume per mole of gas (19). Molar vol-
ume (V/n) is, of course, inversely related to both molar 

concentration (n/V) and partial pressure (p) – the two 
variables usually employed when writing the reaction 
quotient.
! In his third example, Horstmann derived the specific 
equilibrium conditions for the reaction of a gas with a 
solid to generate both a solid and gaseous product, as in 
the reaction of steam with hot iron to produce dihydrogen 
gas and iron oxide:

H2O(g)  +  Fe(s)  !  H2(g)  +  FeO(s)

for which he obtained the specific result:

(dS/dx)  =  q/T  +  ARln(p1/p3)  +  C  =  0                   [10]

where p1 and p3 are the equilibrium pressures of the gase-
ous reactant and gaseous product respectively (note their 
inversion relative to u1 and u3), and the other symbols 
have the same meaning as previously.
! Lastly, Horstmann applied his approach to the solution- 
phase double-displacement reaction:

K2SO4(aq)  +  BaCO3(s)  !  K2CO3(aq)  +  BaSO4(s)

Using the data and symbolism of Guldberg and Waage, he 
showed that his approach led to Thomsen’s conclusion 
that, at equilibrium, this reaction obeyed the relationship:

apq  =  p'q'                                                                      [11]

where p and q are the equilibrium concentrations of the 
reactants, p' and q' are the equilibrium concentrations of 
the products, not to be confused with Horstmann’s ear-
lier use of the same symbols for other quantities (2). The 
letter a in this equation represents our modern equilibrium 
constant K, but only if, as Horstmann noted, the concen-
tration dependence of the disgregation for the solute spe-
cies obeyed a law similar to that for ideal gases and the 
values of q and q' for the insoluble barium carbonate and 
sulfate also remained constant. This first condition antici-
pated by more than a decade the later work of van’t Hoff 
on the theory of dilute solutions and his famous analogy 
between osmotic pressure and the ideal gas law (20).
! In summary, we see that all of Horstmann’s specific 
results at equilibrium can be generalized using the master 
equation:

(dS/dx)  =  q/T  -  ARlnK  +  C  =  0                              [12]

though he himself never took the final step of subsuming 
all of his specific concentration and/or pressure ratios for 
the gaseous- and solution-phase species at equilibrium 
under a single generalized symbol K.
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A Comparison with the Modern Free-Energy Equation 

To see the equivalence between Horstmann’s result and 
our modern free-energy equation it is necessary to first 
divide the latter by -T:

-!G/T = -!H°/T + !S° - RlnK  =  0                             [13]

and compare both this and equation 12 with a proper ac-
counting of the resulting entropy changes (21):

!St = !Se + !Ss                                                            [14]

where !Ss is the entropy change of the closed chemical 
reaction system, !Se is the entropy change of the sur-
rounding environment, and !St is the total entropy 
change for the resulting isolated system corresponding to 
their sum, whence it is apparent that:

!St = -!G/T = dS/dx                                                     [15]

!Se = -!H°/T = q/T                                                       [16]

!Ss = (!S° -RlnK) = (C - ARlnK)                                 [17]

The absence of a minus sign in front of q in equation 16 
reflects a difference in sign conventions for heats of reac-
tion, as formulated by Thomsen in the 19th century, and 
our modern conventions for enthalpy changes (6), 
whereas the presence of the minus sign in equation 15  
accounts for why maximization of the total entropy corre-
sponds to minimization of the free-energy and vice versa.

Who was Horstmann?  

Since the life of Horstmann (figures 1 and 2) has recently 
become the subject of an excellent biographical mono-
graph by Alexander Kipnis, all that is required here is a 
brief outline of its bare essentials (22). August Friedrich 
Horstmann (figures 1 and 2) was born on 20 November 
1842 in Mannheim Germany to a family of prosperous 
merchants. He entered the University of Heidelberg in 
1862, where, despite the presence of such luminaries of 
the future discipline of physical chemistry as Bunsen, 
Kopp, Kirchhoff and Helmholtz, he chose instead to study 
organic and theoretical chemistry in the private laboratory 
of Emil Erlenmeyer. Receiving his D. phil. in 1865, he 
did postdoctoral work under Rudoph Clausius at Zürich, 
where he learned thermodynamics, and under Hans Lan-
dolt at Bonn, where he learned the techniques for the ex-
perimental study of the vapor pressures of volatile liquids.  
Following a brief visit to Paris, where he met Regnault 
and Silbermann, he returned once more to Heidelberg in 
1867, where he presented a Habilitation thesis dealing 

with the relationship between the densities and molecular 
weights of vapors and was appointed as a Privatdozent.  
There he remained for the rest of his life, eventually be-
coming Professor of Theoretical Chemistry. He was 26 
when he wrote his paper on the dissociation of ammo-
nium chloride in 1869 and 30 when he wrote his defini-
tive paper on the theory of dissociation in 1873. His pro-
ductivity in later years was increasingly hampered by  
diminishing eyesight, and he was essentially blind when 
he died at age 86 on 10 October 1929.

Why is He Forgotten?  

By the end of the 19th century, Horstmann’s work was 
already being regularly mentioned in various histories of 
chemistry (23). In 1903 his collected papers on the theory 
of dissociation were reprinted, under the editorship of 
van’t Hoff, as part of Ostwald’s series Klassiker der exak-
ten Wissenschaften (24), and he was accorded a 25-page 
obituary notice in the Berichte after his death in 1929, as 
well as numerous shorter notices in other journals (25). 
Yet unlike Gibbs, for example, his name has all but van-
ished from the 20th- and 21st-century thermodynamics 
literature.
! One important reason for this neglect is that Horst-
mann did little to propagate his explicit entropy approach 
to chemical equilibrium. Thus, in an important dictionary 
article on “Dissociation,” which he wrote for the 1876 
edition of Fehling’s Neues Handwörterbuch der Chemie, 
he described Pfaundler’s kinetic theory in detail, but dis-
missed the reference to his own work of 1873 with the 
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comment that it was not possible to describe in detail 
(26). Though he published at least eight more papers on 
the theory of dissociation between 1876 and 1884, he 
made no further mention of his entropy equation, but 
rather reverted once more to the approach he had origi-
nally used in 1869 based on the Clausius-Clapeyron equa-
tion (15, 16). Only in his 1885 textbook, Theoretische 
Chemie, did he once again make an explicit, albeit brief, 
mention of his entropy function (27). However, this book 
never went beyond the first edition and, to the best of my 
knowledge, was never translated into other languages.  
! The reasons for this neglect were simple enough. All 
of the parameters in the Clausius-Clapeyron equation 
could be quantitatively evaluated using available experi-
mental data, whereas the same was not true of the stan-
dard disgregation term (C)  in Horstmann’s entropy func-
tion.  It would not be until the early decades of 20th cen-
tury and the advent of the thermodynamic quantification 
program undertaken by G. N. Lewis and his associates at 
the University of California-Berkeley that both quantified 
entropy and free-energy data would become widely avail-
able (28).
! However, a far more important reason for this neglect 
was the fact that the 19th- and early 20th-century chemi-
cal community was extremely uncomfortable with the 
entropy concept, which is precisely why Horstmann’s 
approach was so unique.  Accustomed as we are today to 
a molecular interpretation of entropy as a measure of ki-
netic energy dispersion based on the quantum-statistical 
theory of thermodynamics, it is difficult for us to appreci-

ate how little this physical point of view had permeated 
chemical and engineering circles by the end of the 19th 
century and how abstract the purely phenomenological 
definition found in typical textbooks of the period ap-
peared to the average student of chemistry and engineer-
ing. As the engineer, James Swineburne, lamented in 
1903 (29, 30):

As a young man I tried to read thermodynamics,  but I 
always came up against entropy as a brick wall that 
stopped my further progress. I found the ordinary mathe-
matical explanation, of course, but no sort of physical 
idea underlying it.  No author seem to try and give any 
physical idea. Having in those days great respect for text-
books, I concluded that the physical meaning must be so 
obvious that it needs no explanation and that I was espe-
cially stupid in that particular subject ... After a few years 
I would tackle the subject again, and always I was 
brought up dead by the idea of entropy. I asked other peo-
ple,  but I never met anyone who could tell me, and I met 
one – an engineer – who admitted he did not know. 

  ! Initially the free-energy function introduced by Gibbs 
in 1875, which also contained an explicit entropy term, 
fared little better (31). French and German translations of 
Gibbs’ epic memoir were made available by Ostwald and 
Le Chatelier in 1892 and 1899 respectively (32, 33), but 
the succinctness and rigor of Gibbs’ mathematical ap-
proach made his work largely inaccessible to the average 
chemist. Although he would become a virtual icon among 
physical chemists by the 1920s, this was, as Wilder D. 
Bancroft observed in 1926, largely a result of their hav-
ing retrospectively uncovered in his memoir ideas and 
concepts which they had discovered independently via a 
much less rigorous and more tortuous path (34): 

The famous monograph on equilibrium in heterogeneous 
systems by J. Willard Gibbs is in some respects one of the 
most remarkable scientific articles that has ever been 
written. Gibbs was possessed of marvelous and appar-
ently unerring insight, but the gift of expression was de-
nied to him. It is not too much to say that Gibbs wrote in 
hieroglyphics and that a great part of his manuscript is 
still undeciphered. We know now that we can find in it the 
chemical potential,  the phase rule, and the theory of os-
motic pressure; the theory of electromotive forces, the 
Donnan equilibrium, and the theory of emulsification. We 
feel certain that some day we shall find in it theories in 
regard to all sorts of other things; but we do not know 
when we shall find them. It used to be popular to ascribe 
the negligible influence which Gibbs then had on the de-
velopment of physical chemistry to the fact that his mono-
graph was published in the Transactions of the Connecti-
cut Academy, but this fiction cannot be maintained. Eve-

WILLIAM B. JENSEN

48

Figure 2.  Typical portrait of Horstmann 
in old age. 



ryone knows about Gibbs now; but the only way that one 
can find anything new in Gibbs is to discover it independ-
ently and then look it up in Gibbs.
!
! While it is true that Planck had used an explicit total 
entropy function in his 1897 textbook on thermodynamics 
(35), and both Duhem (36) and van Laar (37)  had written 
early monographs arguing for the use of the Gibbs free-
energy function (1886, 1906), most chemists of this pe-
riod preferred instead to discuss the thermodynamics of 
chemical equilibrium in terms of the “Arbeit” or “Affin-
ity” (A) functions and osmotic pressure analogs advo-
cated in the influential writings of Nernst and van’t Hoff. 
Though mathematically equivalent to the functions of 
Horstmann, Planck, and Gibbs, these approaches com-
pletely disguised the role of the entropy function in 
chemical reactions by making it implicit rather than ex-
plicit.
! Thus Nernst preferred to use “the more intelligible” 
notion of maximum work (A) or Helmholtz free energy 
and always used its temperature coefficient, (dA/dT), 
rather than -!S° when writing his Arbeit function (38):

-RTlnK = A = U + T(dA/dT)                                          [18]

Even more eclectic was van’t Hoff, who preferred an ap-
proach formally analogous to the standard equation for the 
interconversion of heat and work in a steam  engine! (39):

-RTln K = A = Q(Teq - T)/Teq                                         [19]

where Q is the heat of reaction, Teq is the equilibrium 
temperature for the reaction (i.e., the temperature at which 
A = 0), and T is the actual temperature at which the reac-
tion is being run. At other times he preferred to use the 
gas law and his famous equation for osmotic pressure to 
calculate the work required convert the initial system into 
one at equilibrium via a series of expanding and contract-
ing pistons and selective osmotic membranes assembled 
in an imaginary device known as an “equilibrium box” 
(see figure 3)  – which calls to mind the famously sarcastic 
comment by Lewis and Randall concerning so-called 
“cyclic processes limping about eccentric and not quite 
completed cycles” (28). 
! Indeed, an informal survey of introductory physical 
chemistry textbooks and chemical thermodynamics texts 
published between 1893 and 1933, showed that 70% pre-
ferred the “Arbeit”  or work approach of Nernst and van’t 
Hoff, 22% used either Gibbs or Helmholtz free energy 
with !S° explicitly given, 8% used neither, and 40% con-
tained no index entry for entropy.  It is, of course, the fa-
mous 1923 textbook of chemical thermodynamics by 
Lewis and Randall in the United States (28)  and its advo-
cacy by Hudleston in Great Britain (40) which are gener-

ally credited with having finally made !G and !S° an  
inherent part of every chemist’s thinking.
! A third and final reason for this neglect lies in the de-
scriptions of Horstmann’s contributions found in the aver-
age history of chemistry text, whether written during his 
lifetime (23) or subsequently (41). Though all of these 
acknowledged his contributions to the theory of dissocia-
tion and often mentioned his use of the Clausius-
Clapeyron equation, almost none of them, including the 
account of his life appearing in the prestigious Dictionary 
of Scientific Biography (42), called explicit attention to 
his pioneering application of the (dS/dx) function to the 
theory of chemical equilibrium in general.  An exception 
is the 1952 history by Eduard Farber, which was, in fact, 
responsible for first drawing the present author’s attention 
to this subject (43).

What Goes Around Comes Around

Given Horstmann’s almost total disappearance from the 
20th-century thermodynamics literature, it is somewhat 
ironic that several developments in this field during the 
past century strongly resonate with Horstmann’s original 
approach:

1.  The introduction by De Donder in 1920 of the extent 
of reaction parameter (!) and his replacement in certain 
situations of the !G symbol with the differential dG/d! – 
a distinction which greatly clarifies the relationship be-
tween the !St  and !G terms in equation 15 and 
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(Image courtesy of the Oesper Collections in the History of 
Chemistry, University of Cincinnati).



Horstmann’s own use of dS/dx (44):

!St = -!G/T = -(dG/d!)/T = dS/d!                              [20]

This unfortunate dual usage of the ! symbol was charac-
terized by Bent in 1973 as “a weed in the garden of ther-
modynamics” and has since become a subject of some 
interest in the chemical education literature (45).  

2. !The widespread use since the 1960s of a qualitative 
molecular disorder interpretation of entropy in introduc-
tory chemistry courses in order to address, like the origi-
nal qualitative molecular disgregation interpretation of  
entropy used by Clausius and Horstmann, Swinburne’s 
“missing physical basis” lament. Of course neither the 
disorder nor the disgregation interpretations of entropy are 
absolutely identical to the more sophisticated energy dis-
persion picture provided by modern statistical mechanics 
and, as Lambert has repeatedly pointed out, the disorder 
picture, in particular, can lead to a number of incorrect 
conclusions if pressed too far (46).
 
3. !The proposal by Rosenberg and Klotz in 1999 that 
!G be replaced by an explicit total entropy function, 
which they have called the “Planck function” in honor of 
Planck’s use of such an approach in his textbook of 1897, 
and which they have also since incorporated into the most 
recent edition of their own popular thermodynamics text 
(47, 48). They seem unaware that this approach was  al-
ready used by van Laar in his thermodynamics text of 
1893 and that he had already dubbed it the “Planck poten-
tial (37). Of course, both terms are, as we have seen, his-
torically inaccurate and a more appropriate name choice 
would be either the Horstmann function or, perhaps, the 
Horstmann-Planck potential. As any historian is aware, 
such historical misattributions are rampant in the textbook 
literature, where they function as perfect examples of 
Stigler’s famous law of eponymy (49). In addition, there 
are problems with interfacing this approach with the abso-
lute rate theory of chemical kinetics, as it requires that 
activation barriers be replaced with entropy sinks (50)..
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Update

I have only recently (2015) become aware of the 1977 
article by H. A. M. Snelders (“Dissociation, Darwinism 
and Entropy,”  Janus, 1977, 64, 51-75)  which also dis-
cusses Horstmann’s entropy treatment of dissociation 
reactions. Likewise for the 1996 study by Helge Kragh 
and Stephen Weininger (“Sooner Silence than Confu
sion: The Tortuous Entry of Entropy into Chemistry,” 
Hist. Stud. Phy. Bio. Sci., 1997, 27, 91-130) which 
provides an even more detailed context for the slow

entrance of entropy into the chemical literature and 
independently reaches many of the same conclusions 
as I have in this and other papers dealing with the history 
of chemical thermodynamics.
! Lastly, in Section 9 I failed to point out the modern 
nature of Horstmann’s molecular rationale for equilibrium 
based on his application of the disgregation concept to the 
case of dissociation reactions involving both gaseous re-
actants and gaseous products – namely that both the reac-
tants and products are simultaneously attempting to in-
crease their degree of disgregation or entropy of dilution, 
as we would say today. As the reaction proceeds, the reac-
tants become increasingly dilute and thus their entropies 
of dilution increase, but at the same time the products   
become increasingly concentrated, so their entropies of 
dilution decrease. At some point these two entropy 
changes balance and the system comes to equilibrium   
before the reaction goes to completion. Though the in-
sight that both the entropy maximum and the equilibrium 
state are due to the mixing of the various reactant and 
product gases can be found in a few modern textbooks 
(see for example, K. Denbigh, The Principles of Chemical 
Thermodynamics, Cambridge University Press: Cam-
bridge, 1956, pp. 134-135), its true significance is often 
disguised by the misconception – due to the popular dis-
order interpretation of entropy – that mixing in and of    
itself always leads to an entropy increase. In fact, mixing 
will lead to an entropy increase only if the act of mixing 
also results in the two components undergoing mutual   
dilution. In other words, the entropy increase is due to the 
entropy of mutual dilution and not to the supposedly 
greater disorder of the mixture itself. See, E. F. Meyer, 
“Thermodynamics of ‘Mixing’ of Ideal Gases: A Persis-
tent Pitfall,” J. Chem. Educ, 1987, 64, 676.
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Question
 
What is the origin of the Brin Process for the industrial 
manufacture of oxygen?

Alexander Senning
Department of Chemistry
Technical University of Denmark
Kemitorvet, Bygning 207
DK-2800 Kgs. 
Lyngby, Denmark

Answer

The Brin process for the industrial manufacture of pure 
dioxygen gas was based on the thermal reversibility of 
the reaction between barium oxide (BaO) and dioxy-
gen gas (O2) to produce barium peroxide (BaO2):

2BaO(s) + O2(g)  !  2BaO2(s)                                  [1]

Since the reaction as written is exothermic ("H° =   
-143.1 kJ/mol rx) combination of the barium oxide 
with the dioxygen gas of the air is favored at low tem-
peratures, whereas its reverse, the decomposition of the 
resulting peroxide to give pure O2 and the original 
oxide, is favored at high temperatures. The regenerated 
oxide can then be reused to produce more peroxide and 
the cycle repeated indefinitely.  
! Reaction 1 was discovered by the French chem-
ists, Joseph-Louis Gay-Lussac and Louis-Jacques The-
nard, in 1811 (1), and was first explored as a method 
for the industrial separation of dioxygen gas from air 
by the French chemist, Jean-Baptiste Boussingault, in 
1852 (2). However, Boussingault found that the barium 
oxide became inactive after the process had been re-
peated about a dozen times and so did not succeed in 
making it industrially viable.
! In 1879 the French team of Quentin and Arthur 
Brin discovered that this deactivation was primarily 
due to the barium oxide reacting with the carbon diox-
ide content of the air to produce barium carbonate:

BaO(s)  +  CO2(g)  !  BaCO3(s)                               [2]

and that if one first removed the carbon dioxide by 
passing the air over lime (Ca(OH)2)  or through a solu-
tion of potassium or sodium hydroxide: 

CO2(g) + 2NaOH(aq)  !  Na2CO3(aq) + H2O(l)   ![3]   

one could then recycle the barium oxide indefinitely.  
The next year the Brin brothers were granted a British 
patent for their process (3)  and in 1886 the Brins Oxy-
gen Company was incorporated, which continued to 
produce industrial quantities of dioxygen gas using the 
barium peroxide process until 1906, when the name 
was changed to the British Oxygen Company Ltd. and 
they began to produce dioxygen gas more economi-
cally using the fractionation of liquid air (4, 5).
! It should be noted that the industrial use of reaction 
1, like the more famous Haber ammonia synthesis, is 
an excellent textbook example of the practical applica-
tion of Le Chatelier’s principle. Indeed, in 1880, 
Boussingault, inspired by the earlier work of Henri 
Sainte-Claire Deville on thermal dissociation reactions, 
returned to the study of reaction 1 and showed that it 
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Figure 1. A plot of pressure versus temperature showing the 
regions corresponding to the favorable production of barium 
oxide versus barium peroxide (7). 



could be reversed not only by a change in temperature 
at constant air pressure, but also by a change in pres-
sure at constant temperature – high pressures favoring 
the formation of the peroxide and low pressures favor-
ing the formation of the oxide (6). Though, as summa-
rized in figure 1, one can in principle optimize the 
equilibrium shift by simultaneously manipulating both 
temperature and pressure, in actual practice it was far 
easier and more economical to shift the pressure than 
to shift the temperature. Consequently, when applied 
industrially, the latter was kept constant at about 700°C 
while the air pressure was set at 2 atm for peroxide 
production and then reset at about 0.05 atm for its sub-
sequent decomposition, the gas obtained under these 
conditions being about 90-96% dioxygen and 4-10% 
dinitrogen (7).
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Question
 
Why are q and Q used to symbolized heat and when 
should one use the lower versus the upper case?

Douglas Horsey
Nyack High School
360 Christian Herald Road
Nyack, NY 10960

Answer

An upper-case Q was first used to symbolize “the 
absolute quantity of heat” by the French engineer, 
Benoit-Paul-Émile Clapeyron (figure 1), in his famous 
memoir of 1834 in which he first quantified what is 
now known as the Carnot cycle (1). Carnot himself did 
not use a symbol for the quantity of heat in his original 
memoir of 1824, which was largely verbal rather than 
mathematical in character, and Clapeyron most likely 
selected the letter Q to emphasize that he was deal-
ing with the quantity of heat rather than with its inten-
sity or temperature, for which he used an upper-case T. 
Building on the work of Clapeyron in the 1850s and 
1860s, Clausius not only continued to use Q to symbol-
ize heat in his various memoirs on the theory of heat, 
he also employed an upper-case W to represent me-
chanical work (2). 
! However, as the theory of thermodynamics con-
tinued to evolve, several authors felt the necessity of 
distinguishing between various sources of heat, while 
displaying little agreement with regard to the resulting 
symbolism. Thus, in his famous memoir of 1873 on the 
application of the entropy concept to the phenomenon 
of chemical equilibrium, the German chemist, August 
Horstmann, used an upper-case Q to “denote the quan-
tity of heat required to decompose one mole of a com-
pound”  but a lower-case q to represent “the actual heat 
of decomposition” or the net heat of reaction (3), 
whereas Fritz Haber, in his 1901 monograph on the 
thermodynamics of technical gas-reactions, followed 
the lead of Helmholtz in using an upper-case Q to 
denote standard heats of reaction and transition, but a 
lower-case q to represent the bound or “latent” heat 
due to isothermal entropy generation (i.e. T!S) (4). 

! In contrast, Lewis and Randall, in their famous 
1923 monograph on thermodynamics, made no use of 
the upper-case Q and instead consistently employed 
both a lower-case q for heat and and a lower-case w for 
work (5), while Samuel Glasstone, in his 1947 text-
book, Thermodynamics for Chemists, adopted the con-
vention of employing the lower-case letters, q and w, 
for arbitrary, path-dependent, infinitesimal quantities of 
heat and work, but the upper-case letters, Q and W, for 
their algebraic sums (6). Apparently this eclecticism is 
still very much with us as the most recent IUPAC 
guide to quantities, units, and symbols in physical 
chemistry lists both q and Q as equally valid symbols 
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Figure 1. Benoit Paul Émile Clapeyron (1799-1864).



for heat, though it also lists Q as the symbol for electri-
cal charge and for the reaction quotient (7).
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The central importance of Leopold Pfaundler’s pio-
neering 1867 paper on the application of the kinetic 
theory of heat to chemical reactions and the desirability 
of a long-overdue English translation of the same have 
already been commented on in the introduction to the 
recently published English translation of August 
Horstmann’s equally important paper of 1873 dealing 
with the first application of the second law of thermo-
dynamics to the theory of chemical equilibrium (1).  
Since this same introduction also reviewed the current 
status of English-language translations of classic 
chemical papers in general, and a paper dealing with 
both Pfaundler’s life and the context of his contribution 
will appear in the next issue of the Bulletin (2), all that 
remains for this introduction is to deal with the techni-
calities of the translation process itself.!
 ! As with the earlier translation of the Horstmann 
paper, Dr. Kuhlmann, who is a native German speaker, 
first produced a literal translation, which Dr. Jensen 
then extensively revised and edited in order to make 
the phrasing and sentence structures more acceptable 
to the English reader. As always, he prefers a looser 
translation which places more emphasis on clarity than 
on literal accuracy, and any defects in the final transla-
tion resulting from this process should be credited to 
Dr. Jensen alone. 
! At first we thought that the translation would be 
simple and straightforward, since Pfaundler’s German 
is quite easy to read in the original. However, this ex-
pectation soon proved unfounded, since the simplicity 
of Pfaundler’s German was dependent on conventions 
unique to the German language which, when literally 
translated into English, resulted in a nightmare of pro-
noun ambiguity. In order to avoid the resulting confu-
sion, we have found it necessary to convert many of 
Pfaundler’s pronouns into the corresponding nouns and 
to make many of his implied meanings explicit. The 
larger of these interpolations are indicated within the 
body the translation by enclosing the amplifications in 
square brackets, though many single word clarifica-
tions have been left unmarked as these would have 
generated too much editorial clutter within the text.

! In yet other cases we encountered ambiguities due 
to Pfaundler’s word choices. A frequent example was 
his use of the phrase “quantity (Menge) of molecules,” 
when it is obvious that he meant the “number of mole-
cules,” and indeed sometimes even explicitly stated 
this in a later clause within the same sentence, or his 
use of the adjective “maximum” when he meant 
threshold or upper limit. Also, like Clausius, Pfaundler 
does not use the term “kinetic energy” in his paper, but 
rather refers to the lebendig Kraft of the moving mole-
cules. Since a direct English translation of this term as 
“living force” seems awkward to the ear of the English 
reader, we have instead chosen to use the original Latin 
term for this concept – vis viva – which is how it is 
normally referred to in most histories of mechanics. 
Similarly, we have modernized Pfaundler’s chemical 
nomenclature and have translated kohlensauren Kalkes 
and Kohlensäure as calcium carbonate and carbon di-
oxide respectively.
! In addition to these translation problems, there are 
also some severe organizational problems with Pfaun-
dler’s paper. As originally conceived, the paper was 
explicitly divided into three parts, in addition to a sepa-
rate introductory paragraph and an unmarked conclu-
sion. However, after completing the initial draft of his 
paper, Pfaundler encountered a recently published pa-
per by H. W. Schröder van der Kolk criticizing Henri 
Sainte-Claire Deville’s work on dissociation which 
Pfaundler felt compelled to comment on, not least be-
cause he felt that his own theory of dissociation both 
clarified and refuted most of Schröder van der Kolk’s 
objections. But rather than attach these comments as an 
addendum to the end of his paper,  Pfaundler chose to 
insert them as a separate section at the end of Part I, 
thereby interrupting the flow and organization of his 
original manuscript. Yet further confusion resulted 
from Pfaundler’s decision to insert a lengthy addendum 
to the addendum as a footnote, placed not at the end of 
the original addendum, but at the very end of the entire 
paper. Other minor problems result from Pfaundler’s 
footnoting and referencing procedures. Most of these 
are placed at the bottom of the pages in question, but 
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are separately numbered for each page,  whereas others 
are embedded within the body of the text itself. In ad-
dition, the citation style for a given journal often varies 
from page to page.  
 Since our goal is to make the translation as acces-
sible to the modern reader as possible, we have chosen 
in the translation to correct these organizational prob-
lems by transferring the addendum (which is of only 
minor interest to the modern reader) to the end of the 
paper and by also transferring all of the references and 
notes (both those within the text and at the bottom of 
the various pages) to the end of the paper, where they 
have been standardized and renumbered sequentially. 
Lastly, the various sections resulting from these rear-
rangements, as well as the original unmarked conclu-
sion, have also been labelled and renumbered sequen-
tially. We have further taken the liberty of merging 
most of Pfaundler’s single-sentence “island” para-
graphs with either the preceding or succeeding para-
graphs, where they would have normally been placed 
by most modern writers.
 One final problem involves Pfaundler’s use of 
chemical equations. In Parts I and II of his paper, he 
writes them, as we do today, using linear compositional 
formulas for the various reactants and products.        
However, in Part III he suddenly reverts to writing 
them using type formulas for the reactants and products. 

Since these involve curly brackets and placement of 
one symbol above another,  they create severe layout 
problems for the modern computer. Since many of the
type formulas in Part III also appear as linear formulas 
in Parts I and II and it is obvious that Pfaundler clearly 
understood the equivalency of these two notations, we 
have chosen,  for reasons of both consistency and typo-
graphical convenience,  to use linear compositional 
formulas throughout. The only place where this change 
results in a loss of clarity is in Pfaundler’s discussion 
of his postulated collision complex, ABCD, for a dou-
ble decomposition reaction, where the type formula 
more clearly indicates the feasibility of alternative 
modes of decomposition than does the linear formula. 
For this reason, a reproduction of Pfaundler’s original 
type formula for this complex will appear in the com-
mentary which will be published in the next issue of 
the Bulletin (2).
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It seems to me that the theory, which I shall develop in 
this paper, is able to provide an explanation for some 
chemical facts for which no suitable hypothesis has yet 
been found. Among these facts are the phenomena of 
dissociation, the so-called mass-action effect, recipro-
cal and predisposing affinity, the equilibrium state be-
tween opposing reactions,  and several other related 
phenomena. 

I.  Theory of Dissociation Phenomena

The observation of certain exceptions to the law of 
vapor densities initially resulted in the hypothesis that 
those compounds, which showed these exceptions, 
decompose in the vapor phase. The numerous experi-
ments of Sainte-Claire Deville, Pebal, Würtz, Wanklyn, 
and of Robinson and Than have confirmed the hy-
pothesis proposed by Hermann Kopp, Cannizzaro and 
Kekulé. Furthermore, they also prove that this decom-
position is often incomplete – in fact,  that it is only 
partial over a wide range of temperatures, such that, 
within this range, each degree of the temperature 
[scale] correlates with a different degree of decomposi-
tion.  The majority of chemists view this partial decom-
position as an entirely adequate explanation of the [ob-
served] irregularities in the vapor densities. However,  it 
does not explain the partial decomposition itself. 
 In my opinion, the following two essentially dif-
ferent ideas can be formed concerning the state of a 
compound, AB, whose vapor has begun to decompose. 
Either all of the AB molecules experience the same 
change (a loosening of their bonds [and] an increase in 
the distance separating their components), and there-
fore pass into a state which is intermediate between 
their original state and that of complete decomposition; 
or this change impacts the individual molecules une-
qually, such that, for example,  only a portion of them 
are completely decomposed, whereas the remainder 
remain undecomposed. 
 At first glance,  the former, rather than the latter, 
assumption seems to have a higher probability, even 
though it is inconsistent with the results of the experi-

ments of Deville, Pebal and Würtz. Even if it were 
possible to explain the increase in the volume of the 
vapor as a consequence of the resulting relaxation of 
the connection between components A and B, it would 
still not be possible to understand how something other 
than a complete regeneration of the original compound 
could occur after cooling. Nor would cleavage by dif-
fusion be understandable in this case. Eventually, even 
with this process, the final temperature-induced transi-
tion from the state of highest relaxation to the state of 
complete separation would have to occur in a single 
bound, whereas experience shows that the change in 
the vapor densities is continuous. 
 The second assumption explains the observed facts 
completely, but involves something which is difficult 
to imagine. One cannot quite conceive why, at the 
same temperature,  a certain number of evidently iden-
tical molecules will decompose,  while the remainder 
remain intact. If it is the temperature which determines 
their degree of decomposition, and this is the same for 
all, then all of them must suffer the same change, since 
identical causes must produce identical effects. I will 
now try to resolve this difficulty. It will be shown that 
it is not the correctness of the conclusions that is at 
fault, but rather that of the premises.   
 Deville has already emphasized the analogy (1) 
which exists between the partial decomposition of 
compounds below the actual decomposition tempera-
ture and the evaporation of liquids below the boiling 
temperature. This very same concept occurred to me 
while reading Clausius’s paper, “On the Form of Mo-
tion Which We Call Heat” (2) and led me to investigate 
whether, as a consequence of the similarity between 
these phenomena, an hypothesis,  like that used by 
Clausius to explain evaporation, might also be useful 
in explaining dissociation. I found that his hypothesis 
was readily applicable to a certain class of dissociation 
processes. By way of contrast, it was not as directly 
applicable to the dissociation of vapors, though it is 
easy enough,  using the same fundamental ideas, to 
construct an alternative hypothesis, which,  in my opin-
ion, completely explains this phenomenon as well. 

59

XVII
PRIMARY DOCUMENTS

A Contribution to Chemical Statics 
Leopold Pfaundler

Annalen der Physik und Chemie, 1867, 131, 55-85



 Let us first look at the process of vaporization and 
its explanation,  as given by Clausius. If one heats a 
liquid in a closed space, a portion of it evaporates –that 
is,  a certain number of molecules on its surface are 
transferred to the space above until it contains a certain 
characteristic number. As long as the temperature re-
mains constant, this number remains unchanged. At 
this point one might ask why all of the molecules at the 
surface of the liquid do not change into vapor, since 
their temperature is the same as those that are already 
in the vapor. This point is crucial for the analogy. 
Those who are content with the explanation that further 
evaporation is inhibited by the partial pressure of the 
vapor, might also be satisfied, when it comes to the 
dissociation of a compound, with the explanation that 
the partial pressures of the vapors of the separated 
components inhibit further decomposition of the com-
pound as long as the temperature remains constant.  If 
this is increased by a certain amount,  a further number 
of molecules will decompose until the increase in the 
partial pressure of the released components is in equi-
librium with the force of decomposition.
 I think this explanation is still insufficient, since – 
apart from the fact that it still remains to be investi-
gated whether one can talk of a partial pressure in this 
situation similar to that present in evaporation and 
whether this would have a similar impact with respect 
to inhibiting the separation of chemically bonded 
molecules as it has with respect to those bound by co-
hesion – the difference in the behavior of the individual 
molecules is still unexplained. One has to look further 
into this matter and consider the nature of partial pres-
sure itself.  This has been done by Clausius. According 
to his theory, the equilibrium which ensues when the 
vapor pressure has reached its maximum is due to the 
fact that an equal number of molecules are now leaving 
the surface of the liquid for the space above it as are 
simultaneously returning from the vapor to the liquid 
surface.
 As representative of the general dissociation phe-
nomena to which this hypothesis may be immediately 
applied, I choose the decomposition of [solid] calcium 
carbonate. When heated in a closed space, this under-
goes a dissociation, beginning at a certain fixed tem-
perature, which means that a number of its molecules, 
whose internal motions have exceeded [the allowed] 
maximum, decompose. The molecules of liberated 
carbon dioxide gas are moving in the space [above the 
solid] in a rectilinear fashion and will increase until the 
number reabsorbed per unit time is as great as the 
number expelled per unit time.  If the temperature is 
slightly decreased, then the number of molecules that 
recombine will exceed the number being expelled and 
the material will absorb carbon dioxide. If the carbon 

dioxide molecules in the space [above the solid] are 
now displaced by air (or some other indifferent gas), 
the expulsion of the molecules of carbon dioxide does 
not stop, because its cause has not been eliminated, but 
the absorption of the molecules does, since they are 
being removed [by the air flow].  Therefore the calcium 
carbonate evolves carbon dioxide in the air stream at 
the same temperature as it absorbs carbon dioxide in its 
absence. The calcium carbonate and carbon dioxide 
behave in the air stream in a manner similar to that of a 
hydrated substance that is being dried (3). 
 I will now pass to an explanation of the dissocia-
tion of vapors and, for that purpose, will hypothesize 
that, in the vapor of a partially decomposed [gaseous] 
compound at constant temperature, as many molecules 
are being cleaved as are being recombined by the [mo-
lecular] motions.  This manner of explanation necessar-
ily implies that not all of the molecules simultaneously 
experience the same state of motion, just as the expla-
nation of evaporation by Clausius postulates that the 
states of motion of the molecules on the surface of the 
liquid are unequal. According to the mechanical theory 
of heat, such an inequality is highly probable.
 The process of decomposition for a compound AB 
may therefore be thought of in the following fashion: 
As long as the compound has not yet decomposed, all 
of the molecules will have the composition AB. They 
will move in a rectilinear fashion. Furthermore,  the 
components of these molecules will also move relative 
to each other. However, this movement of the compo-
nents (as well as the rectilinear motion) is not of equal 
magnitude for every molecule because, even if they 
were momentarily equal, they would not remain so as a 
result of their [mutual] collisions and their collisions 
with the wall [of the container]. Only the average vis 
viva [i.e. kinetic energy] of these motions remains un-
changed at constant temperature and in a certain ratio 
to the vis viva of the rectilinear motion of the mole-
cules.  But in the individual molecules it will some-
times be larger and sometimes smaller.
 If the temperature is now increased, the vis viva of 
both [kinds of] motion increases. As a result,  it may 
happen that the increase in the internal motion of those 
molecules,  for which, at this instant, the [internal] mo-
tion already happens to be quite large, will then be-
come so large that it will result in a complete separa-
tion of the components A and B. It is impossible for 
this separation to happen to all of the molecules at the 
same time. Rather it must occur first for those whose 
internal motion happens to be larger than the rest. 
These separated components, which are now free 
molecules themselves, now possess rectilinear motion 
as well. Meanwhile a new selection of previously un-
decomposed molecules will attain the upper limit for 
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their internal motions,  and will, in turn, also decom-
pose. This will happen to equal numbers per unit time 
and continuously increase the number of dissociated 
molecules.  However, these will, in part, collide with 
one another. Not all of these collisions will result in the 
dissociated molecules recombining, but rather only 
those whose states of motion are such that, when the 
dissociated compound is reformed, the resulting com-
bined motions of its components are no greater than 
that required for the original separation. Hence, it nec-
essarily follows that, at a given constant temperature, 
the free molecular fragments will continue to increase 
until the number of reuniting molecules per unit time 
becomes as great as those produced per unit time by 
cleavage. From this point on an equilibrium between 
decomposition and recombination will dominate, pro-
vided that the temperature remains constant. But if this 
increases, the number of dissociating molecules must 
also increase, while the number of reuniting molecules 
will initially decrease. The equilibrium can only be 
restored when the number of molecules, A and B, in 
the unbound state is large enough that as many recom-
bine as decompose. If the temperature continues to 
increase, one will finally reach the point where all of 
the molecules decompose without being able to re-
combine. At this juncture the dissociation phase will 
finally terminate in one of complete decomposition.
 If during the dissociation phase, an opening is 
made in the wall of the container, or the walls are po-
rous, both the undecomposed and decomposed mole-
cules will pass through in a rectilinear fashion, but 
since their speeds are inversely related to the square 
root of their masses (4),  the dissociation fragments will 
diffuse faster than the undissociated molecules and, 
among the former, the lighter faster than the heavier. 
Based on this, the experiments of Pebal and Deville 
may be explained and it also leads to the conclusion 
that it should be possible to use diffusion to gradually 
increase the [degree of] dissociation of the remaining 
material in the container without increasing the tem-
perature (5). The same result could be obtained using a 
chemical medium to absorb both of the components, or 
only one of them (Therefore an analysis of the gas mix-
ture is not feasible without a chemical interaction be-
tween the absorbing material and the compound). The 
fact that decomposition can only occur gradually 
seems to me to provide the correct explanation for why 
many reactions require a certain period of time for 
their completion.
 If one cools down a partially or completely de-
composed vaporous compound, the process [of de-
composition] will generally be reversed. However, it is 
conceivable, especially with rapid cooling, that the 
separated components will pass over into a state in 

which they can no longer recombine before they have 
had time to reunite.  This explanation has already been 
employed by Deville.

II.  Theory of States of Equilibrium Between Recip-
rocal Reactions, Explanation of Mass Action, etc.

It has been frequently observed that a compound AB is 
decomposed by material C at the same temperature as 
compound BC is decomposed by A. Likewise, it is a 
known fact that reactions of the form AB + CD = AD + 
BC may become reciprocal at the same temperature, 
whether one decreases the amounts of the compounds 
to the left of the equal sign or increases those to the 
right. As a matter of fact, the affinity of a material is a 
function of its mass. 
 At that period when the principle of definite pro-
portions was not as certain as it is today, this and simi-
lar facts provided a great deal of support for the theory 
of Berthollet. They still form a dark chapter in the the-
ory of affinity. The arguments which one can deduce 
from them in opposition to presently accepted theories 
are, it seems to me, perhaps silenced by the over-
whelming number of supporting arguments, but not 
altogether eliminated.
 The correlation of these facts with those of disso-
ciation and the generality of this phenomenon were 
first specifically remarked on by Adolf Lieben in his 
paper: “On the Vapor Densities Known as Abnormal” 
(6). There he cites the same example of calcium car-
bonate, which I used earlier; then the facts concerning 
the decomposition of water, which we owe to Deville; 
and, finally,  the results of the beautiful experiments of 
Berthelot and Péan de Saint-Gilles concerning the for-
mation and decomposition of compound ethers [i.e., 
esters], which are, without doubt, of greatest impor-
tance for the subject under discussion. Related to this 
are the recently published and equally interesting dis-
coveries of Berthelot concerning the equilibrium be-
tween the opposing reactions for the synthesis and de-
composition of hydrocarbons, which Berthelot also 
compares to dissociation.
 All of these facts allow for a single explanation 
formulated with the help of an hypothesis based upon 
Clausius’ theory of the [three] states of matter and 
which consequently replicates his theory of evapora-
tion.  Let us assume there are equal numbers of the 
molecules of three gases, A,  B and C, in a closed 
space. Furthermore, at room temperature, the gases A 
and B are combined in the form of the gaseous com-
pound AB. Initially two kinds of molecules are moving 
in this space: AB and C.  Now, if the temperature is 
progressively increased, a number of AB molecules 
can, as shown earlier, decompose, which means that 
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the compound AB will enter into a state of dissocia-
tion.  Then the separated molecules, A and B,  will, like 
the others, move in a straight line within the [available] 
space and will occasionally encounter the molecules of 
C. Let us assume that substance B has an affinity for C 
– thus the molecules of B and C can combine on col-
liding provided that the sum of their motions does not 
result in a state of motion which makes their attach-
ment impossible.
 However, in this case the following process is 
likely: Even before the temperature has reached a level 
sufficient to induce the dissociation of AB, the same 
result can be initiated by the influence of molecule C. 
Let us examine a molecule of the substance AB, which, 
because of the high temperature, has already acquired 
sufficient motion of its components that it is close to 
decomposition, and which now encounters a molecule 
C. The external motion of both molecules is now com-
pletely or partially converted into internal motion by 
the impact. The result now depends on whether the 
affinity is or is not strong enough, given this enhanced 
internal motion, to keep all three bodies together.  If 
not, then the components are repelled again, which 
means a part of the internal motion is once again con-
verted to external motion. Apparently the mode of 
separation now depends on how the internal motion is 
distributed among the individual parts. If the internal 
motion of the original AB molecule was already very 
large prior to impact, and was further increased by the 
impact, then the cleavage of the transient ABC mole-
cule to form A and BC is more likely than to form AB 
and C. Therefore, a certain definite portion of the AB 
molecules which collide with the C molecules will 
react according to the equation AB + C = A + BC. Here 
we have a dissociation process which is different from 
pure dissociation; but also equally different from a 
complete chemical decomposition in which all of the 
molecules are decomposed at once. The peculiarity of 
our process consists in the necessity of only partial  
decomposition.
 Besides AB and C molecules,  we now have those 
of A and BC. Provided that even the most favorable 
combination of motions fails to create a net motion 
capable of decomposing BC, the reaction will now, in 
the course of time, proceed to completion without a 
further increase in temperature (i.e., until all of the 
molecules of AB have encountered molecules of C 
under conditions favorable for decomposition) and will 
terminate in the completion of the equation AB + C = 
A + BC. If this is not the case, but rather at some other 
temperature the motion of the components within even 
a few BC molecules increases to the point that (with 
the simultaneous assistance of the affinity of A for B) it 
causes their decomposition, then the process must stop 

at a certain composition of the mixture, provided that 
the temperature is held constant. Indeed, decomposi-
tions still constantly occur, but they will now be com-
pensated by an equal number of recombinations. 
Within a certain temperature range,  changes in tem-
perature will only affect the reciprocal proportion of 
the different molecules and a certain [composition of 
the] mixture will correspond to a certain degree of 
temperature. It matters which of the combined mole-
cules is most affected by the increase in temperature 
and approaches the upper limit for its internal motions 
faster.
 Now we want to investigate how the process has 
to proceed if one adds,  without an increase in tempera-
ture,  more of gas AB to a gaseous mixture of AB, BC, 
A and C. Thereby the equilibrium between recombina-
tion and decomposition must be disturbed, since the 
number of decomposing AB molecules increases in a 
manner proportional to the amount present. As a result 
of this, the number of free molecules of C likewise 
decreases. More molecules of BC are formed, but more 
than before are decomposed as well. Equilibrium is 
only possible at a different composition which contains 
fewer molecules of C. The larger the amount of gas AB 
becomes, the smaller that of gas C will be become. 
This reaction would also be promoted by the removal 
of the molecules of A, as that would have the result 
that the accumulated molecules of BC are no longer 
decomposed by the molecules of A and hence the 
molecules of C will no longer regenerate. Therefore, if 
we implement both methods at once – supply of gas 
AB and removal of gas A – gas C will completely dis-
appear without the need of a higher temperature, as 
required previously when an equilibrium between de-
composition and recombination dominated.
 The reverse result will occur when, in the mixture 
of AB, BC, A and C, we decrease the number of AB 
molecules,  or increase the molecules of A, or both si-
multaneously. The decrease in AB will result in a de-
crease in the decompositions of AB and the formation 
of BC; hence more free molecules of C will remain.  An 
increase in the molecules A will cause an increase in 
the decompositions of molecule BC, whereby mole-
cules of C are released. Therefore, this reaction can 
only end with the complete isolation of gas C.
 If the three substances, A, B and C, and their com-
pounds are gases, as assumed so far, it is perhaps easy 
to add arbitrary amounts of each individually, but not 
to remove each individually, if one cannot use chemi-
cal methods. Therefore, one will rarely, if ever,  succeed 
in bringing a reaction to completion solely by changing 
the proportions. However, one can approach comple-
tion to an arbitrary degree through addition of the ap-
propriate gas.
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 It is different when one of the substances is a liq-
uid or a solid. One example of this case would be the 
reaction of copper, water vapor and hydrogen (7). If 
one directs water vapor (AB) over glowing copper (C), 
hydrogen (A) and copper oxide (BC) are formed. If 
one directs hydrogen (A) over copper oxide at the 
same temperature, water vapor (AB) and copper (C) 
are formed. Here water vapor, in the first case, and 
hydrogen, in the second case, were added in excess to a 
limited amount of copper or copper oxide, and the 
emerging (by)products were simultaneously removed 
as gases. But if a limited amount of water vapor is 
heated in a closed tube with a limited amount of cop-
per, only a part of the water is going to be decomposed 
and a part of the copper is going to be oxidized and, for 
each degree of temperature, there has to be a certain 
ratio between the amount of water vapor, hydrogen, 
copper and copper oxide, at which there is an equilib-
rium between the oxidations and the reductions. The 
same occurs if one directs hydrogen over iron oxide 
and, conversely, water vapor over iron. Zinc, tin, co-
balt, nickel, uranium and cadmium behave similarly (8). 
 If one directs hydrogen chloride gas over glowing 
silver, silver chloride and hydrogen form – conversely 
silver chloride is reduced by hydrogen. Zinc,  tin and 
iron behave similarly towards carbon dioxide and car-
bon monoxide gas. These reciprocal reactions occur at 
the same temperature, as shown by specially designed 
experiments, (Gay-Lussac, Regnault).
 Also related is the observation that many sub-
stances, formed by reaction with a gas, can only be 
distilled or stored in an atmosphere of the same gas 
(e.g., sulfur chloride in chlorine gas).  Conversely, the 
escape of hydrogen bromide facilitates the action of 
bromine on organic substances in sealed tubes. Cases 
of predisposing affinity also belong here and are satis-
factorily explained in a similar way. I would be able to 
multiply my examples indefinitely, but I believe that 
those given so far are sufficient to illustrate the pro-
posed hypothesis and facilitate its application. It is 
applicable whenever a partial decomposition occurs. 
Moreover, the presence of the latter is revealed by a 
number of characteristics,  among which are: the influ-
ence of time on the progress of a reaction; the incom-
pleteness of a reaction when occurring in a closed 
space; reversibility; the necessity of excess reactants; 
the acceleration of a reaction by removal of products, 
etc.

III. The Relation of Williamson’s Theory of 
Exchanges to the Proposed  Hypothesis and Its 
Application to the Case of Double Elective Affinity

Already some sixteen years ago Alexander Williamson 

proposed an hypothesis concerning the nature of de-
composition in his paper on the “Theory of Etherifica-
tion,” which is to some extent related to the one just 
presented. There he developed the view that “in an 
aggregate of molecules of every compound, there is an 
exchange constantly going on between the elements 
which are contained in it.” Williamson’s hypothesis has 
little to do with the theory of dissociation phenomena 
which I have developed in Section I, but is related to 
my method of explaining mass action and reciprocal 
affinity.  This explanation is based on the assumption of 
the simultaneous occurrence of opposing reactions in 
keeping with [the operation of] simple and double elec-
tive affinities. These reactions may also be interpreted 
as exchanges, whence the similarity of both hypothe-
ses. However, they also differ substantially on several 
points:
 Firstly I do not assume that every compound un-
dergoes a partial decomposition (exchange), but rather 
only some compounds – though perhaps a great many 
– and these only above a certain temperature limit 
(which, of course, in many cases may be so low that 
we are only aware of the compound when in a state of 
partial decomposition).
 Secondly my hypothesis includes the essential 
assumption that, within certain temperature limits,  not 
all molecules are subject to decomposition (exchange) 
at the same time.
 Thirdly I do not base my opinions entirely on the 
“motion of atoms,” but rather on differences in the 
momentary states of motion of individual molecules 
and view this as the basis for the possibility of simulta-
neously opposing reactions.
 Fourthly I would like to assign the merit of 
greater universality to my hypothesis since all partial 
decompositions – even those which occur by heat 
alone without the intervention of another body (disso-
ciation) – may be explained from the very same point 
of view, whereas I will now demonstrate that William-
son’s hypothesis cannot explain this latter mode of 
decomposition and was never intended to do so.
 I will review these points in reverse order and 
will begin with the fourth one,  which, it seems to me, 
most easily illustrates the relation between both view 
points.
 The following schemes give an overview of three 
groups of reaction, along with their counter reactions, 
on whose simultaneous occurrence the phenomena to 
be explained are based (9):
 
I.   Partial decomposition by means of heat alone (dis-
sociation): 

AB = A + B and A + B = AB.
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II.   Partial decomposition by means of so-called simple 
elective affinity: 

AB + C = CB + A and CB + A = AB + C. 

III.  Partial decomposition by means of so-called dou-
ble elective affinity (10):

AB + CD = AD + CB and AD + CB = AB + CD.

Williamson’s hypothesis is restricted to the explanation 
of reactions II and III and does so by the simple as-
sumption that atoms (or groups of atoms) A and C con-
stantly change places. The ensuing state of equilibrium 
is a simple result of the number exchanges of A with B 
[sic. C] being equal to the number of exchanges of B 
[sic. C] with A. If we now try to apply this same man-
ner of explanation to case I, it seems to work there as 
well. One simply needs to assume that the A within the 
compound is constantly interchanged with the A found 
in the free state. The state of equilibrium is thereby  
explained.
 If the hypothesis is supposed to be correct for all 
three cases, it must not only explain the phenomenon 
of equilibrium, but also those phenomena which occur 
when the equilibrium is disturbed. These disturbances 
occur when:

1)  One or more products of the reaction are removed.

2)  The temperature is changed. 

Experience shows that, when the equilibrium is dis-
turbed by the removal of the products, the partial reac-
tion changes into a complete [reaction] and the recip-
rocal reaction ceases to function. In the case of 
schemes II and III,  this agrees with Williamson’s hy-
pothesis; as may be seen if we consider scheme II:

AB + C = CB + A

If we remove all of the free A or CB that is formed or 
both, then the reverse exchange of A in place of C is no 
longer possible, though the exchange of C in place of 
A in AB can still occur and must lead to completion of 
the reaction. Conversely, the removal of AB or C or 
both results in completion of the reciprocal reaction.  
 As with the above, so Williamson’s hypothesis 
also completely works for the reactions in scheme III. 
But it no longer works as an explanation for the distur-
bance of the equilibrium in scheme I,  for, if this equi-
librium also depended only on exchange, it would not 
be clear how just the removal of A or B or both would 
give the results that are, in fact,  observed. We have the 

scheme:

AB = A + B,  A + B = AB

If, for example, we now remove all of the free A, the 
exchange with the bound A will stop. The same is true 
for B. Its removal could only result in a cessation of 
the reaction and not in its completion, which is, how-
ever, what actually occurs, as shown by experience.
 This situation clearly occurs in the specific exam-
ple that I used earlier to illustrate the phenomenon of 
dissociation. We heat calcium carbonate in a closed 
tube. Carbon dioxide is formed. If we keep the tem-
perature fixed at a constant value, the amount of car-
bon dioxide will also stay constant. This state of equi-
librium can now be explained by both hypotheses. Ac-
cording to the hypothesis of exchange, free carbon   
dioxide molecules constantly switch position with 
bound molecules, which are, in turn, set free. Accord-
ing to the other hypothesis,  it is assumed that the num-
ber of released carbon dioxide molecules is equal to 
the number taken up by the quicklime per unit time,  
although the absorbed [molecules] do not necessarily 
substitute for the released [molecules]. Therefore, ac-
cording to the first hypothesis, every single release is 
necessarily coupled to an uptake, whereas, according 
to the second hypothesis, each release is independent 
of any given uptake, though the total number of both is 
constrained by the requirement of equality. 
 This distinction seems to be negligible, but it im-
mediately becomes crucial when we look at the follow-
ing process. We direct air (or some other inert gas) 
through the tube and displace the carbon dioxide. In-
stantly fresh carbon dioxide is released. Now the first 
hypothesis is no longer sufficient because, in that case, 
one would need to assume that the air switches posi-
tions with the bound carbon dioxide, which is not the 
case. In contrast, the second hypothesis corresponds 
completely [to the facts], since, according to it,  the 
combinations and decompositions are independent of 
one another [and] the first are easily reduced or elimi-
nated by removal of the carbon dioxide, while the latter 
continue.
 If one had caused the generation of carbon dioxide 
using [another] gas, capable of chemically combining 
with the chalk, then the difference between the two  
hypotheses would have remained undetected. Only the 
circumstance that the generation [of carbon dioxide] is 
also possible using an inert gas proves that only the 
second hypothesis can be correct.  
 One would reach the same conclusion on trying to 
explain the disturbance of the equilibrium caused by a 
change in temperature. According to the exchange hy-
pothesis (11),  the exchanges in cases II and III would 
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become more frequent in one direction than in the op-
posite, until, as a result,  the relative numbers of the 
different molecules had changed to such an extent that, 
once again, equal numbers of opposing exchanges are 
produced. From this point on, equilibrium would be 
established once more. [For these cases] the exchange 
hypothesis is sufficient. For case I it is not sufficient, 
as one may be convinced after brief consideration. This 
may again be demonstrated using the previous exam-
ple. The fact that calcium carbonate releases more car-
bon dioxide upon increasing the temperature of a 
closed space can only be explained by the assumption 
that the number of detached molecules becomes 
greater than the number which are simultaneously ab-
sorbed. This is not possible using a simple exchange.  If 
one wished to maintain this [mechanism], one would 
have to consider two processes side by side – the ex-
change and the decomposition.  However, it is simpler 
to assume that the individual combinations and de-
compositions are, in general, independent of each 
other. Thus the concept of an exchange requiring a 
pairwise coupling of both processes may be aban-
doned.
 One could restrict the exchange hypothesis to 
cases II and III, for which they were devised by Wil-
liamson, and use the second hypothesis to explain case 
I. However, it seems to me more expedient to extend 
these hypotheses until they apply equally to all three 
cases, and this is most easily accomplished if one re-
places the narrow conception of exchange with the 
broader conception of simultaneous individual and 
independent decompositions and combinations. 
 More important than the difference discussed 
above is the one found in point three.  Williamson as-
sumes an alternating transfer of the molecules [sic.   
atoms] in opposite directions, and hence an opposite 
movement of the same, without stating a cause for how 
these opposite effects are brought about. I find this 
cause, as already stated many times, in the momentary 
differences in the states of motion of individual mole-
cules,  as assumed in the hypothesis of Clausius. I have 
already explained the reactions found in schemes I and 
II,  now I will attempt to explain the transfer found in 
scheme III.
 We have molecules of AB and CD in a given vol-
ume. Depending on whether they are gaseous or liquid, 
they move throughout this volume in a linear or an    
irregular, but progressive, direction (external motion). 
Furthermore, their components move relative to each 
other, but are bound to a common center of gravity  
(internal motion). If one does not change the tempera-
ture,  the sum of the vis viva of both motions will re-
main constant.  Even the sum of the vis viva of the ex-
ternal motion alone, like that for the internal motion, 

will remain constant, since Clausius has proven that 
they must be in a constant ratio to one another. How-
ever, the external motion, as well as the internal, must 
be very unevenly distributed among the individual 
molecules.  Therefore we have the following limiting 
cases:

1)  Molecules possessing the maximum external and 
internal motion.

2)  Molecules possessing the minimum external and 
internal motion.

3)  Molecules possessing the minimum external and 
maximum internal motion.

4)  Molecules possessing the maximum external and 
minimum internal motion.

Between these limiting cases, there exists, of course, 
all possible intermediate cases. The maximum for the 
internal motion is determined by the magnitude of the 
affinity.  We do not know how the magnitude for the 
external motions is limited – indeed, it seems to me 
that the existence of such a maximum is not yet 
proven. However, this does not affect our method of 
explanation. 
 Upon the collision of two different molecules, the 
external motions can be increased at expense of the   
internal,  or the internal at expense of the external, or, 
as a limiting case, both may remain unchanged. Among 
the diverse results of such a collision, the following 
cases should be stressed:

1)  Two molecules, whose external and internal mo-
tions are very large, meet in such a fashion that, in the 
next moment, the external motions are completely, or 
for the most part, converted into internal motions 
which exceed the upper limits in both molecules. As a 
consequence, a separation into four parts, A, B, C and 
D, occurs.

2)  Two molecules, whose external and internal mo-
tions are very small, collide. Here it is possible that the 
resulting internal motions are not only too small to 
split both of the original molecules,  but also to prevent 
their permanent combination. An aggregated ABCD 
molecule results.

3)  Two molecules collide under such conditions that 
the resulting internal motion is too small to split the 
molecules,  but large enough to prevent a permanent 
connection. Hence they fly apart like elastic spheres 
and AB and CD remain as AB and CD.
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4)  The molecules collide under such conditions that 
the interplay of the internal motions of the components 
of the transient double-molecule induce its splitting in 
a different direction. AB and CD collide and momen-
tarily form ABCD. If the impact was – as we wish to 
assume in the simplest case, – linear and central,  the 
whole system will continue to initially move in accor-
dance with the redistribution of various quantities of 
motion, the lost external motion having been trans-
formed into internal motion. Now it depends on the 
magnitude of the affinity of A, B, C and D for one an-
other and, at the same time, on the previously existing 
internal motions of the components of AB and CD, as 
to whether the split due to the increased internal mo-
tions occurs in the direction of AB/CD or in direction 
of AC/BD. The larger the internal motions of the mole-
cules prior to collision, the greater the preparation for 
the separation of A, B, C and D and the easier it is for a 
split in the direction AB/CD to occur. One can see that, 
in general, the best conditions [for a double decompo-
sition] are in those given earlier under limiting case 4.

In this manner it becomes obvious that,  in addition to 
the affinities, the mode of decomposition further de-
pends on the state of motion, and that,  consequently, 
even those reactions that are apparently opposed by  
affinity may occur (reciprocal reactions).
 
 The first two of the four cases listed earlier require 
a larger difference in the states of motion of the indi-
vidual molecules than do cases three and four. Hence it 
is highly likely that these are not fully achieved in 
many processes for which the difference is not large 
enough. This assumption may be made for all those 
reactions for which there is no basis for assuming the 
presence of the [product] molecules ABCD, A, B, C or 
D in addition to the molecules AB, AD, BC and CD. 
But it is also possible that one will find examples whose 
explanation makes this assumption necessary (12).
 Now I come to the difference between the two 
hypotheses indicated in point 2. It is self-evident from 
the above. Although the collision of the molecules is 
random, they must, according to the principles of prob-
ability, result in regularity when the number of impacts 
becomes extremely large, such that the number of im-
pacts resulting in decomposition always corresponds to 
the same fraction of the [total] number of impacts un-
der the same circumstances. Therefore, in addition to 
those molecules that are decomposed (whose parts are 
exchanged), there will always be those that rebound 
without decomposition, which means, as I stated in 
point 3, that not all of the molecules are being decom-
posed at the same time. 
 Finally, in point 1,  I have described as essential to 

my hypothesis the assumption that a partial decompo-
sition (exchange) does not occur at every temperature. 
When one considers that, according to the theory of 
heat,  absolutely no motion of the molecules exists at 
-273° C, it is also apparent that for a considerable 
number of degrees [above zero] the motion may be so 
small that it does not exceed the upper limit for internal 
motion and so induces no decomposition. For this rea-
son there must be an upper temperature limit at which 
the reactions under consideration first begin. If, for a 
compound, this is situated higher than the temperature 
at which we are able to examine it, we will not be able 
to observe any hint of a decomposition (exchange), and 
in this sense I wish it to be known that Williamson’s 
assumption that “in an aggregate of molecules of every 
compound, there is an exchange constantly going on 
between the elements which are contained in it,” is 
restricted in the manner just described.
 This also agrees with experience. As evidence, I 
will cite the same example which led Williamson to the 
discovery of his hypothesis, namely the formation of 
ether. This process divides into two reactions, each of 
which may be reversed. The first is given by the equa-
tion:

C2H5OH  + H2SO4  =  (C2H5)HSO4  +  H2O

Alcohol + sulfuric acid = ethyl sulfuric acid + water

and the second by:

C2H5OH  +  (C2H5)HSO4  =  H2SO4  +  (C2H5)2O

Alcohol + ethyl sulfuric acid = sulfuric acid + ether

Both reactions show features that correspond to partial 
decomposition. In particular, both remain incomplete if 
one does not remove the products and they may also be 
reversed. A mixture of sulfuric acid and alcohol never 
forms so much ethyl sulfuric acid that some portion, 
not only of the alcohol but also of the sulfuric acid, 
does not remain unreacted. This is because the prod-
ucts formed – ethyl sulfuric acid and water – continu-
ously give rise to the opposite reaction. These recipro-
cal reactions can become dominant if the proportions 
are favorable. It is known that ethyl sulfuric acid 
changes back to sulfuric acid and alcohol when boiled 
with water. This last reaction is reduced by removal of 
water (or ethyl sulfuric acid) (13) – hence, the less wa-
ter added, the more ethyl sulfuric acid is formed ini-
tially. 
 By continuous removal of water and addition of 
alcohol the [first] reaction must go to completion in 
one direction. By addition of water and removal of 
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alcohol it will go [to completion] in the other direction. 
At a certain ratio of the initial reagents, [the question 
of] whether the equilibrium between the opposing re-
actions will correspond to a greater or lesser degree of 
decomposition will depend on the temperature. Hence 
there must be a temperature value at which the reaction 
of the sulfuric acid with the alcohol has not yet begun, 
at which the internal motions of the molecules – even 
those in which it is at a maximum – is insufficient, 
even with support from affinity, to cause a reaction. It 
is still unknown just how low this temperature value is, 
but the circumstance that dilute sulfuric acid only 
forms ethyl sulfuric acid upon heating, suggests that it 
cannot be very low.
 For the second reaction between the alcohol and 
the ethyl sulfuric acid the same relationship occurs. On 
reversal,  ether and sulfuric acid result in ethyl sulfuric 
acid and alcohol. Hence even here, if the ether cannot 
be removed, the degree of conversion must remain 
fixed at equilibrium, where both opposing reactions 
occur side by side with the same frequency.
 Now, if the water as well as the ether are continu-
ously removed by distillation during production of the 
latter, both processes will go to completion in one di-
rection, as in both the reaction favoring ether formation 
outweighs the reverse reaction. If both processes oc-
curred at all temperatures, ether would form at all tem-
peratures sufficient to remove the ether and water by 
distillation. But this does not happen because only the 
alcohol distills off below 126° C [at which tempera-
ture] the second reaction, at least, cannot have yet be-
gun. This single example will serve for many addi-
tional examples that could be quoted in support of the 
statement that (partial) decomposition (exchange) is 
correlated with a certain temperature value. I believe 
that I have now sufficiently discussed the relationship 
between my proposed hypothesis and the exchange 
hypothesis of Williamson.

IV.  Summary and Conclusions

The assumption that atoms are in a state of rest was 
first challenged by physicists. However, for quite some 
time their work attracted little attention and was nearly 
forgotten. As far as I know, Williamson was the first 
chemist who – independent of physical arguments and 
based on chemical facts alone – rejected the assump-
tion of static atoms. His inspired theory of ether forma-
tion was accepted, but his simultaneous,  and more im-
portant, presentation of his theory of the continuous 
exchange of elements remained almost unnoticed.
 The epoch-making papers by Krönig, and espe-
cially those of Clausius, abolished the assumption of 
static atoms forever.  Sooner or later the triumphant 

progress of the mechanical theory of heat had to attract 
the attention of chemists and invite attempts to apply 
the highly fruitful assumptions of this new theory to 
the explication of as yet unexplained chemical phe-
nomena. The present work is such an attempt. Starting 
with the theory of evaporation proposed by Clausius, I 
first attempted an explanation of dissociation. Gener-
alization of this approach allowed a transition to recip-
rocal reactions and the mass action effect. The results 
of my approach clearly show that the theory of gases as 
given by Krönig is insufficient and that the more elabo-
rate theory of Clausius is quite indispensable.
 It was of great interest to me that volume 101 of 
this journal contained a paper by Clausius [entitled]: 
“On the Electrical Conductivity of Electrolytes,” in 
which the fact that very small currents can cause de-
composition is explained by postulating that the parts 
have previously been in partial conversion. Here Clau-
sius refers to Williamson’s paper.  It now seems to me 
that my method of explanation agrees even better with 
the theory of electrolysis. The increase in the conduc-
tivity of liquids with temperature may be related to 
their increasing dissociation.  Those that do not conduct 
are unaffected by dissociation at the temperature in 
question. However, these are mere assumptions. In the 
near future, I will amplify this communication with 
some ideas concerning the constitution of mixtures and 
solutions, which are related to the above topic.

V.  Addendum (14)

Only after completion of this contribution did I dis-
cover the critique of Deville’s theory of dissociation by 
Dr. H. W. Schröder van der Kolk (15).. Although I now 
believe that the most important objections which it 
raised have been refuted by the above arguments, in 
order to ensure a complete resolution of this interesting 
and important matter,  I will allow myself, even at the 
risk of repetition, to add the following [remarks].
 I completely agree with Schröder van der Kolk 
that the extensive measurements of flame temperatures 
by Deville are open to several objections. Likewise, I 
think his opinion that the temperature of the flame – 
even without the assumption of dissociation – should 
be lower than the calculated values is reasonable. Thus 
one argument in favor of the theory of dissociation is 
no longer applicable. 
 However, in spite of this objection,  I have to retain 
the assumption of dissociation and the belief that there 
is a profound analogy between this and evaporation. I 
was led to this opinion independently and without 
knowing that Deville had already mentioned it earlier, 
for the reasons discussed above.
 It appears to me that the disagreements between 
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Schröder van der Kolk, on the one hand, and Deville 
and myself, on the other, are focused on the following 
point: According to the former, it is solely the absorp-
tion of heat from the decomposition of the initial mole-
cules which serves to “cool” (16) the neighboring 
molecules and thus accounts for the delay in the de-
composition of all of the molecules (and which,  for 
lack of time, also prevents it).
 According to the opposing view, this retarding 
influence is certainly present and is sufficient as an 
explanation for many partial decompositions; but in 
addition to this retarding influence there is, for com-
pounds undergoing dissociation, yet another cause, 
which, within certain temperature limits, not only de-
lays the complete decomposition but altogether pre-
vents it,  however long the temperature is maintained. 
In opposition to this Schröder van der Kolk then raises 
a most important argument, which I will directly quote, 
while retaining only the most important parts:

It seems to me that this theory appears to contain an 
inner contradiction. Water vapor is decomposed at 
[temperature] T through simple heating. This decom-
position gradually progresses and will be complete at 
constant temperature T provided that a sufficient 
amount of heat is supplied. This temperature T may 
change with the pressure, but, in any case, is always 
the same at the same pressure. At a lower temperature 
decomposition apparently cannot happen, otherwise it 
would not be T, but a lower decomposition temperature 
[that would correspond to the dissociation tempera-
ture].  Indeed, the author (Deville) says that in this case 
the decomposition is only partial; but if it occurs par-
tially, then it must also be possible for it to become 
total as soon as the decomposition is viewed as a func-
tion of only the temperature, as is the case with Deville.

This is the very same difficulty which I pointed out at 
the beginning of my contribution and which I think I 
have eliminated by the necessary assumption of une-
qual states of motion for the individual molecules.
 According to the mechanical theory of heat,  the 
temperature is proportional to the average vis viva of 
the molecules.  If one transfers this concept of tempera-
ture to individual molecules, one could argue that the 
temperature of the individual molecules is unequal,   
although the parts of the body to which they belong 
have attained a mutual equilibrium of temperature. The 
temperature of the body is the average temperature of 
all its molecules.
 The decomposition is now a result (function) of 
temperature, and hence it is now possible that,  within 
certain limits of the average temperature of the body, it 
extends only to that portion of the molecules which 

have exceeded a certain temperature limit. The circum-
stance that the initial decomposition of a molecule de-
pends only on its internal motions requires, in turn, 
that one distinguish between the internal and external 
temperature of the individual molecules. This has led 
me to not employ this extension of the term “tempera-
ture,” not least because the phrase “internal and exter-
nal motions” expresses the meaning much better than 
the phrase “internal and external temperature.”
 In resolving this internal contradiction of the the-
ory of dissociation, it seems to us of greater importance 
to prove by experiment that partial dissociation, even 
at temperatures produced by sufficient heat input over 
long periods, does not proceed to complete dissociation 
(except in the cases presented by me e.g. by diffusion). 
Likewise, I consider this evidence as already provided 
by the often mentioned experiment with calcium car-
bonate, and hence it seems unnecessary for me to ex-
plore additional reasons for partial dissociation. An-
other proof are the so-called abnormal vapor densiti-
es17 measured using the method of Gay-Lussac, which, 
as I have convinced myself by experiment, result in 
constant numbers with prolonged heating so long as 
the temperature of the vapor remains constant.
 In the end Schröder van der Kolk expresses the 
view (page 507) that,  based on the molecular theory of 
chemical compounds,  it should be possible to develop 
a [theory of] partial decomposition related to mass  
action. I would be delighted if I have succeeded in this 
paper in making a contribution to the foundations of 
such a theory.

VI.    References and Notes

 1. I take this from the abstract of his paper “On Disso-
ciation in Homogeneous Flames” in Chem. Centralblatt, 1865, 
p. 662, since the original paper is not available to me.
 2. This journal, Vol. 100, p. 353.
 3. In time I will show that sulfuric acid may be dried 
with  air just  as one is accustomed to drying air with sulfuric 
acid.
 4. Krönig already derived the principle of diffusion 
from his theory of gases (this  journal, Vol. 99, p. 320). I 
briefly mention this because in the widely known monograph 
of Paul Beis  on The Nature of Heat, page 150, it is  errone-
ously stated that Krönig did not state this correlation.
 5. Two things  follow from this:  Firstly, that  the two 
methods of vapor density determination by Gay-Lussac and 
by  Dumas should show different results under the same cir-
cumstances, since diffusion is impossible with the first, but 
possible with the second. Secondly, that  with the second 
method, the resulting values would not only be dependent on 
the temperature, but  also on the duration of the experiment. 
(See note 14).
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 6. Bull. soc. chim., 1865 p. 90. The remark in question 
reads: “In fact one frequently finds that it appears to be the 
general state of affairs that, when a body is decomposed, the 
presence of the products of the decomposition exercises an 
influence on  the progress of the reaction. There is a tendency 
to  establish a chemical equilibrium between  certain propor-
tions of the original products [i.e. reactants] and the products 
of their decomposition. When in the course of time equilib-
rium is attained, the decomposition is  arrested, etc ...  A result 
which one may express in  general terms using  the specific 
case of ammonium chloride, etc...”  
 7. However, I will  later show that, technically speak-
ing, this  example belongs to the case of double decomposi-
tion discussed later.
 8. Gmelin, Vol. I, p. 118.
 9.  But  it should not be said that this scheme includes 
all reactions requiring a similar explanation. If anything, 
more complicated ones can exist. The three cases  listed are 
sufficient, since the more complicated ones may be referred 
back to them.
 10.  The following reactions  could be considered as spe-
cial instances of case III:
 
IIIa  AB + CC = AC + CB and AC + CB = AB + CC

IIIb  AA + BB = AB + AB and AB + AB = AA + BB

Scheme IIIa will be assumed to be the correct one for many 
reactions, for which scheme II appears to  occur. The same 
goes for scheme IIIb, which can be assumed in place of the 
often occurring scheme I. For example, the instances  cited by 
me in Part I [of this paper] as special examples  of case II 
would come under IIIa, since, free hydrogen is  considered to 
be HH rather than H.
 

 
 
 

 11. Williamson did not mention the influence of tem-
perature on the rate of exchange. However, it should behave 
as indicated.
 12. For example, the development of so-called condensed 
compounds at high temperatures. This journal, Vol. 131.
 13. Lieben assumed that, in order to remove the disturb-
ing influence of the products of a reaction on its progress, 
one had to  remove all of the resulting  products. According to 
the proposed hypothesis, the removal of only one is neces-
sary, as this is sufficient  to make the reverse reaction impos-
sible. This is in keeping with experience.
 14. Supplement to the addendum. Since the molecules 
of gaseous bodies under increased pressure are closer to-
gether, they will collide more often. As a result of this, reac-
tions based on partial  decomposition reach an equilibrium or 
end faster than under otherwise identical conditions. It seems 
to  me that the dissociation of vapors can progress further, 
before equilibrium is reached, at  lower pressures than at 
higher [pressures], because the number of decompositions, 
which decreases for compounds in the first case and in-
creases in the second, remain  equally great. Hence, when 
determining the vapor density according to [the method of] 
Gay-Lussac, one will increase (although less severely) the 
[degree of] dissociation (and  hence the error in the molecu-
lar [weight] determination) by a decrease in pressure, as well 
as by an increase in temperature, if the vapor is  already in a 
state of dissociation, Only by decreasing the pressure at a 
temperature low enough that dissociation has not yet  oc-
curred, can one can avoid error when determining the den-
sity.
 15. This journal, Vol. 129 p. 481. 
 16. I would substitute “hinders greater heating.”
 17. In particular, those leading to values that do not 
exhibit a simple relation to those that are calculated. 
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Both the historical development of the kinetic theory 
of matter and the mechanical theory of heat (1) have 
been extensively studied by the American historian, 
Stephen G. Brush, and are the subject of several de-
tailed monographs (2, 3). In addition, Brush has also 
provided collections and translations of most of the key 
foundational documents (4-7). However, as with the 
case of available collections and translations of papers 
related to the foundations of thermodynamics, these 
collections are missing the first examples of the appli-
cation of these fundamental concepts to the phenomena 
of chemical reactions and equilibrium. In the case of 
thermodynamics, this missing document was August 
Horstmann’s seminal paper of 1873, “Theorie der Dis-
sociation” (The Theory of Dissociation) (8), which has 
only recently been made available in English transla-
tion (9). In the case of the kinetic theory of matter and 
heat, this missing document is Leopold Pfaundler’s 
1867 paper “Beiträge zur chemische Statik” (A Contri-
bution to Chemical Statics)  (10), an English translation 
of which appeared in the previous issue of the Bulletin 
and for which this paper serves as an introductory 
commentary (11).

The Kinetic Theory of Matter and Heat

Since, as just indicated, both the history of the kinetic 
theory of matter and of the mechanical theory of heat 
are the subjects of detailed monographs, all that is re-
quired here is to briefly summarize their early histori-
cal development in order to provide a proper chrono-
logical context for Pfaundler’s seminal paper of 1867.
! With the revival of the atomic theory in the 17th-
century, several writers, such as Francis Bacon and 
René Descartes, dropped occasional hints that heat 
might correspond to some kind of “intestine” motion of 
either the molecules or the underlying ether – a view 
later supported by both the famous cannon-boring ex-
periment of Count Rumford (1798)  (12) and ice rub-
bing experiment of Humphry Davy (1799)  (13). How-
ever, the specific association of heat with the transla-
tional motions of molecules, rather than with just their 
vibrational and rotational motions, was due to the de-
velopment of the kinetic theory of gases. Though its 
origins date back as far as the 18th century and the 

work of Daniel Bernoulli (1738) (14), and failed at-
tempts were made to revive it in the first half of the 
19th century by both John Herapath (1821, 1847) (15) 
and John Waterston (1846) (16), this theory did not   
attract widespread acceptance until the 1850s, when it 
was revived once more and developed by, among oth-
ers, August Krönig (1856)  (17) and Rudolf Clausius 
(1857) (18)1 in Germany, and by James Joule (1851) 
(19) and James Clerk Maxwell (1860) (20) in England. 
Clausius referred to the new approach as the “me-
chanical theory of heat”  and the British physicist, John 
Tyndall, captured its essence in the title which he gave 
to his popular lectures on the subject in 1862: Heat 
Considered as a Mode of Motion (21). 
! The reason for the significant time delay separat-
ing the work of Bernoulli from that of Krönig and for 
the failure of Rumford, Davy, Herapath and Waterson 
to stimulate a widespread acceptance of the kinetic 
theory of heat and matter in the late 18th and early 
19th centuries, was, of course, due to the overriding 
success of the caloric theory (22) of heat championed 
by, among  others, Joseph Black, Antoine Lavoisier, 
and Adair Crawford in the last half of the 18th century. 
This viewed heat as a conserved imponderable fluid, 
rather than as a form of molecular motion, and, in turn, 
fostered a static Newtonian model of the three states of 
matter in which solids, liquids and gases were viewed, 
not as differing in their degrees of intermolecular or-
ganization and freedom of motion, as they are today, 
but rather as fixed arrays which differed solely in terms 
of the distance between their statically equilibrated 
molecules (i.e., in terms of the sizes of their combined 
caloric envelopes). 
! In the opinion of Brush, it was the gradual recog-
nition of the principle of the conservation of energy 
during the 1840s and the accompanying realization that 
it was not just the heat alone that was conserved in 
most processes, but rather the sum of the heat and 
work together, which undermined one of the key as-
sumptions of the caloric model and which is largely 
responsible for the more favorable reception accorded 
the kinetic theory in the 1850s, as this approach al-
lowed one to reduce the interconversion of work and 
heat to a concomitant interconversion of macroscopic 
motion versus molecular motion. 
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! The realization that the mathematical development 
of the kinetic model in the cases of gases and liquids 
required the use of statistical concepts gradually 
evolved as well, beginning with the work of Clausius 
and Maxwell and culminating in the formal develop-
ment of statistical mechanics by the Austrian physicist, 
Ludwig Boltzmann (23), and the American physicist, 
Josiah Willard Gibbs (24), near the end of  the century. !
! In his paper of 1856 Krönig had assumed that each 
molecule possessed only translational motion. It was 
Clausius, in his elaboration of Krönig’s work the fol-
lowing year, who first pointed out that polyatomic 
molecules could also possess internal rotational and 
vibrational motions as well and that, as a result, the 
various molecular collisions should result in a redistri-
bution of the vis viva or kinetic energy among these 
various modes and thus lead to a spread or distribution 
of the various molecular velocities rather than to a 
fixed value. In other words, a given temperature would 
correspond, not to a fixed value of kinetic energy for 
the individual molecules, but rather to a fixed average 
value. 
! This statistical view was further elaborated by 
Clausius in 1858 with his introduction of the concept 
of mean free path (25) and by Maxwell in 1860 with 
the introduction of his famous velocity distribution 
function (20). As we will see, both the concept of the 
interconversion of translational energy with internal 
rotational and vibrational energies and the concept that 
each temperature corresponded to a characteristic en-
ergy distribution or average, rather than to a fixed 
value, would prove central to Pfaundler’s application 
of the kinetic model to chemical reactions.

The Origins of Pfaundler’s Paper  

It was the work of the German physicist, Rudolf Clau-
sius (figure 1), that served as the inspiration for both 
Horstmann’s paper of 1873 on the application of the 
second law of thermodynamics to chemical equilib-
rium and for Pfaundler’s paper of 1867 on the applica-
tion of the kinetic theory of heat and matter. In the case 
of Horstmann, it was Clausius’ 1865 paper on the en-
tropy function (26) which provided the necessary con-
ceptual foundation, whereas in the case of Pfaundler it 
was Clausius’ 1857 paper on the mechanical theory of 
heat (18). Thus in both cases roughly a decade sepa-
rated the first enunciation of the underlying concepts in 
the physics literature and their first explicit application 
to chemical systems in the chemical literature. 
! Likewise, both Horstmann and Pfaundler relied 
primarily on the work of the French chemist, Henri 
Sainte-Claire Deville (figure 2), and his associates for 
information on the experimental behavior of equilib-
rium systems involving either solid or gaseous disso-
ciation, of which the following reactions were typical:

Heat  +  CaCO3(s)  !  CaO(s)  +  CO2(g)                 [1]

Heat  +  NH4Cl(s)  !  NH3(g)  +  HCl(g)                 [2]

Heat  +  PCl5(s)  !  PCl3(g)  +  Cl2(g)                      [3]
!
! In his famous overview summary of his experi-
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Figure 1. Rudolf Julius Emanuel Clausius (1822-1888).

Figure 2.  Henri Etienne Sainte-Claire Deville (1818-1881).



mental work on dissociation (27), Deville had empha-
sized the analogy between the behavior of equilibria 
resulting from the thermal dissociation of solids and 
those resulting from the evaporation of pure liquids. 
Just as each temperature for the latter process corre-
sponded to a certain characteristic vapor pressure, so 
each temperature for the former process corresponded 
to a fixed degree of dissociation. Just as the vapor pres-
sure increased with increasing temperature and de-
creased with decreasing temperature, so did the degree 
of dissociation. And, finally, just as removal of vapor 
led to further evaporation of the liquid at constant tem-
perature, whereas addition of vapor led to further con-
densation, so addition of one or more of the gaseous 
dissociation products at constant temperature led to 
deposition of the undissociated solid, whereas removal 
of one or more of the products led to its further disso-
ciation. Indeed, since we know that Pfaundler studied 
physical chemistry in Paris in the years 1864-1865 and 
that, while there, attended Deville’s lectures, he may 
well have heard of these analogies directly from Dev-
ille himself.
! The epiphany came, however, only after Pfaundler 
had read Clausius’ 1857 paper on “The Kind of Motion 
Which We Call Heat,” in which Clausius applied his 
concepts of internal modes of molecular motion and of 
characteristic molecular velocity distributions at con-
stant temperature to an explanation of evaporation. 
Pfaundler quickly put two and two together and was 
thus inspired (10): 

... to investigate whether, as a consequence of the simi-
larity between these two phenomena [i.e., dissociation 
and evaporation], an hypothesis, like that used by 
Clausius to explain evaporation, might also be useful 
in explaining dissociation.

Kinetically Rationalizing Dissociation Reactions

Entitled “A Contribution to Chemical Statics,”  Pfaun-
der’s paper was divided into three major parts, plus a 
conclusion and a lengthy addendum. In Part I he dealt 
with the application of the kinetic model to simple 
thermal dissociation reactions of the form: 

heat  +  AB  !   A  +   B                                            [4]

beginning with the dissociation of solids and liquids, as 
originally studied by Deville and his associates, and 
then generalized the approach to include the dissocia-
tion of gases as well.
! As already hinted in Section 2, both of these ap-
plications rested on two key assumptions:

1.  !Gaseous polyatomic molecules possess not only 
translational motion as a whole, but also internal rota-
tional and vibrational motions, and the latter motions 
are also present in the liquid and solid states as well. 
Pfaundler referred to the former as “external motions” 
and to the latter as “internal motions,” and further 
noted that there is a characteristic upper limit to the   
internal motions, that varies from one chemical species 
to another, and which, if exceeded, leads to bond 
cleavage and dissociation.

2.! Because of intermolecular collisions not all mole-
cules at a given temperature possess the same magni-
tude for their external and internal motions or vis viva 
(mv2 – a quantity closely related to kinetic energy). 
Rather there is a continuous redistribution of these 
motions, leading not only to a variation in the magni-
tudes of each type but to an interchange between the 
magnitudes of the external and internal motions. In 
other words, a fixed temperature corresponds to a fixed 
average for the vis viva of the molecules and not to a 
constant value common to all.

Though both of these assumptions seem commonplace 
and unexceptional to the modern chemist, they were, 
prior to Pfaundler’s paper, totally missing from the  
earlier chemical literature.
! Pfaundler first applied these assumptions to the 
thermal dissociation of calcium carbonate or chalk, as 
shown above in equation 1. As the solid is gradually 
heated the internal motions of its molecules (in 1867 it 
was not known that CaCO3 was a nonmolecular solid) 
gradually increase until a few of them exceed the upper 
limit required for dissociation and release gaseous CO2 
molecules into the space above the solid. The greater 
the temperature, the greater the number of chalk mole-
cules that exceed the upper limit for internal motion, 
and the greater the degree of dissociation. However, 
the released CO2 molecules are not only simultane-
ously colliding with one another, leading to a redistri-
bution of their external and internal motions, but also 
with the surface of the chalk itself and, at each tem-
perature, a certain fraction will have lost sufficient vis 
viva to recombine with the solid. Eventually the rates 
of dissociation and readsorption will become equal, 
leading to an equilibrium and to a characteristic disso-
ciation pressure for the temperature in question.    
! Not only may this equilibrium be disturbed by 
altering the temperature, it may also be disturbed by 
removing CO2 from the space above the solid by flush-
ing it with a stream of air or some other nonreactive 
gas. By thus lowering the concentration of the CO2  gas, 
the rate of absorption is lowered but not the rate of 
dissociation, which will continue until it replaces the 
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displaced CO2 and reestablishes the previous equilib-
rium (10):

Therefore the calcium carbonate evolves carbon diox-
ide in the air stream at the same temperature as it ab-
sorbs carbon dioxide in its absence.  The calcium car-
bonate and carbon dioxide behave in the air stream in 
a manner similar to that of a hydrated substance that is 
being dried. 

! Extension of these concepts to the dissociation of 
a gaseous compound is straightforward.

Activated Complex Theory  

In Part II of his paper Pfaunder extended his theory  
beyond simple dissociation reactions to include gas-
phase single-displacement reactions:

AB  +  C  !  CB  +  A                                               [5]

and, in so doing, also introduced the concept of a colli-
sion complex. Depending on how the energy of colli-
sion redistributed itself among the internal modes of 
motion of this complex, it could either decompose 
back into the original reactant molecules (thus giving 
rise to a nonreactive collision) or into an new set of 
product molecules (thus giving rise to a reactive colli-
sion). As pointed out by Lund many years ago (28), 
this concept anticipated in all but name our modern 
concept of an activated complex or transition state (10):

Let us examine a molecule of the substance AB, which, 
because of the high temperature, has already acquired 
sufficient motion of its components that it is close to 
decomposition, and which now encounters a molecule 
C. The external motion of both molecules is now com-
pletely or partially converted into internal motion by 
the impact. The result now depends on whether the 
affinity is or is not strong enough, given this enhanced 
internal motion, to keep all three bodies together. If 
not, then the components are repelled again, which 
means a part of the internal motion is once again con-
verted to external motion. Apparently the mode of 
separation now depends on how the internal motion is 
distributed among the individual parts. If the internal 
motion of the original AB molecule was already very 
large prior to impact,  and was further increased by the 
impact, then the cleavage of the transient ABC mole-
cule to form A and BC is more likely than to form AB 
and C. Therefore, a certain definite portion of the AB 
molecules which collide with the C molecules will re-
act according to the equation AB + C = A + BC. Here 
we have a dissociation process which is different from 

pure dissociation; but also equally different from a 
complete chemical decomposition in which all of the 
molecules are decomposed at once. The peculiarity of 
our process consist in the necessity of only partial de-
composition.

These comments were then followed by a detailed 
analysis of the effects of mass action on this equilib-
rium in terms of changes in relative collision frequen-
cies and the question of whether it was possible to 
drive the reaction to completion at constant tempera-
ture by simultaneously increasing the concentration of 
AB and removing product A or whether the reaction 
could be completely reversed by simultaneously re-
moving AB and adding A.
! In Part III of his paper, Pfaundler, in addition to 
addressing the issues discussed below in section 6, 
further extended his concept of a collision complex to 
include the case of gas-phase double-displacement 
reactions as well:

AB  +  CD  !  AC  +  BD                                         [6]  

and also provided a drawing of the assumed collision 
complex itself (figure 3) (10):

The molecules collide under such conditions that the 
interplay of the internal motions of the components of 
the transient double-molecule induce its splitting in a 
different direction. AB and CD collide and momentar-
ily form ABCD. If the impact was – as we wish to as-
sume in the simplest case – linear and central,  the 
whole system will continue to initially move in accor-
dance with the redistribution of various quantities of 
motion, the lost external motion having been trans-
formed into internal motion. Now it depends on the 
magnitude of the affinity of A, B, C and D for one an-
other and, at the same time, on the previously existing 
internal motions of the components of AB and CD, as 
to whether the split due to the increased internal mo-
tions occurs in the direction of AB/CD or in the direc-
tion of AC/BD. The larger the internal motions of the 
molecules prior to collision, the greater the prepara-
tion for the separation of A, B, C and D and the easier 
it is for a split in the direction AB/CD to occur.
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Figure 3.  Pfaunder’s structure of 
the collision  complex formed in 
the double displacement reaction 
AB  +  CD  !  AC  +  BD.



! Pfaundler was not the first to suggest that dis-
placement reactions involved the initial formation of 
some sort of transient complex. A particularly famous 
example (figure 4), often reproduced in histories of 
chemistry but not mentioned by Pfaundler himself, was 
given by the German chemist, August Kekulé (figure 
5), in his famous paper (29) of 1858 on “The Constitu-
tion and Metamorphoses of Chemical Compounds and 
the Chemical Nature of Carbon” and later repeated in 
his equally famous textbook of 1861 (30). However, 
Kekulé envisioned both the formation and decomposi-
tion of this complex to be purely a function of compet-
ing forces of affinity in which molecular and atomic 
motions played no part whatsoever (29):

When two molecule react, they first attract each other 
by virtue of their chemical affinity, and align them-
selves next to each other. The affinities of the individual 
atoms then cause atoms which previously belonged to 
different molecules to come into intimate contact. For 
that reason, the group that was divided in one direction 
prior to reaction, now falls apart in another direction. 
On comparing the product and starting material, the 
decomposition can be conceived of as a mutual ex-
change.

! Interestingly, in a footnote, Kekulé further envi-
sioned that this mechanism could also explain mass 
action and the phenomenon of catalysis, again sans any 
reference to molecular collisions or various internal 
molecular motions (29):

One may consider that during the approach of the 
molecules to each other, the connection between the 
atoms is already loosened, because part of the force of 
affinity becomes bound by the atoms of the other mole-
cule, until at last the previously united atoms lose their 
connection together, and the newly formed molecules 
separate. On this assumption, the conception supplies 
a certain representation of mass action and catalysis. 
For in the same manner as a molecule of one sub-
stances acts on a molecule of another substance, so 
also all other molecules in the vicinity will act: they 

loosen the connection among the atoms. The closest 
molecule acts most powerfully and suffers double de-
composition with the molecule of the other substance. 
Those further away aid it; while they loosen the con-
nection of the atoms in the other molecule, they suffer 
the same change. As soon, however, as the decomposi-
tion has taken place they regain their earlier state. 
Mass action and catalysis differ, according to this con-
ception, only in that in the case of the former the cata-
lyzing molecule is of the same kind as one of those de-
composing, while in catalysis it is different in sub-
stance from both.

! All of this is a far cry from Pfaundler’s later ki-
netic- molecular rationale. Not only is there no mention 
of molecular motions and collision frequencies, there is 
also no mention of reversible reactions and equilib-
rium, all of which, as brilliantly elaborated by Pfaun-
dler, would require an interplay between both affinity 
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Figure 4.  Kekulé’s picture of a reaction complex leading to double displacement.

Figure 5. Friedrich August Kekulé (1829-1896). 



forces and molecular motions for their complete ra-
tionalization (10):

In this manner it becomes obvious that,  in addition to 
the affinities, the mode of decomposition further de-
pends on the state of motion, and that,  consequently, 
even those reactions that are apparently opposed by 
affinity may occur (reciprocal reactions).

Relationship to the Exchange Theory of Williamson 

In addition to his explication of the collision complex 
for a double-displacement reaction, in Part III of his 
paper, Pfaundler also took great care to explain the 
relationship between his newer kinetic theory of mass 
action and an earlier kinetic theory of chemical reac-
tions first proposed by the British chemist, Alexander 
Williamson (figure 6) in a series of papers and notes 
published in the years 1850-1851 (31). In these publi-
cations Williamson had suggested that the analogous 
parts (whether atoms or radicals) of neighboring mole-
cules were continuously exchanging places with one 
another at a rate that varied inversely with their bond 
strengths. In a pure substance, AB, all of the neighbors 
were identical and the system looked exactly the same 
before and after the exchange of A and B among the 
neighbors. However, in a binary mixture of two differ-
ent molecules, AB and CD, the fraction of the ex-
changes producing AD and CB rather than reproducing 
AB and CD would obviously increase as more and 
more of the molecules adjacent to a given AB molecule 
corresponded to CD rather than AB. In other words, 

the amount of AD and CB formed would increase as 
the concentration of CD was increased and vice versa 
as the amount of AB was increased. 
! From this summary it should be apparent that, 
while Williamson’s mechanism, unlike that later given 
by Kekulé, did indeed invoke a limited kind of molecu-
lar motion (atom or radical exchange between nearest 
neighbors) and was able to explain mass action without 
recourse to changes in stoichiometry, it was, in com-
mon with Kekulé’s later attempt, also totally lacking 
the concepts of both collision frequency and threshold 
energies which formed the centerpieces of Pfaundler’s 
approach and thus had little in common with either the 
mechanical theory of heat or the kinetic theory of gases 
then coming into vogue.
! Pfaundler took great trouble to explain the differ-
ences between Williamson’s exchange theory of 
chemical reactions and his own kinetic-molecular col-
lision theory and clearly demonstrated that the former 
was inconsistent with the experimental facts in a num-
ber of instances. Indeed, Williamson had originally 
presented his theory of chemical reactions in connec-
tion with his work on the synthesis of ethers and, to 
drive home his point, Pfaundler presented a detailed 
reinterpretation of the acid catalyzed synthesis of 
ethers from alcohols in terms of his own collision the-
ory of chemical reactions and equilibrium. However, in 
the end this effort was largely wasted on his fellow 
chemists. As we will see in Section 9, later writers 
would often misrepresent Pfaundler’s work as a mere 
elaboration of Williamson’s hypothesis, and most his-
tories of chemistry would all but ignore Pfaundler, 
while continuing to incorrectly credit Williamson as 
the originator of our current kinetic-molecular theory 
of chemical reactions. 

Conclusion and Addendum

In his brief conclusion (labelled Part IV in the transla-
tion), Pfaundler once more credited Clausius with hav-
ing provided the key ingredients underlying his own 
kinetic theory of chemical reactions via both Clausius’ 
initial application of the kinetic-molecular hypothesis 
to the process of evaporation and his elaboration of 
Krönig’s earlier kinetic theory of gases via the added 
assumption that polyatomic molecules could possess 
internal as well as external modes of motion. This was 
followed by mention of an 1857 paper by Clausius (32) 
in which he foreshadowed Arrhenius’s later theory of 
ionic dissociation via the application of the kinetic-
molecular hypothesis to composition of electrolyte  
solutions, leading to the conclusion that they contained 
a small equilibrium population of dissociated ions and 
thus explaining why they conducted electricity even at 
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Figure 6. Alexander William Williamson (1824-1904).



low values of the applied voltage. 
! Pfaundler seems to have been under the false im-
pression that Clausius had based his discussion of this 
subject on Williamson’s exchange theory and promised 
to write a future paper in which he would instead rein-
terpret Clausius’ conclusions in terms of the kinetic-
molecular theory, as well as write several future papers 
applying the theory to various other aspects of solu-
tions and mixtures in general. As it turned out, Clau-
sius’ mention of Williamson’s theory was only inciden-
tal and, as he had already given a proper kinetic-
molecular rationale of electrolyte solutions in the paper 
of 1857, Pfaundler’s projected paper on this subject 
never appeared, although, as also promised, he did 
later published a paper applying his theory to such 
miscellaneous, and apparently mysterious, subjects as 
supersaturated and supercooled solutions, explosions, 
and the crystallization of amorphous solids (33). In  
addition, he also published several later accounts of his 
general theory, the most famous of which applied the 
Darwinian metaphor of “The Struggle for Existence” 
to the competition between the various molecular 
components of an equilibrium mixture (34-35).
! The addendum to Pfaundler paper was originally 
inserted between Parts I and II but in the translation 
has been transferred to the end of the paper and la-
belled Part V. It deals with a criticism of the some of 
the work of Henri Sainte-Claire Deville on dissociation 
by a physicist by the name of H. W. Schröder van der 
Kolk, much of which was rendered moot by Pfaun-
dler’s kinetic-molecular interpretation of the dissocia-
tion process and is now of little or no interest to the 
modern reader (36). 

Who was Pfaundler?  

Leopold Pfaundler (figures 7 and 8) was born on 14 
February 1839 in Innsbruck, Austria, the son of a local 
advocate and Professor of Law at the University of 
Innsbruck (37). After attending the local Volkschule 
and Gymnasium, Pfaundler entered the University of 
Innsbruck in 1857, where he studied organic chemistry 
under Professor Heinrich Hlasiwetz, while also attend-
ing lectures in physics and mathematics. In 1859 his 
university studies were interrupted by military service 
in the Austro-Sardinian War, also known as the Second 
War of Italian Independence, followed in 1861 by a 
semester in Liebig’s laboratory at the University of 
Munich and receipt of a doctorate from the University 
of Innsbruck. 
! Following three years as an assistant in Hlasi-
wetz’s laboratory, Pfaundler, as already noted, spent 
the years 1864-1865 in Paris studying physical chemis-
try, where he worked in the laboratories of Wurtz and 

Regnault, and also attended lectures by Deville and 
Berthelot. In 1866 he became a Privatdozent in physi-
cal chemistry at Innsbruck, though once again his aca-
demic career was interrupted by military service, this 
time in the Third War of Italian Independence of 1866. 
The next year, at age 28, he published his seminal pa-
per on the application of the kinetic theory of matter 
and heat to chemical reactions and was appointed as 
Professor of Physics at Innsbruck. Here he remained 
until 1891, when he succeeded Ludwig Boltzmann as 
Professor of Physics at the University of Graz. In 1910 
he became Professor Emeritus at Graz and was also 
ennobled by the emperor, receiving the title of Pfaun-
dler von Hadermur.
! Like his contemporary – the German physical 
chemist, Wilhelm Ostwald – Pfaundler was highly 
eclectic in his scientific interests and often wrote on 
subjects having broader cultural and social implica-
tions. His earliest publications dealt not only with bo-
tanical and organic chemistry, as might be anticipated 
from his association with Hlasiwetz, but also with geo-
desic measurements – an interest which developed 
during his military service. His seminal paper of 1867 
and several subsequent contributions dealing with the 
application of the kinetic theory to the phenomena of 
solutions and crystallization were the obvious result of 
his study of physical chemistry in Paris during the 
early 1860s. Because of the poor condition of the 
physical laboratories at both Innsbruck and Graz, 
Pfaunder began, starting in the mid 1870s, to increas-
ingly focus on teaching and the writing of popular sci-
entific articles, rather than on laboratory research. 
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Figure 7.  Leopold Pfaundler (1839-1920).



Known for his excellent lecture demonstrations – many 
of which were of his own design (see figure 9) – and 
his clear delivery, he was also increasingly in demand 
as a popular lecturer.
! After his move into the field of physics, his work 
often focused on the development of new instrumenta-
tion, much of it connected with the teaching of physics, 
including the first demonstration of a direct current 
electrical generator (1870) and of a working telephone 
(1877). Kipnis estimates that Pfaundler published more 
than 110 articles and roughly 10 books and pamphlets 
during his career, including several editions (1877, 
1886, 1906) of Müller-Poulett’s textbook Lehrbuch der 
Physik und Meteorologie (38), which he used as a text 
in his physics lectures, and his own popular, Die 
Physik des täglichen Leben (1904) (39).
! Pfaundler was active in several scientific societies 
and also served as Rector of the University of Inns-
bruck in 1880. He was an avid mountain climber and 
photographer of mountain landscapes, for which he 
received a silver medal at the 1901 International Pho-
tographic Exhibition, as well as an early enthusiast of 
the Japanese game of Go on which he published a book 
in 1908. Other interests included ecology and the car-
rying capacity of the earth and advocacy of an artificial 
international language for use in the scientific litera-
ture. Indeed, in 1914 he published a photographic lexi-
con in Ido, a simplified version of Esperanto. He died 
in Graz in May of 1920 at age 81.

The Fate of Pfaundler’s Work  

Shortly after its publication, Pfaundler’s paper came to 

the attention of the German thermochemist, Alexander 
Naumann, who quoted it extensively in a review on 
dissociation phenomena which he wrote for Liebig’s 
Annalen later the same year (40). In 1868 August 
Horstmann attempted to quantify Pfaundler’s qualita-
tive arguments by using a probability distribution to 
calculate the change in the density (and hence the de-
gree of dissociation) of various vapors as a function of 
temperature (41). By 1873, however, Horstmann had 
become disillusioned with the kinetic approach – in 
large part because he felt that it failed to explain why 
pure solids did not exert a mass action effect (8). This 
criticism was repeated by Pattison Muir (42) in 1884 
and again, in greater detail, by the French chemist, 
Pierre Duhem (43), in 1898, who triumphantly con-
cluded that failure to resolve this issue meant that a 
theory of “chemical statics based on the kinetic hy-
pothesis is thus condemned.” Instead, both Horstmann 
and Duhem came to favor a purely thermodynamic  
approach based on either the maximization of the en-
tropy function or the minimization of the Gibbs free-
energy. However, it wasn’t until Horstmann repeated 
his criticism in 1876 (44)  that it finally came to Pfaun-
dler’s attention and he published a rejoinder (45), 
though the true reason for the apparent lack of a mass 
action effect for solids – namely that their kinetic influ-
ence depended on the number of collisions per unit 
area rather than per total area – seems to have eluded him.
! In this regard, it is interesting to note that most 
accounts of the history of the kinetic theory of matter 
are written from the standpoint of the physicist2,3 and 
tend to emphasize the successes of the theory in ration-
alizing not only the ideal gas law and Graham’s law of 
diffusion, but also in making the nonintutitive predic-
tion that the viscosity of gases should be independent 
of density and should increase, rather than decrease, 
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A vibrating bead plate used to illustrate the kinetic theory of the 
three states of matter designed by Pfaundler for use as a lecture 
demonstration while at the University of Gratz, circa 1903.

Figure 8.  Memorial bas relief of Pfaundler at the University 
of Innsbruck.



with temperature. The fact that a significant segment of 
the chemical community rejected the theory because of 
its mistaken belief that it could not adequately rational-
ize the absence of a mass action effect for solids is 
never mentioned. Even more interesting is the fact that 
this same argument over the relative correctness of   
kinetic versus purely thermodynamic rationales con-
tinues to persist in the current chemical literature, par-
ticularly with respect to the rationalization of Raoult’s 
law, and involves the same error of failing to distin-
guish between collisions per unit area versus per total 
area (46).
! The first references to Pfaundler’s work in the 
monograph literature do not appear until roughly 15 
years after the publication of his paper. In 1882 Nau-
mann repeated much of what he had said in his review 
of 1868 in his book, Lehr- und Handbuch der Thermo-
chemie (47), and also added a diagram of a probability 
distribution similar to that used by Horstmann. This 
book, in turn, served as the stimulus for the detailed, 
albeit somewhat confused, account of Pfaundler’s 
views which appeared in the textbook of theoretical 
chemistry published by the British chemist, M. M. Pat-
tison Muir, in 1884 (42), as well as for the briefer 
summary in his subsequent, A Textbook of Thermal 
Chemistry, which was published the following year 
(48).  Pfaundler was also mentioned by van’t  Hoff in 
the introduction to the first edition of his Études de 
dynamique chimique of 1884 (49), where he is ironi-
cally credited with being the first to show that chemical 
equilibrium was a result of the equalization of the ve-
locities of the forward and reverse reactions – ironic 
because most historians incorrectly attribute this con-
cept to van’t Hoff instead. In fact, it had already been 
proposed, not only by Pfaundler, but by Williamson 
(1850), Malaguti (1857) and by Guldberg and Waage 
(1867) many years earlier. 
! Interestingly there appears to be no mention of 
Pfaundler in the 1884 edition of Lothar Meyer’s Die 
modernen Theorien der Chemie, though it contains a 
detailed discussion of thermal dissociation reactions 
and the mass action effect, nor is there any mention in 
Meyer’s shorter Grundzüge der theoretischen Chemie 
of 1890 (50). Continuing into the 1890s, a single-
sentence mention is found in Nernst’s 1893 text, Theo-
retische Chemie von Standpunkte der Avogadro’schen 
Regel und der Thermodynamik (51), where it is im-
plied that Pfaundler had simply amplified Williamson’s 
original exchange theory. Likewise, though several  
aspects of Pfaunder’s various publications are men-
tioned in Ostwald’s massive, multi-volume, Lehrbuch 
der allgemeinen Chemie (52), those sections dealing 
with his applications of the kinetic theory to chemical 
reactions are generally highly critical and once again 

repeat the argument that the kinetic model is unable to 
account for the absence of a mass action effect for sol-
ids. The same is true of Ostwald’s more popular text-
book, Grundriss der Allgemeinen Chemie (53). Though 
Pfaundler’s theory is discussed in the 1890 edition, 
where it is once again criticized, all references to both 
Pfaundler and the kinetic molecular theory of equilib-
rium are missing from the 4th edition of 1908. 
! Following the trend set by Ostwald, all mention of 
Pfaundler’s various contributions appears to have dis-
appeared from the contemporary chemical literature by 
the second decade of the 20th century. Thus no men-
tion of him is to be found in the papers by Trautz 
(1916) (54) and Lewis (1918) (55), which laid the 
foundations of our current collision model of chemical 
kinetics, nor in the first detailed book-length treatment 
of the collision model – C. N. Hinshelwood’s 1926 
monograph, The Kinetics of Chemical Change in 
Gaseous Systems (56). Nor is he mentioned in the early 
literature dealing with absolute rate theory (57), though 
his concept of a critical collision complex is a direct 
qualitative anticipation of the modern concept of an 
activated complex, as pointed out earlier by Lund (28).!
! A somewhat similar scenario played out in the 
history of chemistry literature.  No mention of Pfaun-
dler is to be found in early 20th-century British histo-
ries of chemistry, such as those by Thorpe (1909), Pat-
tison Muir (1909), and Hilditch  (1911), though he is 
briefly mentioned in several early German histories, 
such as those by Ernst Meyer (1889) (58), Albert 
Ladenburg (1900) (59), and Richard Meyer (1922) 
(60). However these brief mentions, with the exception 
of Ladenberg, uniformly failed to properly describe the 
nature and significance of his contribution. Thus, like 
Nernst, Ernst Meyer also implied that Pfaundler had 
simply amplified Williamson’s original exchange the-
ory, and, in the case of Richard Meyer, only Pfaun-
dler’s early work with Hlasiwetz on the organic chem-
istry of plant materials is mentioned. 
! The same is largely true as we move into the 
1930s, where the standard histories by Moore (1931, 
1939) and Partington (1937) fail to mention him, 
though he is briefly mentioned in the short history of 
19th-century chemistry by Findlay (1938) (68), where, 
following van’t  Hoff’s earlier error, he is again given 
credit for being the first to show that chemical equilib-
rium was dynamic rather than static. This pattern of 
neglect and misrepresentation continued throughout 
the 1950s and 1960s, where again there is no mention 
in the standard histories by Farber (1952, 1964), 
Leicester (1956) and Ihde (1964), though he is dis-
cussed in Partington’s massive four-volume reference 
work (1964) (62). More recent histories, such as those 
by Brock (1992) and by Fruton (2002), have continued 
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this pattern, the sole exception being the short history 
by Hudson (1992 (63)), which devotes a single sen-
tence to him. 
! Thus we see that by the early decades of the 20th 
century Pfaundler’s work was all but forgotten. Most 
histories of chemistry continue to incorrectly attribute 
the first application of the kinetic theory to chemical 
reactions to Williamson rather than Pfaundler and most 
modern textbooks and monographs on chemical kinet-
ics begin their somewhat perfunctory historical intro-
ductions with the Arrhenius equation of 1889 rather 
than with Pfaundler’s paper of 1867 – despite the fact 
that Pfaundler was the first to rationalize the law of 
mass action in terms of collision frequencies and an-
ticipated significant aspects of both the collision theory 
and transition-state theories of chemical kinetics via 
his concepts of critical threshold energies and collision 
complexes.
! The reasons for this neglect are complex. Cer-
tainly the strong bias towards purely phenomenological 
models based on classical thermodynamics shown by 
such influential physical chemists as Ostwald and 
Duhem and by such physicists as Ernst Mach, with 
their concomitant undervaluation of the kinetic-
molecular approach, played an important role in the 
gradual marginalization of Pfaundler’s work as the 
19th century drew to a close. Likewise, Pfaundler’s 
progressive career move from chemistry into physics 
may have also contributed to his equally progressive 
disappearance, not only from the contemporary chemi-
cal community, but from the contemporary chemical 
literature as well. And, finally, the fact that Pfaundler’s 
approach was essentially qualitative, rather than quan-
titative, meant that his paper was ultimately equally 
unsatisfying to both the chemical and physical com-
munities. Its use of statistical arguments, even in a 
qualitative form, was foreign to most chemists raised 
to think almost exclusively in terms of static molecular 
structures and semi-anthropomorphic affinity concepts, 
whereas its purely qualitative treatment made it largely 
irrelevant to those physicists concerned with develop-
ing ever more sophisticated mathematical formulations 
of the kinetic theory of gases.
! There is some indication that this pattern of ne-
glect is slowly changing.  Though the 1968 apprecia-
tion by Lund (68) remains, to the best of my knowl-
edge, the only English-language tribute to Pfaundler’s 
work, an analysis, in German, of his contributions has 
more recently appeared in Berger’s (64)  1997 study of 
the impact of the mechanical theory of heat on the 
study of chemical reactions. Likewise, though the Ca-
nadian kineticist, K. J. Laider, failed to mention Pfaun-
dler in his 1967 collection of readings in the history of 
kinetics (65), he did include a short summary in the 

historical appendix to the 3rd edition (1987) of his 
well-known textbook of chemical kinetics66 and also 
repeated that summary, which was based largely on 
Partington, in his 1993 history of physical chemistry 
(67). Ironically, however, neither of these accounts 
mentions Pfaundler’s anticipation of the activated 
complex concept, though this is a subject on which 
Laidler was an expert, having coauthored the first 
monographic treatment of absolute rate theory in 1943 
(57, 68). On the other hand, there is apparently no 
mention of Pfaundler in the 1993 history of chemical 
kinetics by Kritsman et al (69).
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Update

I have only recently (2015) become aware of the 1977 
article by H. A. M. Snelders (“Dissociation, Darwinism
and Entropy,”  Janus, 1977, 64, 51-75)  which also dis-
cusses Pfaundler’s kinetic treatment of dissociation   
reactions and the use of Darwinian metaphors in the 
19th century chemical literature. 
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Question
 
I have noticed that some textbooks refer to Faraday’s 
laws of electrolysis whereas others refer just to Fara-
day’s law. Which is correct and why?

James Bohning
Department of Chemistry
Lehigh University
Bethlehem, PA 18015

Answer

In sharp contrast to the approach taken in earlier col-
umns, this question is best answered mathematically, 
rather than historically, by first providing a rigorous 
derivation of Faraday’s law(s) using the notational sys-
tem introduced by the Belgian physicist, Théophile De 
Donder, (1872-1957), in the 1920s (1). Thus, for a 
generalized chemical reaction:

aA + bB ! cC + dD                                                   [1]

the change in the amount or extent of reaction, d!, 
measured in units of moles of reaction events, is de-
fined as the change in the moles, dns, of any of the 
various species, s, in the reaction, weighted by its stoi-
chiometric coefficient, "s, in the balanced equation:

d! = dns/"s = dnA/a = dnB/b = dnC/c = dnD/d            [2]

where "s is assumed to have the units of moles of spe-
cies s per mole of reaction and to be inherently nega-
tive for reactants and inherently positive for products. 
Using these conventions, De Donder was also able to 
express the rate of a reaction in terms of the change in 
its extent of reaction per unit time (2):

d!/dt = (dns/dt)/"s                                                       [3]

! Applying this notation to the equation for a typical 
electrochemical reduction:

"oOx  +  "ee- !   "rRed                                              [4]

we can express its rate of reaction, d!/dt, in terms of 
either the weighted change in the moles of electrons 
consumed per unit time, (dne/dt)/"e,  or the weighted 
change in the moles of any one of the various chemical 
species generated or consumed per unit time (dns/dt)/"s :

(dne/dt)/"e  = (dns/dt)/"s                                              [5]

Multiplying both sides of this equation by Faraday’s 
constant, F, having the units of coulombs per mole 
electrons, and using the fact that the product, Fdne,  is 
equal to the change in the number of coulombs, dQ, 
and its time derivative, dQ/dt, is, in turn, equal to the 
electric current, i, gives us:

F(dne/dt)/"e  = (dQe/dt)/"e  =  i/"e  = F(dns/dt)/"s       [6]

Regrouping the terms and defining the ratio ("e/"s) as 
zs, with the units of moles of electrons per mole of spe-
cies s, we obtain the differential form of Faraday’s law:
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idt  = ("e/"s)Fdns = zsFdns                                          [7]

In an introductory chemistry course we usually further 
assume that the current, i, is constant over time, thus 
allowing us to use a simple integrated form of equation 
7 instead:

it = zsFns                                                                     [8]

in which the two most important electrical variables (i 
and t)  are segregated on the left and the two most im-
portant chemical variables (zs and ns) are segregated 
the right.#
# Textbooks have traditionally summarized Faraday’s 
original work on electrolysis, which dates from the 
1830s, in the form of two verbal statements known 
collectively as Faraday’s laws of electrolysis (3):

a.# The mass of any substance deposited or dissolved 
is proportional to the absolute quantity of electricity 
that passes through the cell.

b.# The masses of different substances deposited or 
dissolved by the same quantity of electricity are pro-
portional to their electrochemical equivalent weights.

It should noted that, although these textbook state-
ments accurately summarize his results, Faraday him-
self never clearly distinguished between these two 
statements but rather combined them into a single verbal 
law which he called the “doctrine of definite electro-
chemical action” (4):

... the chemical power of a current of electricity is in 
direct proportion to the absolute quantity of electricity 
which passes ... the results obtained for any one sub-
stance do not merely agree among themselves, but also 
with those obtained from other substances, the whole 
combining together into one series of definite electro-
chemical actions.

By the term “definite” Faraday meant that the results 
were in keeping with the law of definite proportions or 
equivalents.   
! In order to recover these two laws from equation 
8, we need to make use of the fact that the moles, ns,  of 
species s is equal to its mass, ms,  divided by its molar 
weight MWs, which, upon substitution into equation 8, 
gives the result:

it = zsF(ms/MWs)                                                        [9]

Solving this for ms and recognizing both that the terms 
in parentheses on the right side of the resulting equa-

tion are a constant, ks, for a given species and that the it 
term is equal to the total charge Q, we obtain the mathe-
matical equivalent of Faraday’s first law of electrolysis:

ms  =  (MWs/zsF)it    or    ms = ksQ                           [10]

Regrouping the terms again and recognizing that MWs/
zs for a given species, s  is equal to its electrochemical 
equivalent weight, EWs, we obtain, provided that Q is 
kept constant, the mathematical equivalent of Fara-
day’s second law:

ms = (Q/F)(MWs/zs)   or    ms =  k’(EWs)Q                        [11]
#
# Based on these derivations, we can draw a number 
of important conclusions:

1.! Since the two traditional verbal laws can be com-
bined into a single mathematical equation (equation 8), 
it is more appropriate to talk of Faraday’s law rather 
than Faraday’s laws (5).

2.! As demonstrated by the Italian chemist, Carlo 
Matteucci (1811-1868), in 1839, the relationship em-
bodied in equation 8 is equally applicable to both an 
electrolysis cell and to a voltaic cell (in which case it 
correlates the current generated by the cell with the 
amount of reaction within the cell, rather than the 
amount reaction in the cell with the applied current) 
(6). Hence, it is no longer appropriate to talk of Fara-
day’s law of electrolysis. Rather it should be called, 
following Faraday’s original suggestion, Faraday’s law 
of electrochemical action, in which the concluding 
qualifier is necessary in order to distinguish it from 
“Faraday’s law of magnetic induction,” as used in the 
field of electromagnetism.

3.! Our derivation clearly shows that, in contrast to 
the Nernst equation, which is thermodynamic in na-
ture, Faraday’s law of electrochemical action is kinetic 
in nature (7).

! Though I was taught equation 8 as an undergradu-
ate, I was rather surprised to recently discover that the 
author of the Freshman textbook used at Cincinnati 
seems to be unaware of it and that the entire subject is 
essentially missing from the textbook currently being 
used in our undergraduate physical chemistry course. A 
quick review of additional Freshman and physical 
chemistry textbooks yielded similar results. In many 
cases only the verbal equivalent of the first law was 
given or a series of special-case relationships similar 
to equations 10 and 11, thus suggesting that it is time that 
we finally update our textbook coverage of this subject.  
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The use of either a water or an ice calorimeter to 
measure the heats of chemical reactions and phase 
changes is a laboratory technique that dates back to the 
late 18th century and the work of Joseph Black and 
Adair Crawford in Scotland and of Antoine Lavoisier 
and Pierre Laplace in France. Among its most notable 
practitioners in the 19th century were the Russian 
chemist, Germain Hess, the French team of Pierre 
Favre and Johann Silbermann, and the Irish chemist, 
Thomas Andrews, in the first half of the century, 
followed by the Danish chemist, Julius Thomsen, and 
the French chemist, Marcellin Berthelot, in the second 
half (1). 
! Inspection of surviving examples of 20th-century 
American-made calorimeters quickly reveals that the 
vast majority correspond to so-called “Parr Calori-
meters” and were manufactured by The Standard 
Calorimeter Company of East Moline, Illinois (figure 
1), where the “Parr” in question refers to the American 
chemist, Samuel Wilson Parr (figure 2), who was both 
the company’s founder and its first president. 
! Parr was born on 21 January 1857 in Granville, 
Illinois and educated at the University of Illinois, from 
which he received a B.S. degree in 1884. This was 
followed by a year of graduate work at Cornell 
University and an M.S. degree in 1885. That same year 
Parr was appointed as Professor of General Science at 
Illinois College in Jacksonville, Illinois, followed six 

years later by his appointment in 1891 as Professor of 
Applied Chemistry at the University of Illinois at 
Urbana-Champaign, where he would remain until his 
retirement in 1926 (2). 
! As implied by his title, Parr’s primary teaching 
responsibility at Urbana involved the training of 
industrial chemists and he is widely considered to be 
the founder of the University of Illinois Chemical 
Engineering Program, which was first formally listed 
as such in the university catalog for the 1901-1902 
academic year. His research speciality was the 
evaluation of fuels and especially the scientific 
development and exploitation of the coal fields of 
Southern Illinois – a topic on which he published 
numerous books and monographs (3).
! Whereas many of the chemists listed earlier were 
attracted to calorimetry for its theoretical importance 
as a possible means for quantifying the concept of 
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The Parr Calorimeter

Figure 2.  Samuel Wilson Parr (1857-1931).

Figure 1.  Label from an early Parr calorimeter, c. 1912 
(Jensen-Thomas Apparatus Collection).



chemical affinity, Parr’s interest in the field was purely 
practical and centered on its use in quantifying the 
heating efficiency of coal and other fuels and, more 
particularly, on his proposal in 1899 of a new method 
of measuring coal’s heat of combustion using a bomb 
calorimeter in which, rather than directly oxidizing the 
coal to carbon dioxide in an atmosphere of pure 
dioxygen gas, it was instead indirectly oxidized by 
mixing the powdered coal with solid sodium peroxide 
and initiating the reaction by means of a potassium 
chlorate accelerant and an electrical ignition source (4, 
5). Thus rather than: 

C(s) + O2(g) ! CO2(g) + heat                                   [1] 

the primary reaction presumably became:

C(s) + 2Na2(O2)(s) ! Na2(CO3)(s) + Na2O(s) + heat    [2]

in which the absence of both reactant and product 
gases made the method both easier to perform in the 
laboratory and less susceptible to potential explosions. 
! In order to provide a commercial source of 
calorimeters especially tailored for use with his new 
peroxide method, Parr founded the Standard Calori-
meter Company in Champaign, Illinois, in 1899, 
eventually moving it to East Moline, Illinois, in 1911. 
The outer double insulating walls (BB and CC of 

figure 3) of his early calorimeters were originally made 
of molded straw and glue (6). Inside these was a 
nickel-plated water chamber (AA) to absorb the heat 
from the combustion reaction and the steel combustion 
bomb itself with attached stirring paddles (D). This 
was rotated on pivot F using an external motor and 
pulley system (P). The Jensen-Thomas Apparatus 
Collection contains two early Parr calorimeters of the 
straw-glue variety (figures 1 and 4), both of which 
probably date from around 1912 and which list only 
the 1901 and 1902 patent dates on the attached 
identification plates.
! Unfortunately reaction 2 ultimately proved to be 
more complex and less reproducible than originally 
thought and in order to improve calorimetric accuracy 
it became necessary to once again revert to reaction 1. 
As a consequence, by the 1920s Parr was also manu-
facturing his version of the traditional Berthelot high-
pressure (25-30 atm)  oxygen bomb calorimeter, which 
had been first introduced in 1881. Parr continuously 
improved the design of his calorimeters by incor-
porating new materials and conveniences as they 
became available. As shown in figures 5 and 6, by the 
1930s the straw and glue insulating containers had 
been replaced by black Bakelite and the calorimeter 
came with the stirring motor permanently attached. 
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Figure 4.  An example of a later variant of the Parr peroxide 
calorimeter, c. 1912 (Jensen-Thomas Apparatus Collection). 
The water chamber is to the left  and the combustion bomb 
and pivot support  are to the right. The pulley attachment for 
the top of the combustion bomb and the detachable stirring 
wings are missing.

Figure 3.  Diagram of the interior of Parr’s original peroxide 
calorimeter, c. 1900.



Since the combustion bomb required for the solid-gas 
coal-dioxygen reaction was much larger and heavier 
than that required for the solid-solid coal-peroxide 
reaction, the stirring mechanism was separated from the 
bomb, which now remained stationary. In addition, a 
small sliding magnifying device was attached to the 
thermometer to facilitate accurate reading of its scale. 
A typical example of this design from the Jensen-
Thomas Apparatus Collection is shown in figure 6 and 
probably dates from around 1940. 
! By the 1930s the company was also offering a 

larger variant of the oxygen bomb calorimeter known 
as an adiabatic calorimeter in which the traditional 
cylindrical design had been replaced by a cubic shape 
and a permanently attached lid that could be conven-
iently rotated out of the way when opened (figures 7 
and 8). Rather than an insulating air gap between the 
outer and inner walls, the so-called adiabatic 
calorimeter used a wall of circulating water. As a result 
it had two thermometers, one as usual for the nickel-
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Figure 6.  An example of a Parr oxygen bomb calorimeter, c. 
1940 (Jensen-Thomas Apparatus Collection).

Figure 5.  Diagram of the interior of an early Parr oxygen 
bomb calorimeter, circa 1932.

Figure 7.  An example of a Parr adiabatic oxygen bomb 
calorimeter, c. 1956(Jensen-Thomas Apparatus Collection).



plated water chamber surrounding the combustion 
bomb and one to monitor the insulating jacket of 
circulating water. Likewise, it also had two stirring 
systems for the same purpose. When closed, the 
calorimeter lid could be locked down to produce a 
water-tight seal, as the stirring system for the water 
jacket served to pump water through the lid as well. 
Also required were external inlets and outlets (A and G 
of figure 8) for the entrance and exit of the water in the 
circulating jacket. 
! A typical example of a Parr adiabatic calorimeter 
from the Jensen-Thomas Apparatus Collection is 
shown in figure 7 and probably dates from around 
1956. It also includes an external push button ignition 
system (small box to the far left) and an alternative 
combustion chamber for sulfur determinations (the 
container in front of the ignition box). 
! As early as 1915 the corrosion of his steel 
calorimetric bombs by the acidic oxides of nitrogen 
and sulfur produced as a necessary by-product in the 
combustion of coal samples had induced Parr to search 
for a more corrosion-resistant alloy and had led to his 
development of Illium – a tungsten alloy named after 
the University of Illinois that contained eight addi-
tional components (Cu, Mn, Si, Ni, Al, Fe, Cr, and Mn) 
and which was not only acid resistant but could be 
used as a substitute for such noble metals as platinum 
and palladium in many other laboratory devices (7). 
This sojourn into the field of metallurgy later led  
to work on the causes of the embrittlement of boiler 
plate and to effective remedies for its prevention which 

eventually produced vast savings for a wide range of 
industries (8).!
! In later years Parr was widely acknowledged as a 
world expert on fuel and coal chemistry and was the 
recipient of many awards and honors, including the 
Chandler Medal in 1926 and service as President of the 
American Chemical Society in 1928 (9). After Parr’s 
death in 1931, his sons continued to run the Standard 
Calorimeter Company, which by then had branched out 
into other areas of chemical instrumentation. In 
recognition of this fact, the company was renamed the 
Parr Instrument Company in 1933.
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Figure 8.  Diagram of the interior of a Parr adiabatic oxygen 
bomb calorimeter, c. 1932.



Though the history of thermodynamics, as it relates 
to both engineering and physics, is well documented in 
both the journal and monograph literature (1-3), the 
same is not equally true of the history of its specific 
applications to the field of chemistry (4). In an at-
tempt to fill this lacuna, the author has recently pub-
lished English translations and commentaries on the 
work of both the Austrian chemist and physicist, Leo-
pold Pfaundler, who was the first to apply the newly 
emerging kinetic theory of gases to chemical rates and 
equilibria in 1867 (5-6), and the German chemist, 
August Horstmann, who was the first to apply Clau-
sius’ entropy function to the rationalization of chemical 
equilibria in 1873 (7-8). In keeping with this program, 
the present paper is concerned with a distinctive British 
attempt to base the early teaching of chemical thermo-
dynamics on the use of William Thomson’s concept of 
energy dissipation rather than on Rudolf Clausius’ 
more familiar entropy function, as reflected in the 
pioneering contributions of the British chemist, George 
Downing Liveing (9-10).

Energy Dissipation versus Entropy Increase

The first English-language textbook on thermodynam-
ics (figure 1) was published by the Scottish physicist, 
Peter Guthrie Tait (figure 2), in 1868 under the title 
Sketch of Thermodynamics (11). In actual fact, this 
small volume of only 128 pages consisted primarily of 
a slightly revised reprint of two popular articles on heat 
and energy that Tait had published four years earlier in 
the North British Review, plus an additional, far more 
mathematical, chapter on thermodynamics proper, and 
was intended for classroom use by his students at the 
University of Edinburgh.
! In his first two chapters Tait had adopted a largely 
historical approach and, as a result, had managed to 
ignite two historical debates over issues of priority (12). 
The first of these involved the law of the conservation 
of energy and the relative merits of the contributions of 
the German physician, Robert Mayer, versus those of 
the Englishman, James Joule, with Tait, not surpris-
ingly, coming down decisively in favor of Joule. This 
would elicit a defense of the claims of Mayer by both 
Hermann von Helmholtz and John Tyndall and, if I am 

to judge from a spirited conversation I had with a vis-
iting British physicist some years ago, this debate is 
still going strong among determined Anglophiles.
! The second debate involved the relative merits of 
two competing formulations of the second law of 
thermodynamics. The first of these, by Tait’s colleague 
and frequent collaborator, William Thomson or Lord 
Kelvin (figure 3), was first formulated in 1852 and was 
based on the concept that in all spontaneously occur-
ring natural processes a certain portion of the useful 
energy was necessarily irreversibly dissipated or de-
graded into isothermal heat, leading to the further con-
clusion that the universe, once its reserve of avail-
able energy was exhausted, would undergo a so-called 
“heat death” (13): 
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1.  There is at present in the material world a universal 
tendency to the dissipation of mechanical energy.

2.  Any restoration of mechanical energy, without more 
than an equivalent of dissipation, is impossible in 
inanimate material processes, and is probably never 
effected by means of organized matter,  either endowed 
with vegetable life or subject to the will of an animated 
creature.

3.  Within a finite period of time past the earth must 
have been, and within a finite period of time to come 
the earth must again be, unfit for the habitation of man 
as at present constituted, unless operations have been, 
or are to be performed, which are impossible under the 
laws to which the known operations going on at pre-
sent in the material world are subject.

! Though, in his original formulation, Thomson had 
made reference only to the dissipation of mechanical 
energy, by 1864 Tait had generalized this to include all 
forms of useful energy, whether mechanical, chemical, 
electrical or gravitational, and had enshrined it as one of 
the three underlying principles of the science of energy (11):

The Theory of Energy, as at present developed, con-
templates its Conservation, Transformation, and Dissi-
pation.

! The second approach was due to the German 
physicist, Rudolf Clausius. In his 1850 memoir on 
heat, Clausius had reconciled Carnot’s original theory 
of heat engines with the newly emerging principle of 
the conservation of energy and the mutual interconver-
sion of heat and work. In so doing, he had shown that 
only a portion of the heat passing through the tempera-
ture gradient of a heat engine was converted into work, 
with the remainder being ejected as waste heat at the 
lower temperature. It was only in 1854 that Clausius 
reformulated his results using the ratio of heat to abso-
lute temperature or Q/T as a convenient quantitative 
measure of what he called the system’s “equivalence 
value of transformation,” and only in 1865 that he fi-
nally gave this ratio the name of entropy and assigned 
it a distinct symbol (S), leading to his often quoted 
summary of our currently accepted versions of the two 
laws of thermodynamics, as distinct from Tait’s earlier 
three principles of energy (14):

Die Energie der Welt ist constant. 
Die Entropie der Welt strebt einem Maximum zu.
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Figure 2. An etching of Peter Guthrie Tait (1831-1901) 
lecturing on the subject of electrostatics.

Figure 3.  William Thomson (1824-1907) as he appeared 
in 1852, the year he proposed the principle of 

energy dissipation.



! Perhaps the best overall evaluation of the relative merits 
of these two contributions was given by Horstmann, 
who had studied under Clausius, in his famous paper of 
1873 on the application of the entropy concept to 
chemical equilibrium, in which he argued that, while 
Thomson was the first to qualitatively state the under-
lying physical basis of the second law of thermody-
namics, it was Clausius who first gave it a proper 
mathematical formulation via his entropy function (7):

W. Thomson was the first to take note of one of the con-
sequences of the mechanical theory of heat – namely 
that the entire world is continuously approaching, 
via the totality of all natural processes, a limiting state 
in which further change is impossible. Repose and 
death will then reign over all and the end of the world 
will have arrived.  Clausius knew how to give this con-
clusion a mathematical form by constructing a quantity 
– the entropy – which increases during all natural 
changes but which cannot be decreased by any known 
force of nature. The limiting state is, therefore, reached 
when the entropy of the world is as large as possible. 

! As might be expected, Tait, with his distinctly 
British bias, overwhelmingly favored Thomson’s dissi-
pation approach over Clausius’s entropy approach and 
would even go so far as to appropriate Clausius’s term 
to describe the opposite of Thomson’s concept. Tait, 

observed a later biographer, “was always ready to put 
on his armor and place lance in rest for the cause of 
British science” (15). Believing that the word entropy 
was Greek for “transformation capacity,”  Tait argued it 
should be used to describe the amount of available 
energy remaining in a system, rather than its loss. Once 
this energy was dissipated and the system no longer 
possessed the capacity for further change, its transfor-
mation capacity or entropy would be at a minimum 
rather than at a maximum, as argued by Clausius. 
Hence Tait proposed reversing both the sign and mean-
ing of Clausius’s original entropy function (11):     

It is very desirable to have a word to express the 
“Availability” for work of the heat in a given maga-
zine; a term for that possession, the opposite of which 
is called “Dissipation.” Unfortunately the excellent 
word “Entropy,” which Clausius has introduced in this 
connexion, is applied by him to the negative of the idea 
we most naturally wish to express. It would only con-
fuse the student if we were to endeavor to invent an-
other term for our purpose. But the necessity for some 
such term will be obvious from the beautiful examples 
which follow. And we have taken the liberty of using 
the term Entropy in this altered sense ...  The entropy of 
the universe tends continually to zero.
!
! Tait’s rationale for this linguistic kidnapping was 
hardly convincing, since, despite his claim that invent-
ing his own term would prove confusing to students, he 
had in fact already done so earlier in the paragraph 
when he chose to highlight the word “Availability.” In 
addition, as we will soon see, his proposed revision of 
Clausius’s terminology would have unfortunate conse-
quences for the early development of chemical ther-
modynamics in Great Britain

Dissipation and Chemical Equilibrium

Though Tait mentioned chemical reactions in his trea-
tise, most of his passing references had to do with their 
use in constructing voltaic cells and examples of the 
application of the conservation of energy. Little or 
nothing was said on the subject of dissipation and 
chemical equilibrium. Indeed, it was not until 1875 that 
this subject was finally raised by Lord Rayleigh (figure 
4) in the course of a popular lecture delivered at the 
Royal Institution (16):

The chemical bearings of the theory of dissipation are 
very important,  but have not hitherto received much 
attention.  A chemical transformation is impossible if its 
occurrence would involve the opposite of dissipation 
(for which there is no convenient word); but it is not 
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Figure 4.  Lord Rayleigh (left) and Lord Kelvin (right) con-
sulting in later life in Rayleigh’s private laboratory.



true, on the other hand, that a transformation which 
would involve dissipation must necessarily take place. 
Otherwise, the existence of explosives like gunpowder 
would be impossible. 

What is of particular interest in this quote is Rayleigh’s 
explicit recognition of the importance in chemical phe-
nomena of what is now called “kinetic metastability” – 
the realization that energy dissipation is a necessary, 
but not a sufficient, condition for a given chemical 
reaction to occur.
! Rayleigh then went on to rather oddly argue that 
the supposed widespread absence of reversibility in 
chemical reactions had so far hampered the application 
of thermodynamics to chemistry – odd because re-
versible chemical reactions are quite common in gase-
ous and liquid solution systems, and, in any case, en-
ergy dissipation must accompany all spontaneous 
chemical reactions, reversible or otherwise (16):

The difficulty in applying thermodynamical principles 
to chemistry arises from the fact that chemical trans-
formations cannot generally be supposed to take place 
in a reversible manner, even though unlimited time be 
allowed. Some progress has, however, recently been 
made, and the experiments of Debray on the influence 
of pressure on the evolution of carbonic anhydride [i.e. 
carbon dioxide] from chalk [i.e. calcium carbonate] 
throw considerable light on the matter. 

He then concluded his lecture with a few remarks on 
the role of contraction and expansion in altering the 
degree of energy dissipation for a given chemical reac-
tion. 
! It was not until 1882 that the relevance of such topics 
as energy conservation and dissipation, the mechanical 
theory of heat, and the kinetic theory of gases to the 
theory of chemical reactions were once again brought 
to the attention of the British scientific community – 
this time via an address on “Chemical Dynamics” 
given in Southampton at the August meeting of the 
British Association for the Advancement of Science 
(BAAS) by the Cambridge chemist, George Downing 
Liveing (figure 5), in his capacity as President of the 
Chemical Section of the Association (17): 

If I were asked in what direction chemical science had 
of late been making the most important advances, I 
should reply that it was in the attempt to place the dy-
namics of chemistry on a satisfactory basis,  to render 
an account of the various phenomena of chemical ac-
tion on the same mechanical principles as are ac-
knowledged in other branches of physics.

! Liveing then briefly summarized just what these 
universal mechanical principles were (17):

The kinetic theory of gases has analyzed for us the 
different motions of the molecules in a mass of matter 
and has facilitated the conception of the part which 
heat plays in chemical actions.  Hence we have had of 
late several attempts to reduce to a form susceptible of 
mathematical calculation the problems of chemistry. 
Most of these attempts have proceeded on the well-
known mechanical principle that the change of vis viva 
of a system, in passing from an initial to a final con-
figuration, is independent of the intermediate stages 
through which it may have passed provided the exter-
nal conditions are unaltered; and on the principle of 
the dissipation of energy, that is to say, on the condi-
tion that the state of the system, if it be a stable one, 
must be such that the energy run down in reaching it is 
a maximum.

! Citing the recent work of Gibbs, Berthelot, Thomsen, 
and Deville as examples of this progress, Liveing then 
called attention to the almost negligible impact that this 
work had so far had on the average chemistry textbook (17):

But how far can we say that mechanical principles are 
actually recognized as the true basis of rational chem-
istry? So far as I know no chemist denies that this is so, 
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Figure 5.  George Downing Liveing (1827-1924).



and yet how little do our textbooks, even the most recent 
and the most highly reputed, show the predominance of 
this idea! How very small a portion of such books is taken 
up with it, how much seems to utterly ignore it or to be 
couched in language antagonistic to it!   

! At this point Liveing diverged from his initial 
theme and spent the remainder of his address (indeed 
the majority) discussing recent advances in his re-
search speciality of spectroscopy and their bearing on 
such issues as Prout’s hypothesis and the unity of mat-
ter and the origins and renewal of the sun’s ultimate 
source of energy.!
! This address appears to have been a resume of a 
course on chemical thermodynamics that Liveing had 
either already given, or was planning to give, to his 
students at Cambridge – the full contents of which 
were finally published three years later in the form of a 
small booklet (figure 6) of only 97 pages entitled, with 
startling directness, Chemical Equilibrium the Result of 
the Dissipation of Energy (18). This is, to the best of 
my knowledge, the first English-language monograph 

to deal specifically with chemical thermodynamics, 
rather than with either thermochemistry or engineering 
thermodynamics, and the only such monograph to ex-
plicitly adopt an approach based on Thomson’s energy 
dissipation principle rather than on Clausius’s entropy 
function.
! Unhappily, it is also very difficult reading for the 
modern chemist, not because it is crammed with com-
plex mathematics or because it talks of energy dissipa-
tion rather than entropy changes, but for precisely the 
opposite reason. In actuality the book contains virtually 
no mathematical equations whatsoever and, though it 
describes a great many chemical reactions, it also con-
tains very few balanced chemical equations. Likewise, 
though reference is made to various experimental set-
ups, no figures of apparatus appear and, though each 
chapter addresses multiple topics, there are no section 
headers or numbered paragraphs to mark the passage 
from one subject to another. The modern reader, who 
takes for granted these conventions for summarizing 
and organizing technical material – conventions al-
ready widely used by the 1880s – will quickly discover 
that their absence, coupled with an almost total reli-
ance on verbal description only, imposes a great bur-
den on both one’s memory and attention span.
! The book is divided into six brief chapters and 
also contains a lithograph of typical line spectra and a 
photographic plate of three complex spectra. The first 
chapter, entitled “Introduction,” verbally defines en-
ergy dissipation and discusses various mechanisms 
for the process, including heat conduction and varia-
tions in rarefaction and condensation due to changes of 
state (taken in the broad sense to also include both 
mixing and adsorption). It concludes with a summary 
of the criteria for establishing that energy dissipation 
has occurred:

1.  The system can be returned to its initial state only 
through addition of available energy from an external 
source.

2.   For small perturbations at least, the system returns 
to its final state of maximum dissipation when the ex-
ternal energy sources are removed.

! The second chapter is entitled “Equilibrium in 
Dissociation,” and attempts to dispel the older belief, 
based on the caloric theory, that heat is a repulsive 
force which acts in opposition to chemical affinity. The 
reason compounds eventually dissociate upon heating 
is not because the repulsion of the added heat finally 
overwhelms the attractions of the internal bonds, nor 
because, in keeping with the newer mechanical theory 
of heat, the increasing violence of the intramolecular 
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Figure 6.  The title page of Liveing’s 1885 monograph on 
chemical thermodynamics.



vibrations finally break the internal bonds. Rather it is 
because the net increase in the number of independ-
ently moving species formed upon dissociation is more 
able to effectively dissipate the system’s internal ki-
netic energy.
! The third chapter, entitled “Termination of Reac-
tions,” contains the only diagram in the booklet and 
depicts the gravitational potential of a rolling ball (fig-
ure 7). Though admittedly not a direct representation of 
the actual potential of a chemical reaction system, 
Liveing nevertheless uses this diagram as an analogy to 
describe the changes in the potential energy of several 
example chemical reactions, and thus it is arguably 
the first known example of the use of a potential en-
ergy surface to analyze chemical reactivity. Its primary 
use by Liveing was to discuss the issue of successive 
reactions. 
! As early as 1793 the French chemist, Antoine 
Fourcroy, had enunciated the principle that, if a set of 
reactants was able to form more than one alternative 
set of products, the least stable set was produced first 
and only subsequently converted into the more stable 
set (19). This same principle was repeated again by 
Gay-Lussac in 1842 (20)  and again by Ostwald in 1897 
under the guise of “the law of successive reactions” 
(21). In terms of Liveing’s potential energy surface of 
1885, the initial reactants are represented by position A 
and the successive products by positions B, C, and D.  
Whether the system stops at one of these local minima 
(B or C) or proceeds all the way to the true minimum 
(D) depends on how rapidly it dissipates its kinetic 
energy. If the dissipation is rapid, the system will stop 
at either B or C because it will lack sufficient kinetic 
energy to surmount the intervening potential energy 
maxima (b and c). If, however, it is slow, then the 
system may retain sufficient kinetic energy to sur-
mount these barriers and will then proceed all the way 
to the true minimum (D). ! !
! In our modern terminology, points a, b, and c cor-
respond to activation barriers, and in the first scenario 
B and C correspond to kinetically metastable products 
and D to the true thermodynamic product, whereas in 
the second scenario B and C correspond to reaction 
intermediates. However, not only did Liveing lack our 
modern terminology, he also failed to make a clear 
distinction between the kinetic and thermodynamic 
aspects of chemical reactivity, so his analysis is only 
partially correct by modern standards.
! The final issue addressed by Liveing in this chap-
ter was the question of whether a chemical reaction 
will proceed all the way to completion or will come to 
equilibrium before completion. In Pfaundler’s kinetic 
approach of 1867 equilibrium was the result of the 
dynamic equalization of the forward and reverse reac-

tion rates, whereas in Horstmann’s entropy approach of 
1873 it was a consequence of the competitive demands 
of the reactants versus the products with respect to 
maximization of their individual entropies of dilution. 
Since he did not deal with the question of reaction 
rates, Liveing’s rationale is, not surprisingly, most 
closely related to that of Horstmann. If gases are gen-
erated in a reaction, their accumulation in a closed con-
tainer creates a pressure which can be used to perform 
useful work. Likewise, the increase in the concentra-
tions of any dissolved products in a solution can also 
be used to perform useful work (e.g. in an electro-
chemical cell). The resulting accumulations of poten-
tial energy eventually limit the ability of the system to 
dissipate its kinetic energy and thus bring the reactions 
in question to equilibrium before completion. On the 
other hand, removal of the products from the system 
via precipitation, or by allowing any product gases to 
escape into the environment, has the opposite effect 
and allows the reactions in question to proceed to 
completion. Unfortunately, this purely verbal rationale 
via a series of special cases lacks the generality of 
Horstmann’s approach and is further compounded by 
the absence of any mathematical expressions for equi-
librium constants.    
! The fourth chapter is entitled “The Nascent 
State.” This term was first introduced by Priestley in 
the 18th century and refers to the observation that 
gases chemically generated in situ within a reaction 
system are frequently far more reactive than when the 
same gases are bubbled into the reaction system from 
an external source. A remarkably large number of ra-
tionales have been offered for this phenomenon over 
the years (22), the most popular of which was the hy-
pothesis that chemically generated gases, such as hy-
drogen, were initially formed in a monoatomic state, 
whereas the fully formed gases from the external 
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Figure 7.  The 2D potential energy surface used by Liveing 
to illustrate the existence of metastable states (A, B, C) and 

activation barriers (a, b, c).



source were diatomic. The chapter is essentially an 
attack on this idea based on the argument that the 
initial formation of such high potential energy products 
as free atoms, without any corresponding mechanism 
for energy dissipation, is impossible.
! Liveing’s failure to properly distinguish between 
the kinetic and thermodynamic aspects of chemical 
reactions and his lack of an adequate vocabulary for 
this purpose are nowhere more apparent than in chapter 
five of his booklet entitled “The Passage from One 
State of Equilibrium to Another.” The first part deals 
largely with the role of external energy sources in 
stimulating the passage of a reaction system from a 
high potential metastable state to a lower potential 
thermodynamically stable state, such as the role of 
light in initiating the violently explosive reaction be-
tween dihydrogen and dichlorine gas: 

h!  + H2(g)  + Cl2(g)  !  2HCl(g)                             [1]

In other words, it deals with what we now call activa-
tion energy. This would have been an ideal topic for 
the potential energy diagram introduced in chapter 
three. But instead of referring this energy requirement 
back to the energy maxima in his earlier diagram, 
Liveing instead talks about these stimuli as “opening a 
new channel for energy dissipation,” Also included 
among his examples are many that would today be 
classified as catalytic, though he does not employ 
this term.  
" The second part discusses the synthesis of meta-
stable compounds or “explosives” from reactants of 
lower potential energy. Liveing suggests that this hap-
pens in one of two ways – either the reactants are first 
promoted to a higher potential, which lies above rather 
than below that of the desired products, via addition of 
external energy, as in the electrical excitation of dioxy-
gen gas in the synthesis of metastable ozone:

#Eel + 3O2(g) ! 2O3(g)                                             [2]

or the high potential metastable product is formed 
along with a low potential energy by-product, such that 
the combined change leads to the required net energy 
dissipation, as in the synthesis of metastable nitrogen 
triiodide along with ammonium iodide as the thermo-
dynamically stable by-product. 

5NH3(aq) + 3I2(s) ! NI3•NH3(s) + 3(NH4)I(s)         [3]

Again, though these arguments cry out for representa-
tion on his earlier potential energy surface, no use is 
made of it.
" Just as the second chapter contained an attack on 

the outdated concept of heat as a repulsive force, so the 
sixth and final chapter, entitled “Theoretical View of 
the Nature of Chemical Combination,” contains an 
attack on the Newtonian concept of chemical affinity 
as a specific force of interatomic attraction. Here 
Liveing extends the concept of energy dissipation from 
a macroscopic reaction system to an individual mole-
cule, arguing that dissipation leads to an equalization 
of the kinetic energies of all of the atoms within a 
molecule. This, in turn, leads to a synchronization of 
their motions and it is this synchronization, rather than 
specific forces of attraction, which allow the atoms to 
move together as a single cohesive molecular unit (18):

The consideration of the conditions of chemical equi-
librium points to the conclusion that chemical combi-
nation is not due to any bonds which have to be untied 
from one union before they can be tied together again 
in a new one, nor yet to any special forces of chemical 
affinity peculiar to each element and “satisfied,” what-
ever that may mean, or disappearing in its combina-
tions; but that it consists rather in a harmony of the 
motions of the combined atoms in virtue of which they 
move and vibrate together, and that such harmony is 
brought about by the general force of nature which 
compels to an equal distribution of energy throughout 
the universe.

The resulting complex of harmonized vibrations found 
in a typical molecule can change on heating, leading, 
in turn, to changes in atomic valence and spectra 
(whence the relevance of spectroscopy and the at-
tached plates of spectra) and are probably best envi-
sioned using William Thomson’s vortex atom rather 
than the hard billiard-ball atoms of Dalton and the ki-
netic theory of gases, though Liveing provides no spe-
cific examples.
! What these conclusions reveal is that Liveing had 
little sympathy for the entire 19th-century program of 
synthetic organic chemistry and its accompanying edi-
fice of structural formulas, which he viewed as histori-
cal anachronisms based on outdated ideas concerning 
chemical affinity – a position that was much more ex-
plicit in his earlier BAAS address of 1882 (17):

Moreover, we still find in many of our textbooks the old 
statical notion of chemical combination stereotyped in 
pictures of molecules. I do not, of course, mean to ac-
cuse the distinguished inventors of graphic formulae of 
meaning to depict molecules, for I believe they would 
agree with me in thinking that these diagrams do not 
any more nearly represent actual molecules than they 
represent the solar system; but unfortunately we cannot 
prevent beginners from regarding them as pictures, and 
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molding their ideas upon them. They present something 
easily grasped by the infant mind, and schoolmasters 
are fond of them; but only those who have each year to 
combat a fresh crop of misconceptions, and false me-
chanical notions engendered by them, can be aware of 
how much they hinder,  I won’t say the advance, but the 
spread of real chemical science. 
"
" Nor was Liveing alone in these assumptions. As 
revealed by the work of McGucken, the Thomson vor-
tex atom was something of a fad among spectro-
scopists of this period (23)  and the idea that valence 
and chemical combination are really a consequence of 
synchronized atomic motions forms the climax of 
Lothar Meyer’s 1892 textbook, Outlines of Theoretical 
Chemistry (24):

We have gradually receded from the idea of a static 
state of equilibrium of the atoms brought about by their 
powers of affinity, and we now consider the atoms, and 
the molecules which are built up of atoms, as particles 
in an active state of movement. Their relations to each 
other are essentially determined by the magnitude and 
form of their movements. Chemical theories grow more 
and more kinetic,  and although, partly from habit and 
partly from want of a better expedient, the existence of 
an attractive force between atoms is frequently as-
sumed in explaining chemical phenomena, this only 
happens in the conviction that this hypothetical affinity 
is merely an expression for the real, though imper-
fectly known, cause of the internal cohesion of chemi-
cal compounds.

Similar ideas concerning a kinetic interpretation of 
both chemical affinity and valence were still being 
advocated by the American chemist, Francis Venable, 
as late as 1904 (25). 

Evaluation

By this point it should be apparent to the modern 
reader that Liveing’s unique approach to chemical 
thermodynamics proved to be a dead end and that his 
booklet had no intellectual successors. Indeed, an ar-
gument can be made that it was already outdated by the 
time of its appearance. The ground-breaking work of 
both Horstmann (1873) and Gibbs (1874), which had 
already laid a proper mathematical foundation for 
chemical thermodynamics – couched explicitly in terms 
of Clausius’s entropy function in the case of Horst-
mann and indirectly, via free-energy functions, in the 
case of  Gibbs  – were already more than a decade old 
by the time Liveing’s book appeared, and Pfaundler’s 
kinetic molecular rationale of both chemical rates and 

equilibria (1867) was even older. 
! Interestingly, in the preface to his booklet, Liveing 
revealed that he was well aware of the work of both 
Horstmann and Gibbs, though one suspects that he had 
mastered neither. His excuse for not employing Gibbs’s 
approach was that it was too mathematical for the av-
erage student (an interesting claim given the supposed 
mathematical prowess of the typical Cambridge under-
graduate), though much of the problem was really due 
to Gibbs’s terse prose style and could have easily been 
compensated for by a good teacher. 
! Liveing’s reason for rejecting the entropy ap-
proach of Horstmann is even more interesting (17):

I regret that I have been obliged to abandon in this 
essay the use of the very expressive word “entropy” 
coined by Clausius.  I have done so because it has been 
used by Clerk Maxwell with a meaning different from 
that which Clausius intended to express by it, and as 
Clerk Maxwell’s elementary treatises are in the hands 
of most students of chemistry,  I did not wish to run the 
risk of a misunderstanding of the word.

What Liveing is referring to in this quote is James 
Clerk Maxwell’s textbook, Theory of Heat, which was 
first published in 1871 and in many subsequent edi-
tions (26). In the first edition Maxwell had adopted 
Tait’s earlier suggestion that the term entropy be used 
to denote the amount of available energy left in a sys-
tem, rather than in the sense originally intended by 
Clausius. However, by 1875 Maxwell, as a result of 
having read Gibbs, had caught his mistake and had 
corrected it (27):

In former editions of this book the meaning of the term 
Entropy, as introduced by Clausius, was erroneously 
stated ... the book then proceeded to use the term as 
equivalent to the available energy; thus introducing 
great confusion into the language of thermodynamics. 
In this edition I have endeavored to use the word En-
tropy according to its original definition by Clausius. 

Thus we find that the excuse cited by Liveing had ac-
tually been obviated more than a decade earlier. !
! There is no doubt that Maxwell’s textbook was 
used at Cambridge. According to Liveing’s successor 
as Professor of Chemistry, William Jackson Pope, 
Liveing himself had taught the course on heat before 
Maxwell’s arrival at Cambridge as the Cavendish Pro-
fessor of Physics in 1871 and had even played a role in 
Maxwell’s hiring (28). But by 1885 Maxwell’s text-
book had passed through at least eight editions and the 
idea that most Cambridge undergraduates were still 
using the first edition is either implausible or provides 
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us with an unintended insight into the degree to which 
used textbooks were recycled by students of the period.
! Ironically, the true predecessors of our current 
textbook tradition in chemical thermodynamics were 
making an appearance within the same time frame as 
Liveing’s small booklet and include both Jacobus van’t 
Hoff’s 1884 monograph, Études de dynamique chimique 
(29) and Pierre Duhem’s 1886 monograph, Le potential 
thermodynamic et ses applications à la mécanique 
chimique et à l'étude des phénomènes électrique (30). 
As suggested by its title, Duhem’s approach was based 
on the use of Gibbs’s chemical potential and was the 
first of a series of books on chemical thermodynamics 
that he would write over the next two decades, culmi-
nating in his 1902 textbook Thermodynamique et chimie, 
the only one to be translated into English (31).
 ! Justly celebrated as the first modern monograph 
on chemical kinetics, van’t Hoff’s book also concluded 
with a section on chemical thermodynamics based on 
the concept of equilibrium as an equalization of the 
forward and reverse phenomenological reaction rates. 
Although heavily influenced by the work of Horstmann, 
whose writings on thermodynamics he would later edit 
(32, 33), van’t Hoff unfortunately chose to abandon 
Horstmann’s explicit use of the entropy function and 
opted instead for an approach based on Arbeit or useful 
work in which the role of entropy was implicit rather 
than explicit. His work was extremely influential in 
molding the teaching of chemical thermodynamics for 
the next 40 years but also condemned it to the use of 
such artificial devices as reversible cycles, osmotic-
pressure membranes, and adiabatic pistons. Only with 
the publication in 1923 of the famous textbook of 
Lewis and Randall was this pseudo-engineering ap-
proach finally eclipsed and the subject once again re-
turned to the purity of Gibbs (9). 
!
A Modern Reconciliation

In modern terms, the entire hiatus prompted by Tait’s 
ill advised attempt to redefine entropy can be summa-
rized by the fundamental relationship:

G  =  -TSt                                                                    [4]

where G is the Gibbs free-energy of the reaction sys-
tem, St is the total entropy of both the reaction system 
and its surroundings, and T  is the absolute temperature. 
Essentially G is identical to what Tait meant by “Avail-
ability”  and, like it, tends to a minimum as one ap-
proaches equilibrium. This was the term that Tait 
wished to rename entropy – a proposal that entailed not 
only a change in the meaning and sign of St, as origi-
nally defined by Clausius, but also, taking T into ac-

count, a change in its fundamental physical dimensions 
as well (60). TSt, on the other hand, when taken in 
Clausius’s original sense, is a good measure of the 
total energy dissipation of the system at the tempera-
ture in question and tends to a maximum as one ap-
proaches equilibrium. 
! Unfortunately the term “dissipation,” though hav-
ing uses in modern engineering thermodynamics, sel-
dom appears today in the literature on chemical ther-
modynamics. However, when used in Thomson’s 
original sense, it has been argued that it is a far better 
interpretation of the physical meaning of entropy than 
either disorder or information (10, 34-35). Neither in-
formation nor disorder are true causal agents like 
energy, and entropy is essentially a descriptor for 
how the energy of a system is distributed. Modern 
quantum statistics teaches us that movement from a 
low entropy state to a high entropy state corresponds to 
a dilution or dissipation of the system’s kinetic energy 
content over an ever greater number of accessible 
quantum levels. Though increased molecular disorder 
is frequently, though not invariably, an indicator that 
the system has acquired a greater capacity to disperse 
its energy, it is not entropy in and of itself. Likewise, 
the idea that entropy is linked with information is actu-
ally based on a formal mathematical isomorphism 
rather than on a true physical isomorphism, and opens 
the entire concept to the charge of being subjective 
(36-37). Had Tait chosen to equate Thomson’s dissipa-
tion with Clausius’s entropy, rather than with available 
energy, this entire unfortunate episode in the history of 
chemical thermodynamics might have been avoided.
! Having outlined and evaluated Liveing’s contribu-
tions to the teaching of chemical thermodynamics, it is 
only fitting that, in conclusion, something should also 
be said about his life and career in general.

Biographical Background

George Downing Liveing (figure 8) was born on 21 
December 1827 in Nayland, a small English village on 
the Suffolk bank of the River Stour, the eldest son of 
Edward Liveing and Catherine Downing (28, 38-42). 
His father was a surgeon by profession and his mother 
the daughter of a London barrister. In 1845, at age 18, 
Liveing entered St. John’s College of Cambridge Uni-
versity as a pensioner, where he would remain in vari-
ous capacities until his death 79 years later on 26 De-
cember 1924 at age 97. 
! Matriculating at St. John’s in 1846, Liveing was 
awarded his B.A. in 1850 along with the position of 
11th Wrangler in the Mathematical Tripos. Continuing 
on with postgraduate work at St. John’s, he was awarded 
a first class with distinction in chemistry and mineral-
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ogy in the Natural Sciences Tripos of 1851, followed 
by work in the chemical laboratories of August Hof-
mann at the Royal College of Chemistry in London 
and Karl Rammelsberg in Berlin. 
!  On his return from Berlin in 1852, he began 
teaching a practical course in chemistry for medical 
students in a primitive laboratory which he had outfit-
ted at his own expense in a small cottage on the west 
side of Corn Exchange Street. However, in 1853 he 
received not only an M.A. from St. John’s, but also 
appointment as a fellow of the college and an official 
lectureship in chemistry, along with a teaching labora-
tory which the College built for him behind New Court 
–  the first of its kind at Cambridge.
! By 1860 Liveing was able to supplement his posi-
tion at St. John’s through his appointment as Professor 
of Chemistry at the Staff College in Camberley and at 
the Royal Military College in Sanhurst, and in 1861 he 
was finally appointed as full Professor of Chemistry at 
Cambridge upon the death of the Reverend James 
Cummings, who had held the position since 1815. 
From this point on, he became involved in a continu-
ous campaign to improve and expand the student labo-
ratory facilities at Cambridge. 
! One of several plans for a chemical laboratory 
proposed during this period, but subsequently rejected 
by Liveing, reveals just how leery and unfamiliar the 

University was with the requirements of experimen-
tal chemistry (39):

The laboratory is to be constructed underground and is 
to be capable of resisting violent explosions and to be 
as little flammable as possible.

And just how rare the opportunity for actual hands-on 
laboratory work was in these early years may be gaged 
from Lord Rayleigh’s recollections of his experiences 
as a student at Cambridge in the 1860s, as later re-
counted by his son (43):

In 1867 he took a course of qualitative chemical analy-
sis (test-tubing as it is now often called) under Professor 
Liveing. This was, I think, the only laboratory instruc-
tion of any kind which he could get at Cambridge. I 
have dwelt in detail on the difficulty he found in getting 
experimental instruction,  because it was a subject he 
often spoke of in telling me of his early years of man-
hood. “It wasted three or four years of my life.”

! In 1888 Liveing’s efforts finally paid off with the 
completion of the Pembroke Street University Labora-
tories, described at the time as “one of the finest facili-
ties in the Kingdom.” (41). But even then, as one biog-
rapher noted, Liveing’s laboratory stipend was only (28): 

... 100£ per annum, paid by the government and sub-
ject to a deduction of Treasury fees amounting to four 
guineas. As he has said himself,  men in those days had 
to devote their means as well as their wits to the serv-
ice of the University.   
!
In keeping with this remark, Liveing was forced, until 
his retirement two decades later, to finance (28):

... the chemical laboratory as a private venture, and 
informed me that he declined to submit his accounts, 
when challenged in later years by the suggestion that 
he had been drawing a large revenue, because he was 
ashamed to disclose to his colleagues how large a sum  
he had thus contributed from his own resources.  

The retirement in question finally came in 1908 at age 
80, on which occasion Liveing was also awarded an 
honorary Sc.D. Elected a Fellow of the Royal Society 
in 1879, he was also a recipient of its Davy Medal in 
1901, served as President of St John’s College from 
1911-1924, and as corresponding secretary to two 
successive University Chancellors. 
! Liveing could be terse and abrupt with those who 
irritated him, either by invading the privacy of his per-
sonal work room or by violating the strict working 
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rules of the new University Laboratories – attributes 
which won him the nickname of “Red Precipitate” 
among the undergraduates. As recalled by a former 
colleague (40):

Liveing had a great objection to being interrupted 
when at work in his private room in the Laboratory. 
One day I was asked by a man whether he could see 
the Professor and where was his private room. My re-
ply was that the Professor did not see people except by 
appointment, but there was his room ... I could do no 
more than point to the door behind which the Professor 
worked and wait. I heard three taps on the door, a 
voice “Come in,” a louder voice “Get out!,” and a 
shutting of the door. I retreated with discretion. He was 
indeed extraordinarily terse in his conversation; not 
exactly abrupt or curt, but sometimes very monosyl-
labic. Like Captain Cuttle, he did not “waste language 
as some do.”

! On the other hand, Liveing could also be “a very 
entertaining companion” when he chose to be and es-
pecially when one succeeded in tapping his remarkable 
memory of past events, which remained intact until the 
end (41):

He had a remarkable memory, talked freely of the men 
and events of the past, but would write no reminis-
cences. “I never look back,” he said, “I always look 
forward”

In a similar vein, Pope recalled after Liveing’s death in 
1924 that (28):

In his conversation,  always sprightly and vivacious, 
Liveing seemed often trying to translate our later 
knowledge into terms of the science of seventy years 
ago. As befitted one who belonged to the age when the 
collection of facts was the main objective of science, he 
was apprehensive as concerned the vast theoretical 
flights of modern physics and chemistry ...  In talking 
with Liveing and hearing his statement of long obsolete 
chemical views, one began to realize the difference 
between the science of seventy years ago and that of 
today, and to speculate on what our survivors seventy 
years hence will think of the science of the future. At 
the same time, and although an authority on older 
chemical knowledge, Liveing always maintained an 
excellent appreciation of recent progress.    
!
After all, as Pope emphasized, here was a man who 
had completed his chemical training (28):

... before Frankland had stated the doctrine of valency 

and before Kekulé had devised the structural formulae 
of the chemist. Liveing had been the personal friend of 
Dr. Whewell, the great Master of Trinity, W. H. Miller, 
the founder of our present system of crystallographic 
nomenclature, Adam Sedgwick, Sir Joseph Hooker, 
Michael Foster, Sir Gabriel Stokes, Sir George Airy, de 
Morgan and Charles Darwin; he had studied under 
Rammelsberg, Mitscherlich, Rose and Magnus. He 
once mentioned to me that he and Hooker, after some 
preliminary discussion, walked over to see Darwin for 
the purpose of hastening the publication of the “Origin 
of the Species,” which appeared in 1859. 

Indeed, his life had encompassed so much scientific 
history, that he occasionally forgot that this was not 
equally true of his younger colleagues (28):

His memory of long-past events was remarkably clear 
until quite recently, but he sometimes forgot that others 
could not reach so far back into the past. A few months 
ago, while still in full mental vigor, he expressed sur-
prise that I had not noticed the splendor of Donati’s 
comet of 1858 [Pope was born in 1870]. 

! What was true of Liveing’s memory was equally 
true of his physical health, which also remained intact  
until the end. He seems to have been one of those 
lucky persons who take their personal good health as 
an unquestioned given and who remain puzzled as to 
why others do not display a similar resiliency (28):

Like many other men of robust health and great vital-
ity, Liveing found it difficult to understand why his con-
temporaries dropped out and passed away. Declining 
health seemed to him as due to a lack of resolution. He 
was an enthusiastic gardener, and when well past his 
ninetieth birthday engaged in all the manual toil inci-
dental to the care of a large garden. 

! He was also an avid walker in old age and would 
walk each day from his home in Maid’s Causeway to 
his laboratory in the Goldsmith’s metallurgical build-
ing, where he was working on a project related to his 
final publication on “The Recuperation of Energy in 
the Universe,” which he had read to the Cambridge 
Philosophical Society in May of 1923 (41):

In his old age, his tall bent figure as he made his daily 
journeys between his home and the College, was one of 
the most familiar in town. 

And it was during one of these daily walks, in early 
October of 1924, that he was run down by a woman bicy-
clist – an accident which resulted in his death several 
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months later from the resulting injuries, just five days 
after his 97th birthday. 

Research Activities

During his extraordinarily long career Liveing pub-
lished over 100 research papers and notes, although 
this output was not evenly distributed over time (44). 
For the first 25 years of his active career he published 
virtually nothing. Indeed, for the years prior to the date 
of his appointment in 1861 as Professor of Chemistry 
at Cambridge, the Royal Society Catalogue of Papers 
lists no publications whatsoever and, for the next 16 
years, only four are given, all of them dealing with 
geology and all of them published in the Proceedings 
of the local Cambridge Philosophical Society. Here we 
should perhaps heed John Shorter’s caution that in the 
19th century (42): 

Cambridge did not seek to produce people who in-
tended to practice chemistry ... At Cambridge, chemis-
try was a part of a liberal education for those who 
cared to include it, with the exception of its ancillary 
role for medicine ...  The aim of a Cambridge chemical 
education through the Tripos was to impart a knowl-
edge of chemistry, not to train chemists.

As a consequence, there was little incentive to acquire 
a Professor of Chemistry with an already established 
research reputation and, in any case, for his first quar-
ter century at Cambridge Liveing’s time and energy 
were largely consumed in establishing the very labora-
tory facilities necessary for such work in the first place.  
" A radical change in Liveing’s research prospects 
finally occurred in 1875 with the appointment of Sir 
James Dewar (figure 9) as the Jacksonian Professor of 
Physics at Cambridge. Though Liveing was nearly 16 
years older then Dewar, the two men soon struck up a 
friendship that would last for nearly a half century and 
which would lead to the collaborative publication of 
more than 78 papers and notes dealing with the subject 
of spectroscopy. As later noted by Pope (28):   

The close and intimate friendship which existed be-
tween Dewar and Liveing was very striking. Both men 
were of strong personality, but no two men could have 
presented a greater contrast in outlook, tastes, and all 
essential characteristics.  Yet each held the other in 
profound esteem, and neither ever said a word in criti-
cism of his colleague. Without this absolute loyalty, the 
happy collaboration of Liveing and Dewar could not 
have persisted for nearly fifty years.

This collaboration would establish Liveing’s reputation 

as a research chemist and lead to both his election to 
the Royal Society and his award of the Davy Medal 
mentioned earlier. After his retirement, he would edit 
much of it for inclusion in a volume of collected pa-
pers published by the Cambridge University Press in 
1916 (45). 
! Most of this work belongs to what A. C. Chandler 
would later call the “acoustics” period of spectroscopy 
and consisted of the publication of raw spectral data 
with some qualitative classification and speculative 
interpretation of the results, but without the empirical 
mathematical equations that would characterize the 
later “series” period of spectroscopy nor the theoretical 
interpretations that would characterize the later “quan-
tum” period (46, 47). Its most lasting contribution was 
the division by Liveing and Dewar of the lines in the 
spectra of the alkali metals into the classes of sharp, 
principal and diffuse – terms which, via a series of 
historical twists and turns, would eventually become 
enshrined in our current atomic orbital abbreviations of 
s, p and d (48).  

Which Tradition?
   
With the exception of his BAAS address of 1882, five 
papers published in the late 1880s on the kinetic theory 
and some aspects of chemical reactions, solution for-
mation and crystallization (49-53), and his final paper 
of 1923 on cosmology (54), little in Liveing’s list of 
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research publications would seem to be related to his 
small monograph on chemical thermodynamics, and it has 
been our assumption so far that this work evolved pri-
marily out of his teaching duties at Cambridge and is 
best interpreted in light of two competing approaches 
to the second law. However, another interpretation is also 
possible. !
! Though at least one biographer claimed that 
Liveing’s small booklet “attracted a great deal of atten-
tion” when first published (39), I have been able to 
locate only one book review, and that single review 
casts a very different light on the subject. Published in 
the Chemical News, it characterized the book as “evi-
dently of a preliminary nature,” dismissed its treatment 
of  chemical equilibrium and dissipation of energy as 
of little interest except to the physicist and “physico-
chemist,”  proceeded to focus solely on the final chapter 
containing Liveing’s speculations on the nature of mat-
ter as the only part of interest to the “pure chemist,” 
and concluded with the recommendation that (55):

All who are not content to accept the reputed “elements” 
as the ultimate facts will find this book worthy of care-
ful study.

! The author of the review was not listed, but given 
its emphasis, it is almost certain that it was the jour-
nal’s editor, William Crookes, who was well known for 
his own spectroscopic studies and speculations on the 
ultimate nature and evolution of the chemical elements 
–  speculations that would attract widespread atten-
tion the very next year as a result of his 1886 address 
as President of the Chemical Section of the BAAS 
(56). As shown by the pioneering studies of David 
Knight (57) and William Brock (58) in the 1960s, both 
Crookes’s address of 1886 and Liveing’s earlier ad-
dress of 1882 are part of a long-lived debate among 
British chemists of the 19th century over the ontologi-
cal status of both the atomic theory and the ultimate 
nature of Lavoisier’s chemical elements – a debate in 
which Liveing’s research specialty of chemical spectros-
copy played a key role in the guise of Norman 
Lockyer’s so-called “dissociation hypothesis” (59). 
! Nevertheless, while the reviewer’s conclusion 
might have been applicable to Liveing’s 1882 address, 
it is difficult to understand how he could have ex-
tracted such a message from Liveing’s booklet of 1885, 
which contains nothing on either Prout’s hypothesis or 
the ultimate nature of the chemical elements. Likewise, 
though one might surmise that Crookes may have 
found the principle of energy dissipation relevant to the 
mechanism for the gradual cooling of the primeval 
protyle that he would postulate as the cause for the 
gradual evolutionary building-up of our present-day 

chemical elements – no mention of either Liveing or 
energy dissipation is to be found in Crookes’s famous 
address of 1886.  In short, the implied contention of the 
reviewer that Liveing’s booklet is best viewed as part 
of a 19th-century tradition of spectroscopic speculation 
on the ultimate nature of the chemical elements, rather 
than as part of a tradition of the monographic litera-
ture devoted to the theory of chemical thermodynam-
ics, is dubious at best, however consistent it may be 
with some of Liveing’s other writings.
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The study of chemical reactivity may be broadly di-
vided into the subject areas of reaction stoichiome-
try, reaction kinetics, and reaction thermodynamics. 
The first deals with the classification of chemical reac-
tions, their expression as properly balanced net chemi-
cal equations, and the various quantitative calculations 
that are based upon these balanced equations. The sec-
ond deals with the determination of rate laws and the 
deduction of reaction mechanisms, while the third 
deals with reaction efficiency and chemical equilibrium 
as a function of the relative stabilities of the various 
reactants and products, their concentrations, and the 
ambient temperature and pressure. In more colloquial 
terms, these three subject areas deal with the theoreti-
cal answers to the questions of “What changes in a 
chemical reaction?,” “How fast does it change?,” and 
“How complete is the change?”
! Obviously the proper differentiation of these three 
questions and their resulting areas of specialization 
only gradually evolved over time. Thus the distinc-
tion between questions two and three was probably not 
complete until the 1880s with the rise of chemical ki-
netics and chemical thermodynamics as distinct sub-
disciplines, as personified by the publication of van’t 
Hoff’s classic monograph, Études du dynamique 
chimique,  in 1884 (1). The key steps in this differentia-
tion are at least implicitly covered in most standard 
histories of chemistry and it is not our intent to repeat 
them here. Rather our goal is to trace the subtle manner 
in which these questions once more became entangled 
with one another when dealing with the pervasive 
problem of competing chemical reactions, only to 
gradually separate once more under the rubrics of ki-
netic versus thermodynamically controlled chemical 
reactivity. As we will see, this pertinent distinction 
was independently discovered at least three times – 
each time within a different field of chemistry – 
thereby also providing us with a cautionary tale con-
cerning the importance of the role played by textbooks 
and university curricula in the preservation and trans-
mission of chemical knowledge, not to mention the 
perils of overspecialization.

The Laws of Chemical Affinity

Though there are scattered precedents in the 17th cen-

tury, the first attempts to systematically study and clas-
sify chemical reactivity really date from the 18th cen-
tury and came to constitute what became known as the 
study of “chemical affinity.” This same century also 
saw the famous chemical revolution of Antoine La-
voisier and his collaborators, which focused instead on 
the subjects of chemical composition and changes of 
state. Though Lavoisier fully recognized that the study 
of chemical affinity was a legitimate and important 
field of chemical investigation as well, he also felt that 
it was still too immature and imperfectly developed for 
coverage in an elementary textbook and, for this rea-
son, purposely chose not to include a discussion of its 
results in his famous Traité of 1789 (2).
! So significant was the impact of Lavoisier’s revo-
lution for the subsequent development of chemistry 
that it should come as no surprise to learn that study of 
its origins and history came to dominate the work of 
most 19th- and early 20th-century historians of chem-
istry. It is only in the last few decades that historians 
have finally begun to examine the origins and history 
of 18th-century affinity theory in detail, and the fruits 
of this examination have now become the subject of at 
least three recent monographs (3-5).
 ! Though excluded from Lavoisier’s own textbook, 
the results of the study of chemical affinity were in fact 
dutifully summarized in the textbooks of most of his 
predecessors and contemporaries, where they were 
presented in at least three different formats: as affinity 
tables, as affinity diagrams, and as a listing of sum-
mary statements known as the laws of chemical affin-
ity. The first of these approaches (figure 1)  involved the 
horizontal listing of a series of important substrates at 
the heads of each column of a table and the vertical 
arrangement beneath each of a series of reagents in 
order of descending affinity for the substrate in ques-
tion. In other words, the position of the reagent in the 
column indicated that it would displace all of the rea-
gents below it from combination with the substrate at 
the column head but would, in turn, be displaced 
itself by all of the reagents lying above it in the column 
– the further assumption being that all such displace-
ments were elective or complete. The origin of these 
tables is usually attributed to the affinity table or “Ta-
ble of Rapports” first constructed by the French chemist, 
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Éttienne-François Geoffroy, in 1718 (6). 
! As suggested by its name, the concept of chemical 
affinity or rapport was originally an indigenous chemi-
cal concept derived from the anthropomorphism of 
alchemy and implied that chemicals, like humans, ex-
hibited selective likes and dislikes or sympathies 
towards one another based on similarities in their na-
tures or properties. However, as the 18th century pro-
gressed, the concept began to be identified more and 
more with interparticle Newtonian forces of attraction 
– a view particularly prominent in Torbern Bergman 
1775 work, A Dissertation on Elective Attractions (7). !
! This identification, in turn, found expression in the 
concept of an affinity diagram (figure 2) which placed 
the components of a double-displacement reaction at 
the corners of a square array and indicated their vari-
ous possible interactions with connecting lines or 
brackets above or below which were placed numerical 
estimates of the pairwise interparticle forces in ques-
tion – both for those holding the components together 
in the initial reactants and for those holding them to-
gether in the final products. If the sum of the latter was 

greater than that of the former, the displacement reac-
tion was assumed to proceed as written. While the use 
of diagrams to represent displacement reactions can 
actually be traced back to the 17th century, the addition 
of hypothetical numerical affinity values and their in-
terpretation as competitive interparticle attractions was 
uncommon before the 1780s (8).
! The third form of presentation – summary laws of 
chemical affinity – are perhaps the most revealing of 
the three formats as they were the most explicit when it 
came to revealing the underlying assumptions of affin-
ity theory. Thus, on examining the seven laws of 
affinity listed by the French chemist, Pierre Macquer, 
in his popular textbook of 1749 (9), we quickly dis-
cover that he accepted the alchemical concept that af-
finity was based on a similarity in the properties of 
the reactants (law 2) and that the properties of the reac-

tion products were an average or blending of those of 
the starting materials (law 3) – ideas which he had, in 
turn, probably absorbed from Georg Ernst Stahl’s Fun-
damente chymiae of 1723.  !
! Some indication of the progress made in the study 
of chemical affinity during the century may be gleaned 
by comparing Macquer’s seven laws of 1749 with the 
eight laws of chemical affinity given by the French 
chemist, Antoine-François de Fourcroy (figure 3), 33 
years later in his own textbook of 1782, where the sec-
ond and third of Macquer’s laws are directly contra-
dicted by the first and sixth of Fourcroy’s new laws (10): 

1.! The attraction, or affinity of composition, can-
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Figure 2.  A typical late 18th century affinity diagram.

Figure 3.  Antoine-François de Fourcroy (1755-1809).

Figure 1.  Geoffroy’s affinity table of 1718.



not act but between bodies of different natures.

6.! Two or more bodies united by the attraction of 
composition, form a substance, the properties of which 
are different from those which each of the bodies pos-
sessed before their union.

– versions which the modern chemist hopefully will 
recognize as being far closer to our current views 
on the nature of chemical change than those of Mac-
quer.
! But what is far more pertinent to our present in-
quiry is Fourcroy’s seventh law of chemical affinity, 
which reads (10):

7.! The attraction of composition is measurable by 
the difficulty of destroying the combination formed 
between two or more bodies.

At first glance this may seem irrelevant to the question 
of kinetic versus thermodynamic control, but on read-
ing Fourcroy’s commentary on this law we quickly 
discover the following statement (10):

We find it as particularly necessary to insist upon this 
law because beginners are apt to fall into mistakes 
when estimating the differences of the attraction which 
unites the principles of different combinations.  From 
the rapidity with which some substances combine, we  
are ready to imagine that their mutual attraction must 
be very considerable. But long experience shows that 
the eagerness to enter into combination, instead of 
indicating a perfect composition, is rather proof that 
the attraction between the bodies is extremely weak, 
and can produce but a very imperfect compound. In 
order, therefore,  to determine accurately the degree of 
affinity with which bodies unite and remain in union, 
we must consider the ease or difficulty with which they 
are separated.  
! Both the identical law and a similar commentary 
appear in the discussion of affinity found in Fourcroy’s 
more elaborate, 11-volume, chemical treatise of 1801, 
in which his list of affinity laws has been expanded 
from eight to ten (11):

By attention too immediate to the first appearances, 
chemists have supposed that those bodies which com-
bine the most speedily or with the greatest quantity of 
motion, have the strongest affinity for each other; with 
these chemists the speed of combination became the 
measure of affinity.  It has long been ascertained that 
this is a source of error and delusion.  It often happens, 
on the contrary, that such substances as are with the 
most difficulty brought into combination are those 

which adhere the most strongly to each other. Whence 
it results that the true and only exact method of deter-
mining the force of chemical attraction between bodies 
is to measure the force we are obliged to employ to 
separate the constituent parts of a compound.  
!
! These two statements are, to the best of my knowl-
edge, the first explicit recognition that there is an im-
portant distinction to be made between the speed of a 
chemical reaction and the stability of the resulting 
products or, in modern terms, between chemical kinet-
ics, on the one hand, and chemical thermodynamics on 
the other. And it further implies that there is often, but 
not always, an inverse relationship between the two.
! Though none of the modern historical studies of 
affinity theory mentioned earlier seem to have called 
attention to the importance of this observation, several 
of Fourcroy’s contemporaries did and dutifully repro-
duced versions of it in their own textbooks. Thus the 
1819 edition of John Murray’s four-volume System of 
Chemistry, which was published nearly a decade after 
Fourcroy’s death, contains the statement (12):

The facility or rapidity of combination depends not on 
the force of affinity, but on that modified by the cohe-
sion, elasticity,  and other qualities of bodies; and we 
have many examples in which a combination takes 
place slowly where the attraction from which it arises 
is strong, or where it is affected with facility, where the 
attraction is comparatively weak.

! Similarly, 23 years later we find a related state-
ment in an 1842 paper by the French chemist, Joseph 
Louis Gay-Lussac (figure 4), on the complex aqueous 
solution chemistry of the oxosalts of chlorine (13): 

It is a general rule that, if one is able to form, at the 
same time and with the same elements, various com-
pounds that are unequally stable, but capable of exist-
ing under the same circumstances,  then it is the least 
stable that is formed first. If the circumstances change  
or are impossible to maintain, the compound of inter-
mediate stability succeeds it and so on until one has 
arrived at the most stable compound or the component 
elements are separated.

Note that this statement actually goes one step beyond 
Fourcroy’s original law by applying it, not just to the 
formation of single products, but to a reaction system 
capable of forming several distinct sets of competing 
products. Though Gay-Lussac makes no mention of 
Fourcroy, it is not improbable that he was fully aware 
of Fourcroy’s law from a reading of his treatise of 1801 
since Gay-Lussac was only 23 years old at the time and 
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in the midst of his formative student years when it was 
first published.

The Demise of Affinity Theory

By the late 1850s the original outlines of classical af-
finity theory had begun to fade. The first facet to go 
was the affinity table, whose underlying assumptions 
had been severely undermined by the work of the 
French chemist, Claude Berthollet, at the turn of the 
century, on the influences of both changes of state 
and mass action effects in modifying the outcomes of 
the displacement reactions which had formed the basis 
of such tables in the first place (14). By 1819 the value 
of these tables was already being seriously questioned 
by the ever-thoughtful Murray in his masterful textbook 
(12): 

From the preceding observations it must be apparent 
that the common tables of elective attractions do not 
represent the relative forces of affinity, but only a series 
of decompositions, which arise as much from the op-
eration of circumstances which influence attraction, as 
from differences in the strength of the power itself. Nor 
do they even express the order of these decompositions 
accurately, since the influence of quantity, which un-
doubtedly modifies the results to a certain extent, has 
been neglected in the experiments on which they are 
founded. They are therefore of less utility than has been 
believed.

! The second facet to disappear was the affinity dia-
gram. Despite the rule set down by Fourcroy in his 
seventh law, chemists had in fact never agreed on the 
proper method for measuring chemical affinity, let 
alone on how to relate such measurements to the hypo-
thetical numerical interparticle force values given in 
the typical affinity diagram. Thus, for example, the 
French chemist, Guyton de Morveau, attempted to cor-
relate the affinities of various metals with the force 
required to separate a disk of the metal in question 
from a mercury surface; whereas the German chemist, 
Carl Wenzel, attempted to correlate them with the time 
required to dissolve a cylinder of the metal in acid; and 
the Irish chemist, Richard Kirwin, with the weight of 
an alkali or metal required to saturate a given amount 
of acid.  !
! With the gift of hindsight, we now know that all of 
these attempts were fundamentally flawed. Guyton was 
actually measuring intermolecular forces (called “at-
tractions of aggregation” by 18th-century chemists) 
rather than the interatomic forces (or “attractions of 
composition”) actually responsible for compound for-
mation; Kirwin was conflating chemical composition 
with chemical affinity and was actually measuring 
combining weights; whereas Wenzel was conflating 
kinetics with questions of stability. Indeed, there is 
little doubt that Fourcroy’s commentary on the inverse 
relationship between speed of reaction and chemical 
stability was specifically intended as a criticism of the 
work of Wenzel, as summarized in his 1777 mono-
graph Lehre von der Verwandschaft der Körper (15). 
! Nevertheless, it should be noted that, while the use 
of hypothetical force values had largely disappeared 
from reaction diagrams by the 1820s (only to be re-
placed in many cases with stoichiometric equivalent 
weight values instead), chemists continued to use these 
diagrams, now reinterpreted to show only which 
components had interchanged places in a reaction, 
well into the 1860s, when they were finally fully dis-
placed by the use of balanced linear equations (8).
! Of the three original affinity formats, it was the 
so-called laws of chemical affinity that managed to 
survive the longest in the textbook literature. Thus, in 
his popular textbook of 1858, the American chemist, 
David Wells, was still listing nine laws of chemical 
affinity, several of which echoed the more significant 
innovations found in Fourcroy’s original list, including 
both Wells’ third and fourth laws (16):

3.! Generally speaking, the greater the difference in 
the properties of bodies, the greater is their tendency to 
enter into chemical combination. Between bodies of 
similar character, the tendency to union is feeble.
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Figure 4.  Joseph Louis Gay-Lussac (1778-1850). 



4.! Chemical affinity occasions an entire change in 
the properties of the substances acted upon.

! However, no trace can be found of Fourcroy’s 
seventh law or of its concomitant observations on the 
inverse relationship between speed of reaction and 
product stability nor of Gay-Lussac’s later elaboration. 
The reasons for this disappearance are not hard to sur-
mise. With the demise of the affinity table and the tem-
porary abandonment of the experimental program to 
measure affinity values, there was no longer any need 
for a rule to govern their measurement. As for the still 
valid observations on the relation between speed of 
reaction and product stability, the baby was simply thrown 
out with the bath water and became an artifact of an 
outdated literature that most chemists no longer read.

The Study of Phase Transitions

One of the defects of Fourcroy’s original statements of 
his rule concerning speed of reaction and product sta-
bility was his failure to provide concrete examples of 
its application to actual reaction systems, and much the 
same may be said of Murray’s later discussion as well, 
though he did provide a physical example involving 
the separation of solids from cooled liquids and solu-
tions (12):

When attraction of aggregation is exerted, the particles 
are sometimes united indiscriminately, so as to form 
irregular masses: sometimes they pass into arrange-
ments, whence masses of regular figures arise.  The 
former happens generally when attraction is exerted 
suddenly,  and with considerable force. If a liquid be 
suddenly cooled to a sufficient extent, a mass is formed 
altogether irregular.  Or if a substance be produced by 
chemical action, the particles of which have a strong 
mutual attraction, this is exerted at the moment of its 
production,  and it is separated in the form of a powder. 
This latter case is named in chemical language Pre-
cipitation, and the substance is said to be precipitated. 
The other result occurs when aggregation,  previously 
weakened either by the operation of heat or of chemi-
cal attraction, resumes its force more slowly. The par-
ticles then assume a particular arrangement so as to 
form masses of regular figures, or bounded by plane 
surfaces and determinant angles. The result is named 
Crystallization, and such regular figured masses are 
denominated Crystals.

! Of course there seems to be only a tenuous rela-
tionship at best between the issue of crystal size and 
the issue of product stability required by a literal read-
ing of the original law, and we must now move for-

ward another 70 years, and switch from the study of 
chemical affinity to the newly emerging field of 
phase science, in order to reestablish the necessary 
connection, as found in a paper published in 1897 by 
the German physical chemist, Wilhelm Ostwald (figure 
5), entitled “Studies on the Formation and Transforma-
tion of Solid Bodies” (17). 
! As suggested by the paper’s subtitle, “Supersatura-
tion and Supercooling,” Ostwald was interested in the 
phenomenon that rapidly cooled gases, liquids, and 
solutions often persisted long after they had ceased to 
be thermodynamically stable and, when finally trans-
formed into a more stable solid capable of existing in 
two or more polymorphic modifications, often ini-
tially selected the least stable of these possible alter-
natives rather than the most stable. Half way through 
his lengthy 42-page article, Ostwald paused and at-
tempted to generalize – albeit rather awkwardly – these 
observations in the form of a tentative law:

... I would like to summarize our experiences so far 
concerning this subject with the general law that, on 
leaving any state and passing into a more stable one, 
that which is selected is not the most stable one under 
existing conditions, but the nearest.
!
! Known sometimes as Ostwald’s “law of succes-
sive reactions” or “successive transformations“  and 
sometimes as the “Stufenregel” or “rule of stages,”  it 
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Figure 5.  Wilhelm Ostwald (1853-1932).



was far more clearly articulated several years later in 
the 1912 edition of his popular textbook, Outlines of 
General Chemistry (18):

If the metastable region has been exceeded, and a new 
phase appears spontaneously, it is remarkable that the 
phase which appears is not the most stable phase un-
der the conditions, but is the least stable,  i.e.,  the next 
in stability to the phase undergoing the transformation. 

! A second by-product of Ostwald’s work in this 
area was the establishment of much of our current ter-
minology for dealing with such phenomena. In the 
1895 edition of Outlines of General Chemistry he had 
explicitly complained of the absence of a suitable vo-
cabulary (19):

Such phenomena have been mostly considered as being 
to a certain extent unnatural, and the corresponding 
states have received the names of superheating and 
overcooling or supersaturation. They are nevertheless 
very common, and appear whenever, from a substance 
or mixture of substances in a homogenous state, a part 
may separate out; thus, for example, gases, solids, or 
immiscible liquids from liquids,  or, on the other hand, 
liquids or solids from gases. The name “states of in-
stability,” which has also been applied in such cases, 
is equally unsuitable. For the states are not really un-
stable, since they by no means pass into others on the 
smallest change. This must rather be compared to the 
stable equilibrium of a rather tall cylinder standing on 
one end; the system is certainly stable, but when it suf-
fers a somewhat large displacement it easily assumes 
another state which is much more stable than the first. 
It must be admitted,  however, that here there is no 
analogy to the special action exercised by a small 
quantity of the heterogeneous substance [i.e.  a seed 
crystal] in all the cases above mentioned.
!
! The term “false equilibria,” favored by the French 
physicist, Pierre Duhem, was not much better (20). 
However, in his 1897 paper Ostwald finally suggested 
use of the term kinetically “labile” to describe systems 
that rapidly underwent the necessary phase change 
upon reaching their thermodynamically proscribed 
limits, versus use of the term kinetically “metastable” 
to describe those that persisted beyond that point and 
which, in the words of Findlay, exhibited the phe-
nomenon of “suspended transformations” (22).
 ! Though exceptions to Ostwald’s rule are known, 
both it and Ostwald’s proposed terminology soon 
found a place in the first generation of physical chem-
istry texts (21) – perhaps not surprisingly given that 
many of them were written by Ostwald’s former stu-

dents – as well as in the advanced monograph literature 
dealing with both the phase rule (22, 23)  and with 
polymorphism (24-26), though neither of these topics 
have ever loomed large in the education of the average 
chemist.
! In his later account of 1912 Ostwald also went one 
step further (no pun intended) and asserted that his rule 
applied not just to phase transitions but to chemical reac-
tions in general (18):

... This phenomenon is quite general in character,  and 
is not limited to equilibrium of the first order, but holds 
in all changes of state, and especially in chemical re-
actions in the strict sense.

This assertion he further illustrated in the 1908 edition 
of his textbook, Principles of Inorganic Chemistry, 
using the reaction between aqueous sodium hydroxide 
and dichlorine gas (27). This initially produces the 
compound known as sodium hypochlorite or Na(OCl):

Na(OH)(aq)  +  Cl2(g) ! Na(OCl)(aq)  + HCl(aq)   [1]

However, if this is allowed sufficient time, it will even-
tually decompose into the thermodynamically more 
stable products of sodium chloride and dioxygen gas:

2Na(OCl)(aq)  !  2NaCl(aq)  +  O2(g)                     [2]

thereby illustrating the rule of stages (27):

It might now be asked why hypochlorite is formed at 
all,  and why the whole amount of the substances 
doesn’t straightway pass into the most stable condition, 
chloride and oxygen ... The answer to this question is 
again afforded by a general law, which states that in 
all reactions the most stable state is not straightway 
reached, but the next less stable or that state which is 
the least stable of all possible states. Starting from this, 
the more stable states are reached one after the other, 
and the process of transformation comes to a stop only 
when a state is finally attained which cannot further 
change and is, therefore, the most stable.

! Indeed, Ostwald was quick to point out that the 
situation was even more complex than this, since in 
actual fact several additional transient reactions inter-
vened between reaction 1 and reaction 2, leading to the 
formation of such products as sodium chlorate or 
Na(ClO3) and sodium perchlorate or Na(ClO4) – a 
situation which he illustrated by means of the free-
energy diagram shown in figure 6.  
! I have been unable to uncover any evidence that 
Ostwald was aware of Gay-Lussac’s earlier statement 
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of 1842. By the 1880s the traditional field of chemi-
cal affinity had clearly bifurcated into the newer 
fields of chemical kinetics versus chemical thermody-
namics and there was little motivation for the new gen-
eration to consult the outdated paradigms of the older 
affinity literature. Yet it is certainly curious that Ost-
wald chose to illustrate the application of his rule to 
chemical reactions proper using the exact same reac-
tion system as Gay-Lussac had used 66 years earlier!

Transition States and Potential Energy Surfaces

We now fast forward yet another half century and 
switch from the field of phase science to the field of 
physical organic chemistry and to a paper published in 
1944 by R. B. Woodward (figure 7) and H. Baer on 
diene-addition reactions (28). In studying the Diels-
Alder addition between 6,6-pentamethylenefulvene and 
maleic anhydride, they found that a mixture of both the 
endo- and exo- isomers was obtained for the resulting 
addition product (figure 8). Initially labelled as the "-
adduct and #-adduct, respectively, these two isomers 
were found to have quite distinctive physical and 
chemical properties and  to be preferentially favored or 
disfavored by certain changes in the reaction condi-
tions (28):

... allowed to react in benzene solution, at room tem-
perature, an "-adduct, C15H16O3, m.p. 132°, is ob-
tained. If, however, the mother liquor from the recovery 
of this product is allowed to stand for several weeks, 
very large beautiful crystals of a new, #-adduct, 
C15H16O3, m.p. 93°, gradually separate. Further, as the 
initial condensation is carried out at higher tempera-

tures, the formation of the #-adduct takes place more 
rapidly, and less of the "-adduct is obtained.    

! With the development of absolute rate theory in 
the 1930s by Eyring in the United States and by Evans 
and Polanyi in Great Britain (29, 30), Woodward and 
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Figure 6.  Ostwald ‘s diagram of 1908 illustrating the successive stages in the reaction between Na(OH)(aq) and Cl2(aq) as a 
function of free-energy content.

Figure 7.  Robert Burns Woodward (1917-1979).



Baer had access to a new set of theoretical concepts for 
the rationalization of reactivity – such as potential en-
ergy surfaces, activation barriers, and transition states – 
that were largely unavailable to Ostwald in 1897. In 
order to rationalize their results Woodward and Baer 
made use of these newer tools by postulating the po-
tential energy surfaces shown in figure 9 in which the 
rapidly formed endo-isomer was assigned a lower acti-
vation energy and hence faster kinetics than the exo-
isomer, but in which the two surfaces crossed before 
reaching final equilibrium, thereby ultimately making 
the exo-isomer the thermodynamically favored prod-
uct. Most of the rest of the paper was devoted to ex-
perimentally establishing which adduct corresponded 
to the exo- and which to the endo-isomer and to elec-
tronically and stereochemically rationalizing why the 
endo-isomer might be expected to have a lower activa-
tion barrier than the exo-isomer. 
! Though Woodward and Baer did not use the terms 
kinetic control versus thermodynamic control in their 
paper, this is still, to the best of my knowledge, the first 
implicit use of these concepts in the field of organic 
chemistry, and their experimental observations may be 
generalized using this terminology by the general rule that:

Low temperatures and/or short reaction times favor 
kinetically controlled reactivity, whereas high tempera-
tures and/or prolonged reaction times favor thermody-
namically controlled reactivity.

As for the terms themselves, they appear to have been 
first used in the 1956 edition of Jack Hine’s text-
book, Physical Organic Chemistry (31), though it 
would take another three decades for them to become 
standard textbook fare. Thus, no mention of them is to 
be found in an index search of the physical organic 
texts by Wiberg (1964), Wheeler (1966), Kosower 
(1968), Hammett (1970), Ritchie (1975) or Jones 

(1984) and their coverage in the text by Hirsch (1974) 
is incidental (32). On the other hand, they are em-
ployed in the later texts by Lowry and Richardson 
(1981), Klumpp (1982), Maskill (1985) and Isaacs 
(1987) (33). Likewise, a computer search of the index 
for the Journal of Chemical Education using the search 
term “kinetic control” revealed roughly 55 entries, 
starting very sporadically in 1965 and rapidly increas-
ing only during the last two decades, dealing with labo-
ratory experiments, lecture demonstrations, clever 
teaching analogies (see figure 10), and popular over-
view articles related to this topic. 
! The expected time evolution for the system shown 
in the potential energy plot in figure 9 is shown in the 
extent of reaction ($) - time (t) plot in figure 11, where, 
if the reaction is terminated at time t1 < teq, where teq is 
the time required to reach equilibrium, the major prod-
uct (P’) is kinetically controlled, whereas, if it is termi-
nated at t2 > teq, the major product (P) is thermody-
namically controlled. $max denotes the stoichiometri-
cally allowed maximum for the extent of reaction pa-
rameter as determined by the concentration of the lim-
iting reagent. Of course, the phrase “terminate the reac-
tion” implies that it is possible to alter the reaction 
conditions such that any further conversion of the ki-
netic product into the thermodynamic product is 
completely inhibited, and it becomes possible to 
isolate the kinetically metastable product and store it in 
a bottle indefinitely. In the case of the room tempera-
ture Diels-Alder addition studied by Woodward and 
Baer, this was accomplished simply by eliminating 
contact with the solvent, whereas in high-temperature 
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Figure 9.! Potential energy diagram used by Woodward and  
Baer to rationalize kinetic versus thermodynamic control in 
diene-addition reactions.

Figure 8.  The structures of the endo- (I) and exo- (II) isomers 
for the product formed on reacting 6,6-pentamethylene-
fulvene with maleic anhydride.



reactions it is usually accomplished by the act of rap-
idly cooling the kinetic product to room temperature.

From Isomers to Polymorphs

In sharp contrast to the situation in the field of physical 
organic chemistry, it took a surprisingly long time to 
arrive at a satisfactory theoretical rationale for Ost-
wald’s law of stages in the field of phase science – a 
situation not helped by Ostwald’s well-known distain 
for the atomic-molecular theory. One such early at-
tempt was made in 1913 by the Dutch phase scien-
tist, Andreas Smits, using his ill-fated theory of allot-
ropy (35). This postulated that the homogeneous 
phases of all pure substances, including crystalline 
solids, were in fact homogenous mixtures of rapidly 
interconverting molecular clusters of various sizes, 
known as “pseudo-components.” As long as the rate of 
these interconversions was greater than that for a par-
ticular phase change, they had no effect on phase be-
havior and the substance in question continued to be-
have thermodynamically as though it had only one 
component. However, if for some reason, one or more 
of these cluster interconversions was kinetically inhib-
ited or slowed down in some way, then the substance 
would begin to display complex phase behavior more 
typical of multicomponent systems.
! In applying his theory to the question of which 

of several alternative product phases was selected in 
a polymorphic phase change, Smits assumed that the 
situation was in fact competitive. Each possible 
product phase was determined by a particular cluster 
present in the reactant phase and the question of 
which product formed first was reduced to the ques-
tion of which of these competitive alternatives was 
present in the greatest concentration at the transition 
point. 
! By 1925 the German phase scientist, Gustav 
Tammann, building on work extending back to the 
1890s (36), was advocating a related picture based 
instead upon the formation of centers of nucleation or 
crystallization in the liquid or gas phases rather than on 
hypothetical fluctuating molecular clusters. Once again 
the process was envisioned as being competitive, with 
the reactant phase at the moment of actual transition 
containing nuclei for all of the possible solid product 
phases and the actual solid phase selected being, in 
turn, determined by their relative concentrations and/or 
rates of formation (22):

Inasmuch as the process of spontaneous transitions is 
an atomic one it will be subject to the laws of probabil-
ity. Therefore, only the probability of formation of crys-
tal centers, the forms of which have different stability, 
may properly be discussed ...  Ordinarily grains of the 
forms with different stability appear simultaneously.

! In 1933 Stranski and Totomanow attempted to test 
this hypothesis by calculating the relative numbers of 
different nuclei present in the melts for two example 
dimorphic systems as a function of temperature and 
various structural parameters for the product phases 
using an equation that had been recently proposed by 
Volmer (37, 38). For the NaBr•2H2O system the more 
stable polymorph had the greatest nuclei abundance 
and thus violated Ostwald’s rule upon solidification, 
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Figure 10.  An ideal gas analogy for kinetic versus thermo-
dynamic control proposed by Macomber in  1994 (34). Two 
evacuated flasks (2 and 3) of unequal volumes are connected 
to  the smaller flask 1 containing an ideal gas, The tube con-
necting 1 and 2 is 10 times the diameter of that connecting 1 
and 3. On quickly opening and closing the two stopcocks the 
quantity of gas in flask 2 is found to be greater than that in 
flask  3. This is kinetic control. On reopening the stopcocks 
permanently, the pressures in all three finally equalize, such 
that the quantity of gas in 3 is now greater than that in 2. This 
is thermodynamic control. The volumes of the flasks are 
analogous to the inverse of their free energy content and 
hence to their positions on an energy-reaction coordinate 
plot.

Figure 11.  An extent of reaction - time plot for the competi-
tive formation of a kinetically controlled product (P’) versus 
a thermodynamically controlled product (P).



whereas for the HgI2 system the less stable yellow 
polymorph had the greatest nuclei abundance and thus 
obeyed Ostwald’s rule upon solidification. 
! It was, however, not until the 1990s that the con-
cepts of kinetic versus thermodynamic control and a 
potential energy surface (figure 12) similar to that 
originally proposed by Woodward and Baer in 1944 to 
rationalize competitive isomers were finally applied to 
Ostwald’s Stufenregel and the rationalization of com-
petitive polymorphs, allowing the rule to be reformu-
lated as:

When a solid capable of polymorphic modifications 
separates from a liquid or gas, the polymorph which is 
initially deposited is metastable relative to the other 
potential products and is therefore kinetically rather 
than thermodynamically controlled.

Furthermore, any apparent exceptions could now be 
rationalized as cases for which the existence domain 
for the initial metastable product is so narrow that it is 
passed through without detection in favor of the more 
stable product.
! It is important to remember that the competitive 
situation assumed by all of these models applies to the 
gas or liquid at the point when the first solid phase 
separates and not necessarily to the subsequent trans-
formation of that solid into more stable modifications. 
Unlike the competitive formation of isomers dealt with 
in organic chemistry, in which the various alternative 
products are simultaneously formed and only their ra-
tios change on moving from the realm of kinetic con-
trol to the realm of thermodynamic control, in the case 

of the competitive formation of polymorphs dealt with 
in phase science, the winner usually takes all. Indeed, 
as the names “law of successive reactions” or “rule of 
stages” strongly imply, the formation of successive 
solid phases is probably more aptly viewed as a series 
of consecutive reactions in which each product or stage 
acts as a metastable reaction intermediate for the pro-
duction of the next product in the sequence) rather than 
as the competitive situation envisioned for the initial 
liquid or gas, and the same may be equally true of the 
NaOH(aq)-Cl2(g) reaction system discussed earlier.  
! It should also be noted that Ostwald’s rule proba-
bly applies to situations other than just the competitive 
formation of crystalline polymorphs. Thus Walker sug-
gested as early as 1899 that the initial formation of 
metastable plastic sulfur rather than crystalline rhom-
bic sulfur upon rapidly cooling molten sulfur or the 
initial formation of oils and tars in organic chemistry 
prior to final crystallization of the desired product were 
all examples of Ostwald’s rule in action (21), and the 
same is probably true of the initial formation of colloi-
dal precipitates and their subsequent aging in the field 
of traditional wet chemical analysis (39). 
! Walker also suggested that Ostwald’s rule was 
really a rule of least change – in other words, that the 
initial product corresponded to whichever phase devi-
ated the least from the reactant phase (21). More re-
cently Isaacs has suggested a molecular version of this 
idea in the field of organic chemistry based on the 
“principle of least motion,” first suggested by Rice 
and Teller in 1938 (33, 40):

... those elementary reactions are favored which in-
volve the least change in atomic positions and elec-
tronic configurations.

In short, the less structural and electronic rearrange-
ment required, the lower the activation energy for the 
product in question, and the faster its rate of formation.
! Last, but not least, the physical organic textbook 
by Klumpp has suggested that kinetic control auto-
matically implies that the competitive reactions in 
question are irreversible, whereas thermodynamic 
control automatically implies that they are reversible 
(32). While the second of these statements is true by 
definition, the first statement is not (41), as demon-
strated by the ability of many systems to switch from 
the domain of kinetic control to the domain of thermo-
dynamic control as a function of reaction time and/or 
temperature and by our earlier analysis of figures 9, 11 
and 12. 
! Indeed, the situation is even more complex than 
suggested by the above discussion since yet other pos-
sible potential energy surfaces are also conceivable, 
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Figure 12.  The free-energy surfaces used by Bernstein 
(26) to rationalize Ostwald’s law of stages in terms of 
kinetic versus thermodynamically controlled reactivity.



such as that given in figure 13. For systems of this type 
both the kinetics and thermodynamics lead to an iden-
tical result and the potential energy surfaces are said to 
obey the so-called “noncrossing rule” (42). This situa-
tion is one of the fundamental, albeit often unarticu-
lated, assumptions underlying the application of so-
called linear free-energy correlations as well as most of 
the approximate electronic reactivity indices much 
beloved of the modern-day organic chemist. This is 
especially true of those based on the use of perturba-
tion theory, though, as admitted by at least one lead-
ing theoretician, its validity appears to have been 
most often assumed after the fact rather than rigorously 
proven up front (42): 

Such a procedure makes use of a rule known as the 
noncrossing rule, which states that for similar reac-
tants the ratio of the energy necessary to reach any 
particular (but common) point on the respective reac-
tion path curves is proportional to the ratio of the acti-
vation energies ... Although there is neither proof nor 
reason for such behavior,  it has reasonably been veri-
fied experimentally and serves as a basis for most at-
tempts to correlate chemical reactivity, particularly 
aromatic reactivity.

The Ubiquity of Kinetic Metastability

Though first formulated by Gibbs in 1876, the phase 
rule did not begin to truly impact on chemistry until the 
1890s (43). But once chemists realized that application 
of the rule held out the promise of definitively charac-
terizing each known reaction system in the form of a 
summary phase diagram, their enthusiasm knew no 
bounds. Beginning with the work of the Dutch phase 
chemist, Bakhuis Roozeboom, in the period 1901-1910 
(44), massive collections of experimentally measured 
phase diagrams began to appear in the literature, espe-
cially in those fields dealing with the high-temperature 
chemistry of metallic alloys and ceramics (45-47) and, 
with the introduction of the alternative predominance 
or Pourbaix equilibrium plots in the 1940s, in the field 
of room-temperature aqueous solution chemistry as 
well (48-50). Though these latter plots are not identical 
to phase diagrams, they also deal with equilibrium 
conditions, albeit with respect to reaction equilibria 
rather than phase equilibria. 
! Indeed, so enthusiastic was Ostwald about these 
developments that in 1907 he wrote a book entitled, in 
English translation, The Fundamental Principles of 
Chemistry: An Introduction to All Textbooks of Chem-
istry, in which he attempted to eliminate the atomic- 
molecular theory from chemistry and to instead opera-
tionally derive its most fundamental concepts on the 

basis of the phase rule and the use of experimentally 
measured phase diagrams (51). However, about a third 
of the way through the book, one gets the impression 
that Ostwald had begun to slowly realize that such an 
approach failed to capture many essential aspects of 
chemistry. As we have already seen, he was fully 
aware of the phenomenon of kinetic metastability in 
connection with the study of both phase transitions and 
homogenous reaction systems and dutifully mentioned 
both, as well as his Stufenregel, thus forcing himself to 
admit, as the book proceeded, the existence of an in-
creasing number of exceptions to his program to base 
chemistry solely on the study of phase diagrams.
! For example, if one goes to the stock room to get 
a bottle of phosphorus, they will have a choice of ei-
ther solid white (yellow) or amorphous red phospho-
rus, both of which are kinetically metastable relative 
to the thermodynamically stable black form and nei-
ther of which appear on the phase diagram for this 
element (52). Likewise, one may read an extensive 
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Figure 13.  A potential energy plot and the corresponding 
extent of reaction - time plot  for a competitive reaction obey-
ing the noncrossing rule showing that kinetics and thermo-
dynamics both predict the same dominant product (P).



literature on the role of ozone in protecting the envi-
ronment from excessive UV radiation and its signifi-
cance for the evolution of life on earth, or read of its 
properties in older descriptive inorganic textbooks, or 
even demonstrate its preparation for an introductory 
chemistry class, yet once again no trace of its existence 
will be found on the phase diagram for the element 
oxygen (52). Entire classes of chemical compounds, 
such as the boron hydrides or the nitrogen oxides, also 
owe their existence to kinetic metastability and are 
missing from phase diagrams.
! As noted by Ostwald near the end of his book, 
even more significant problems result when one looks 
at the phenomenon of isomerism and the chemistry of 
organic carbon compounds (51):

Cases of isomerism are found in very great numbers 
among carbon compounds, and this is because of two 
reasons: first, carbon compounds are very numerous 
and varied; second,  they almost always exhibit an ex-
tremely small reaction velocity. This means that we are 
able to prepare and observe forms which could not be 
characterized as individual substances if other condi-
tions held. The result of this condition has been that 
investigators have studied these individual substances, 
unstable of themselves, but easy of isolation because of 
their very small reaction velocities.

Thus in a few sentences Ostwald managed to dismiss 
the entire science of organic chemistry as the study of 
transient metastable reaction intermediates, and it must 
be admitted that this characterization is not far off the 
mark, since, with the possible exception of the aqueous 
phase chemistry of organic species with ionizable func-
tional groups, very few phase studies are known for 
typical organic systems (53).
! The point here is that both phase and Pourbaix 
diagrams are equilibrium diagrams and, as such, dis-
play only thermodynamically controlled reactivity. 
Though they sometimes attempt to incorporate infor-
mation on kinetically controlled metastability in the 
form of dotted lines to indicate curves for supercooling 
or crosshatching to indicate regions of kinetic passiva-
tion due to surface precipitation, they, by and large, 
ignore the rich field of kinetically controlled reactivity 
with its many metastable compounds and allotropes – a 
world which gives chemistry much of its variety and 
fascination. While the information they contain on the 
equilibrium interactions within a chemical system is 
extremely valuable, they should never be mistaken for 
a complete picture of the system’s known chemistry as 
unintentionally implied by the title of at least one such 
recent compilation (50). 

Forgetting Once Again?

I first became interested in the subject of kinetic versus 
thermodynamic control of competitive chemical reac-
tions when, as a young assistant professor at the Roch-
ester Institute of Technology, I was assigned the task of 
developing a laboratory course in inorganic synthesis. 
Among the preparations selected for use were several 
that involved the synthesis of various coordination 
isomers and it occurred to me that it would make an 
interesting exercise for the students to deduce which 
isomer was the thermodynamic product and which the 
kinetic product and how manipulation of the reaction 
conditions favored one over the other. Though this 
distinction lies at the very foundations of chemical 
theory and is one of the most fundamental questions 
that can be asked about a chemical reaction, I quickly 
discovered that the inorganic synthesis literature was 
all but silent on this issue. The various preparations 
given in typical lab manuals were presented as rote 
recipes to be followed, with little or no rationale as to 
how they were originally discovered or optimized or 
how they illustrated the application of the theoretical 
principles presumably learned in an earlier course on 
physical chemistry.
! I had much the same experience several years 
later when writing a history of chemistry. In tracing the 
history of photochemistry, I discovered that much of 
the early theory in this field was based on supposed 
analogies with the process of electrolysis (54). In this 
latter process the applied electrical energy is being 
used to drive an otherwise thermodynamically unfa-
vorable reaction uphill. Yet in many photochemical 
processes the applied light energy is obviously acting 
as a source of activation energy to initiate a thermody-
namically favorable but otherwise kinetically inert 
reaction, such as that between dihydrogen and dichlo-
rine gas. Just what was going on in the newer field of 
organic photochemistry was not so obvious, so I asked 
a colleague, who was an expert in the field, whether 
the majority of the reactions he worked with were 
thermodynamically allowed, but kinetically inert, and 
thus being photochemically activated, or whether they 
were thermodynamically unfavorable and were being 
photochemically driven uphill. The response was a 
blank look, as though the question made no sense, and 
an eventual admission that he had never thought about 
it one way or another as his focus was totally on the 
nature of the photochemically excited state and the 
details of the subsequent reaction mechanism.
! Even more disturbing was a more recent incident 
involving the supposed preparation of HgF4(g) using 
matrix isolation (55). I had previously written a paper 
pointing out that Zn, Cd and Hg were really main-
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block, rather than transition-block, elements since they 
never made use of either d-electrons or empty d-
orbitals in their bonding (56), and the possible exis-
tence of mercury in a IV oxidation state obviously con-
tradicted this conclusion. 
! This was once again a case of competitive reac-
tions, this time involving the formation of HgF2 versus 
HgF4 rather than alternative isomers or polymorphs, 
and in my subsequent commentary I pointed out that 
the latter species, if it actually existed, must be a ki-
netically metastable reaction intermediate whose detec-
tion was made possible only by the fact that the ex-
tremely low temperature used (4°K) kinetically inhib-
ited its dissociation (and isomerization when relevant) 
and the surrounding rare-gas matrix provided a diffu-
sion barrier which kinetically inhibited molecular colli-
sions among the various reactants and products and 
thus prevented polymerization (and disproportiona-
tion when relevant)  (57). In this case inhibition of 
polymerization was key, as the supposed preparation 
theoretically depended on the favorable competitive 
formation of a monomeric HgF4(g) molecule versus 
that of an isolated monomeric HgF2(g)  molecule and 
rapidly became unfavorable once the HgF2 monomer 
was allowed to polymerize into the far more stable 8/4 
infinite framework structure that HgF2 normally adopts 
at all temperatures below 919°K.
! All of this raised the further fundamental question 
of whether such transient species represented typical 
chemical behavior and whether they should be taken 
into account when classifying elements in the peri-
odic table. However, when discussing the manuscript 
of the commentary with a colleague who specialized in 
matrix isolation, and in a subsequent e-mail correspon-
dence with one of the coauthors of the original paper, 
both expressed great surprise that I had characterized 
the reported product as a transient kinetically metasta-
ble species and had interpreted the rare-gas matrix as a 
device for kinetically inhibiting polymerization. Though 
subsequent work failed to reproduce the reported spe-
cies, the puzzlement that I encountered once again il-
lustrated a widespread failure to explicitly think in 
terms of kinetic versus thermodynamic factors when 
dealing with chemical reactivity – a failure all the more 
disturbing as it involved specialists using a technique 
explicitly designed to optimize kinetic control. 
! Although admittedly anecdotal, such incidents 
would appear to bode ill for the prospect of making the 
concepts of kinetic versus thermodynamic control an 
inherent part of every chemist’s thinking about com-
petitive chemical reactions, whether they lead to alter-
native isomers, alternative polymorphs, or alternative 
oxidation states, and suggests that, once physical or-
ganic chemistry ceases to be a cutting-edge field and 

fades from the curriculum, its textbooks and lessons, 
like those of both affinity theory and phase science 
before it, will also fade from the chemical conscious-
ness only to be rediscovered once again in some future 
context. 
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The chapter on thermodynamics in the typical 
freshman textbook is likely to leave students with the 
erroneous impression that the only requirement for a 
spontaneous chemical reaction to occur is a negative 
value for the resulting free-energy (!Grx) change.  
While this is certainly a necessary requirement for a 
favorable reaction, it is not a sufficient requirement, 
since the reaction in question may also happen to be 
kinetically metastable or inert – a condition which, 
unlike thermodynamic stability, cannot be predicted 
using a simple pen and paper calculation suitable for 
an introductory chemistry course. 
! Unfortunately, this misconception is reenforced by 
the widespread use of the phrase “thermodynamically 
spontaneous” as a synonym for “thermodynamically 
favorable.” While it is true that the word “spontane-
ous” does not mean the same thing as “instantaneous,” 
it does imply that the process in question is self-
initiating or, in the words of Webster, that it “arises 
without external constraint or stimulus.” This is not the 
case for thermodynamically favored but kinetically 
metastable reactions, since they require, by definition, 
an “external stimulus”  in the form of either an exter-
nal source of activation energy or the addition of a 
suitable catalyst before proceeding. 
! Kinetic metastability is neither rare nor unusual. In 
fact, an incredible number of chemical compounds and 
allotropic modifications of simple substances owe their 
continued existence to this phenomenon. Of course, it 
is meaningless to talk of a species as being either in-
herently thermodynamically stable or kinetically meta-
stable. These terms must always be used with reference 
to a specific chemical reaction and set of reaction con-
ditions. When evaluating whether a given species can 
be prepared and stored in bulk under normal laboratory 
conditions, at least five such reactions must be evalu-
ated with respect to their thermodynamic feasibility at 
room temperature and pressure (RTP): oxidation, hy-
drolysis, internal decomposition, polymerization, and 
isomerization (1). If the species in question is found to 
be thermodynamically unstable with respect to one or 
more of these, but can still be prepared and stored in 
bulk, then it may be safely inferred that it is kinetically 
metastable with respect to the process or processes in 
question.

! In what follows, we will first provide a brief dis-
cussion, with examples, of the relevance of kinetic 
metastability to each of the above five processes, fol-
lowed by a more detailed discussion of three common 
household chemicals that owe both their existence and/
or commercial use to this often neglected phenomenon. 
We will conclude with a brief discussion of the status 
of the metastability concept in the typical chemistry 
textbook. In all cases, whether dealing with pure sub-
stances or solutions, we will assume that we can evalu-
ate the sign of !G using the sign of the corresponding 
standard-state free energy change (!G°), since we are 
only interested its sign and not necessarily in its pre-
cise numerical value (2, 3). 

Oxidation

Essentially all organic compounds that can be stored 
and/or manipulated in the presence of air are thermo-
dynamically unstable, but kinetically metastable, with 
respect to oxidation at RTP – the simplest example 
being the combustion of methane or natural gas (2):

CH4(g) + 2O2(g) ! CO2(g) + 2H2O(l)                     
! !              !G° = -817.95 kJ/mol rx  [1] 

Though such materials are said to be to be flammable, 
they usually require an external source of activation 
energy in the form of either a flame or spark before 
oxidation can commence. 
! The same is also true of virtually all of the metals 
from which we fabricate so many everyday items – the 
most obvious example being the rusting of iron:

4Fe(s) + 3O2(g) ! 2Fe2O3(s)                                   
                                      !G° = -1487.22 kJ/mol rx  [2]

Though this reaction does occur at RTP, it does so 
quite slowly and then only in the presence of moisture. 
For most metals this kinetic metastability is a function 
of the low surface to volume ratio found in everyday 
metal objects but rapidly disappears when the metals 
are finely powdered, in which case they frequently 
become pyrophoric. 
! Less often appreciated is the fact that many halide 
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and chalcide salts are also thermodynamically unsta-
ble, but kinetically metastable, with respect to oxida-
tion at RTP, though chemists manipulate them with 
impunity in the air – typical examples being the oxida-
tion of either copper iodide or zinc sulfide: 

2CuI(s) + O2(g) ! 2CuO(s)+ I2(s)                            
                                            !G° = -128.8 kJ/mol rx  [3]

2ZnS(s) + O2(g) ! 2ZnO(s) + 2S(s)                        
                                         !G° = -274.64 kJ/mol rx   [4]

Hydrolysis

Exposure to the air means contact not only with dioxy-
gen gas but also with water vapor. Indeed, water, as 
both a vapor and liquid, is ubiquitous in both nature 
and most laboratory settings. Yet, once again, we en-
counter many substances which, though thermody-
namically unstable at RTP with respect to hydrolysis or 
reaction with water, may be handled with impunity in 
its presence due to kinetic metastability. A typical ex-
ample is the liquid, carbon tetrachloride, which can be 
used to extract organic materials from aqueous solu-
tions in a separatory funnel and which was once sold as 
a common household spot remover:

CCl4(l) + 2H2O(l) ! CO2(g) + 4HCl(g)                  
                                         !G° = -236.48 kJ/mol rx   [5]

! A more spectacular example is metallic alumi-
num, which is even more thermodynamically unstable 
with respect to reaction with water at RTP than are the 
alkali metals:  

2Al(s) + 3H2O(l)  !  Al2O3(s) + 3H2(g)                    
                                         !G° = -870.77 kJ/mol rx   [6]  

Here kinetic metastability is the result of the formation 
of a coherent microfilm of Al2O3(s) on the surface of 
the metal that protects it from further reaction with 
water and air, thus allowing us to use it for the manu-
facture of everything from beer cans to airplanes.

Internal Decomposition

Substance that are both thermodynamically allowed 
and kinetically reactive with respect to oxidation and/
or hydrolysis at RTP can, of course, alway be prepared 
on a vacuum line or in a glove box and stored in 
evacuated and hermetically sealed glass containers. 
But even then, these materials may still be thermo-
dynamically unstable with respect to internal decom-
position of some sort and can thus exist only if they 

also happened to be kinetically metastable with respect 
to these processes.
! A good example is the compound, diborane, which 
must be protected from contact with both dioxygen gas 
and water, but which is also thermodynamically unsta-
ble, but kinetically metastable, with respect to dissocia-
tion into its component simple substances at RTP: 

B2H6(g) ! 2B(s) + 3H2(g)                                         
                                           !G° = -173.2 kJ/mol rx   [7]
!
! Even more common than decomposition via dis-
sociation is decomposition via disproportionation, a 
process in which a compound having an intermediate 
oxidation state decomposes into two products – one 
having a lower oxidation state and the other a higher 
oxidation state – as illustrated by the kinetically 
metastable compound titanium triiodide: 

2TiI3(s) ! TiI2(s) + TiI4(s)                                        
                                             !G° = -44.3 kJ/mol rx   [8]

in which half of the Ti(III) is reduced to Ti(II) and half 
is oxidized to Ti(IV).

Polymerization 

Even when a substance is kinetically and/or thermody-
namically protected from internal decomposition, yet 
other processes may still be capable of compromising 
its existence. Thus white tetraphosphorus is thermody-
namic unstable, but kinetically metastable, with respect 
to polymerization to red phosphorus at RTP:

xP4(s) ! (P4)x(s)                                                       
                                            !G° = -12.12 kJ/mol rx  [9]  

Though red phosphorus is amorphous, and hence lack-
ing a crystal structure, it has long been assumed to be 
composed of infinite chains of some sort produced by 
linking the discrete tetrahedral molecules of white 
phosphorus together via the opening of one or more of 
their edge bonds.
! Both white and red phosphorus are also thermody-
namically unstable with respect to oxidation at RTP, 
but whereas white phosphorus is kinetically labile and 
must be stored under water to protect it from contact 
with air, red phosphorus is kinetically metastable and 
may be handled and stored in its presence. Ironically, 
the use of water to protect white phosphorus from air 
oxidation is yet another instance of kinetic metastabil-
ity, since white phosphorus is also thermodynamically 
unstable with respect to hydrolysis:
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P4(s) + 16H2O(l) ! 4H3(PO4)(aq) + 10H2(g)  
                                        !G° = -677.55 kJ/mol rx  [10]
Isomerization

The fifth and last method of compromising the exis-
tence of a species is the possibility of internal rear-
rangement or isomerization. A particularly striking 
example is the kinetic metastability of diamond, which 
is thermodynamically unstable at RTP with respect to 
rearrangement to graphite: 

C (diamond) ! C (graphite)                                   
                                            !G° = -2.83 kJ/mol rx  [11]

a situation that has caused more than one chemical wag 
to comment on the irony of using diamond engagement 
and wedding rings as symbols of eternal love. Even 
more numerous examples are found among the thou-
sands of isomers that have been prepared by the or-
ganic chemist since, within any given set of isomers, 
one of them must be thermodynamically more stable 
than the others (3).

Hydrogen Peroxide Solution

Moving on to our everyday household examples, we 
begin with a product found in most bathroom medi-
cine cabinets – a bottle of a 3% aqueous solution of 
hydrogen peroxide, H2(O2)  (figure 1), commonly used 
for cleaning cuts and scraps (4). This compound is al-
ready oxidized, is thermodynamically stable with 
respect to reaction with water, and neither polymerizes 
nor isomerizes. Since it has a negative free-energy of 
formation, it is also thermodynamically stable with 
respect to dissociation into its component simple sub-
stances: 

H2(O2)(l) ! H2(g) + O2(g)                                         
                                      !G° = +120.41 kJ/mol rx   [12]

Nevertheless, it turns out that it is thermodynamically 
unstable with respect to disproportionation into water 
and dioxygen gas :

2H2(O2)(l) ! 2H2O(l) + O2(g)                                   
                                       !G° = -233.54 kJ/mol rx   [13]

a process in which half of the oxygen in the peroxide 
anion is oxidized from O(-I) to O(0) and half is re-
duced from O(-I) to O(-II). 
! Since it is possible to purchase a bottle of a 3% 
aqueous solution of hydrogen peroxide at your local 
drug store and keep it for some time in your medicine 
cabinet, reaction 13, though thermodynamically al-

lowed, must be kinetically inhibited. In other words, 
hydrogen peroxide must be kinetically metastable with 
respect to disproportionation into water and dioxygen gas 
at RTP. Here, as mentioned earlier, we are assuming 
that, though the value of !G for the decomposition of a 
dilute solution of hydrogen peroxide will differ nu-
merically from the value of !G° in equation 13, which 
applies to the pure substance in its standard state, the 
sign of the free energy change will still be negative (3).!
! As already noted, when talking about metastability 
one must specify not only the nature of the reaction 
under consideration, but the reaction conditions as 
well. If the latter are altered so as to enhance the rate 
of reaction, the species in question may well disappear 
in accord with the dictates of its thermodynamics. In 
general, at least four factors must be considered when 
attempting to preserve a kinetically metastable chemi-
cal, all of which are relevant when it comes to working 
with hydrogen peroxide (6):

1.! Sensitivity to concentration
2.    Increases in temperature
3.! Contact with catalysts
4.! Exposure to light

! The first of these factors is only relevant when 
dealing with gases and solutions, rather than pure sub-
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stances (7), but this is precisely the case with hydrogen 
peroxide which is almost always in the form of an 
aqueous solution of some sort, ranging from the 3% 
solution found in drug stores, to the 30% solution nor-
mally used in chemical laboratories, to various indus-
trial grades approaching concentrations of 90% and 
greater. As might be anticipated from the basic princi-
ples of chemical kinetics, the more dilute the solution, 
the slower the rate of reaction 13, thus making the di-
lute solution in your medicine cabinet less susceptible 
to disproportionation than the more concentrated labo-
ratory and industrial grades.!
! An increase in temperature almost always in-
creases the rate of a chemical reaction and reaction 13 
is no exception. Indeed, it almost perfectly follows the 
traditional rule of thumb that the rate of a reaction will 
double with each 10° C increase in temperature (6). 
For the dilute solution in your medicine cabinet, stor-
age at room temperature is generally sufficient, but for 
the preservation of more concentrated solutions refrig-
eration is recommended.
! Many substances are able catalyze reaction 13, 
including hemoglobin, transition metal ions, halide 
ions, many enzymes, and even rough surfaces that can 
provide nucleation sites for the formation of dioxygen 
gas bubbles. Protection of hydrogen peroxide solutions 
from contamination with trace amounts of these cata-
lytic agents is perhaps the greatest challenge when it 
comes to prolonging its existence. With this in mind, 
most hydrogen peroxide solutions contain small 

amounts of other chemicals called “stabilizers” that 
have been added on purpose. These may range from 
organic additives, such 8-hydroxyquinoline and ace-
tanilide, to inorganic additives, such as sodium stan-
nate and sodium pyrophosphate. The assumption seems 
to be that these materials are somehow able to deac-
tivate potential trace catalysts, through there seems to 
be little consensus concerning their mode of operation 
or even over the question of whether they are truly 
effective (6). Both laboratory experiments and class-
room demonstrations illustrating the catalytic decom-
position of hydrogen peroxide by such materials as 
MnO2(s), activated charcoal, or saturated KI solutions 
are relatively easy to locate on the internet.
! The fourth and final factor listed above is seldom 
discussed in freshman chemistry treatments of chemi-
cal kinetics, since not all reactions are photochemically 
sensitive. However, reaction 13 is, and especially to 
UV light. For this reason the hydrogen peroxide in 
your medicine cabinet traditionally came in a dark 
brown glass bottle, though this has now been largely 
replaced with opaque plastic containers instead.
! If all of the above precautions are followed, at 
least one commercial manufacturer of hydrogen perox-
ide was willing to claim on its website that “the losses 
of hydrogen peroxide will be very slight even during 
extended periods (years) of storage.”

Household Bleach

For our second everyday household example, we move 
to the laundry room and examine the bottle of so-called 
chlorine bleach (figure 2). Its label indicates that it    
actually contains a 8.25% solution of sodium hypochlo-
rite, Na(OCl), as the active ingredient (8). In addition, it 
also contains some sodium chloride and sodium hy-
droxide. These are in fact the remnants of its mode of 
manufacture, since it is not made by directly dissolving 
pure solid sodium hypochlorite in water but rather by 
bubbling dichlorine gas through an aqueous solution of 
sodium hydroxide (9):

2Na(OH)(aq) + Cl2(g) ! 
                        Na(ClO)(aq) + NaCl(aq) + H2O(l)   
                                         !G° = -90.45 kJ/mol rx   [14]
!
Though pure Na(OCl)(s) can also be prepared, it is 
presumably completely ionized in aqueous solution, so 
that our concern here is rather with the stability of the 
ClO-(aq) anion instead. This is thermodynamically 
stable with respect to direct reaction with the dioxygen 
gas in air: 

ClO-(aq) + O2(g) ! ClO3-(aq)
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!                            !G° = +33.5 kJ/mol rx   [15]

as well as with respect to hydrolysis:

ClO-(aq) + H2O(l) ! H(ClO)(aq) + OH-(aq)
                                        !G° = +36.79 kJ/mol rx   [16] 

and, in any case, the high pH of the commercial solu-
tion, due to the slight excess of Na(OH)(aq) present, 
further guarantees that this equilibrium will be dis-
placed far to the left, though the reverse will happen if 
the bleach is diluted with large amounts of water. 
! Nor are there issues with polymerization and 
isomerization. Rather it is two thermodynamically fa-
vorable modes of decomposition at RTP that are of 
most concern. The first of these involves dispropor-
tionation to the chloride and chlorate anions:  

3ClO-(aq) ! 2Cl-(aq) + ClO3-(aq)  
                                         !G° = -155.01 kJ/mol rx   [17]

in which two-thirds of the Cl(I) is reduced to Cl(-I) and 
one third is oxidized to Cl(V). The second reaction 
involves decomposition into chloride ion and dioxygen 
gas:

2ClO-(aq) ! 2Cl-(aq) + O2(g)
                                      !G° = -184.51 kJ/mol rx   [18]

in which Cl(I) is reduced to Cl(-I)  and O(-II) is oxi-
dized to O(0). Though reaction 18 is thermodynami-
cally more favorable than reaction 17, the latter reac-
tion is less kinetically metastable at RTP and accounts 
for over 90% of the decomposition observed over time 
in commercial bleach solutions at RTP (10). As with 
the earlier hydrogen peroxide solution, in the above 
analysis we are assuming that the sign of the actual !G 

values for corresponding reactions of the dilute bleach 
solution are the same as the sign of the !G° values for 
a standard state solution (3).  
! The same four factors that affected the metastabil-
ity of hydrogen peroxide with respect to reaction 13 
also affect the metastability of our hypochlorite solu-
tion with respect to reactions 17 and 18. Thus the more 
concentrated the solution and the higher the tempera-
ture, the greater the rate of decomposition. Likewise, 
these reactions are sensitive to UV light and for this 
reason bleach was originally sold in dark brown glass 
bottles, though it now comes in opaque plastic contain-
ers. In keeping with these factors, the label on the 
bleach bottle instructs the user to “store this product in 
a cool, dry area, away from direct sunlight and heat to 
avoid deterioration.” Reaction 18 in particular is also 
catalyzed by various transition metal ions and several 

laboratory experiments illustrating this phenomenon 
are available on line, though this problem doesn’t seem 
to be as serious a concern as was the case with hydro-
gen peroxide (11).

Carbonated Water

For our third and final everyday example we move to 
the kitchen refrigerator and examine a bottle of soda. 
In order to avoid any complications due to coloring, 
flavoring, or sweetening agents, we will select a bottle 
of seltzer water (figure 3), which is a simple solution of 
carbon dioxide in water (12). Though there are also 
small amounts of carbonic acid, bicarbonate anion, and 
H+(aq) present due to hydrolysis:

CO2(aq) + H2O(l) ! H2(CO3)(aq) ! 
                                                    H+(aq) + HCO3-(aq)       [19]
 
CO2(aq) is by far the dominant species in solution and 
is the only one of interest to us as it is primarily re-
sponsible for the fizz that we associate with carbonated 
beverages. In other words, when considering the level 
of carbonation, we are primarily concerned with the 
simple equilibrium:

CO2(aq) ! CO2(g)            !G° = -8.18 kJ/mol rx   [20]

where once again we are assuming that the sign of the 
actual !G value for corresponding reaction of the 
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commercial carbon dioxide solution is the same as the 
sign of the !G° value for a standard state solution (3).
! At room temperature the dissolved carbon dioxide 
in a sealed can or bottle of carbonated water is in equi-
librium with the small volume of gaseous carbon diox-
ide above the liquid, which is usually set at an average 
pressure of roughly 2.5 atm, and is thus thermody-
namically stable. When the can or bottle is opened, 
however, this is no longer true as the ambient carbon 
dioxide pressure rapidly falls to the value of the partial 
pressure of carbon dioxide in the surrounding air. This 
is approximately 3.9 x 10-4 atm or roughly 10,000 times 
less than that in the sealed container (13). Thus, on 
opening the container, the equilibrium in equation 20 is 
subjected to a massive Le Chatelier perturbation, which 
shifts it far to the right, with the result that, when it 
finally reequilibrates, it has lost most of its detectable 
fizz. 
! Indeed, carbonated water approximately obeys Henry’s 
law for the solubility of gases in liquids, which states 
that, at constant temperature, the concentration of the 
dissolved gas (Cg) is directly proportional to the partial 
pressure (Pg) of the gas above the liquid: 

Pg = kCg                                                                                                    [21]

This means, of course, that once the carbonated water 
equilibrates with the atmosphere, the concentration of 
the dissolved carbon dioxide will also be roughly 10-4 
or 10,000 times less than that in the unopened can or 
bottle.
! Luckily the rate at which reaction 20 re-
equilibrates is relatively slow so that, despite the initial 
release of dissolved carbon dioxide on opening the 
container, it takes roughly a half hour or so for the 
level of carbonation, on exposure to the atmosphere, to 
fall to a level where the liquid has lost sufficient fizz so 
as to be declared “flat” and several hours more before 
it finally comes to equilibrium with the ambient carbon 
dioxide pressure. Thus, strongly carbonated beverages 
in an open container or glass are in effect metastable 
and, if not for the intervention of sluggish kinetics, we 
would not have the pleasure of drinkable carbonated 
beverages.  
! In keeping with this, anything that increases the 
rate of re-equilibration will also increase the rate at 
which the carbonation is lost and thus diminish the 
period of metastability – whence the well-known fact 
that the warmer the beverage the quicker it losses its 
fizz. Likewise, rough surfaces that can act as nuclea-
tion sites for the formation of carbon dioxide gas bub-
bles are able to catalyze the rate of decarbonation, as 
may be demonstrated by dropping some activated 
charcoal or, better still, a “Mentos” candy mint into 

a bottle of seltzer water. As may be inferred from the 
fact that carbonated beverages often come in clear 
glass or plastic bottles, reaction 20 is fortunately not 
particularly sensitive to either visible or UV light.
! There are, however, some significant differences 
between this example and our earlier examples, not the 
least of which is the much shorter time frame. Never-
theless it serves to further underscore the necessity of 
tempering purely thermodynamic considerations with a 
knowledge of the relevant kinetic factors, as well as 
calling attention to the fact that the metastability con-
cept is both time dependent and the subject of a ongo-
ing debate over how to best define it. 
! The definition problem was already discussed by 
Lewin many years ago (14). After first noting that use 
of the term had become broader and broader with the 
passage of time, this author advocated limiting it to its 
original usage in the phase literature to describe phases 
no longer in equilibrium with their environment but 
which could be induced to transform into the proper 
equilibrium phase only by addition of an appropriate 
seed crystal. To deal with yet other kinds of what he 
called “nonstability,”  Lewin proposed a five-category 
classification, which, besides metastable states in this 
very limited sense, also included unstable states, 
pseudo-stable states, quasi-stable states and meso-
stable states. According to this classification – which to 
the best of my knowledge has never gained widespread 
acceptance – the re-equilibrating carbonated water is 
actually an example of an unstable system and the hy-
drogen peroxide and bleach solutions are examples of a 
pseudo-stable system. However, in keeping with the 
above comment on the role of time, the sole difference 
between these two classes, according to Lewin, was 
their rate of transformation, with unstable states “un-
dergoing continuous transformation into states possess-
ing lower free energy content,” and pseudo-stable 
states only appearing to be in equilibrium, but “never-
theless slowly, or very slowly, changing continuously 
into lower free energy states.”  
! In contrast, Luisi, in a study of the formation of 
micelles and vesicles, concluded that “metastable 
states are kinetic traps” which, once surmounted, need 
not necessarily lead to a true equilibrium state (15). 
This definition is much broader than that of Lewin and 
is much closer to the concept of metastability used in 
this paper, where we have used the term to denote any 
thermodynamically unstable substance that persists, for 
kinetic reasons, for a sufficiently long time period so as 
to have practical commercial applications. Neverthe-
less, because of the difference in the time frame and 
lack of external stimulus, some readers may feel that 
the example of the re-equilibrating carbonated water is 
better thought of as a case of simple thermodynamic 
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instability coupled with relatively sluggish kinetics.

Metastability in the Textbook Literature

The concept of kinetic metastability was first intro-
duced by Wilhelm Ostwald in 1897 in connection with 
his studies of kinetically inhibited phase changes and 
by 1909 he had extended it to the case of conventional 
chemical reactions as well (16). Both the topic and term 
were mentioned in most monographs on the phase rule 
and in most chemical dictionaries written prior to the 
1960s, but references to these traditional applications 
have since become increasingly rare. To the extent that 
the terms “metastable and/or metastability” appear in 
current physical chemistry textbooks, they are used 
instead to describe either excited spectroscopic states or 
reaction intermediates with prolonged lifetimes. In no 
case could I find the terms listed in the indices of in-
troductory chemistry textbooks or in more recent 
chemical dictionaries. 
! In their chapters on chemical thermodynamics, 
some of the more detailed freshman textbooks, after 
first defining spontaneous as a process that proceeds 
without external assistance, do admit that many so-
called spontaneous reactions actually require an exter-
nal source of activation energy before proceeding, and 
at least one gave an example of a thermodynamically 
allowed process (the dissociation of benzene into its 
component simple substances)  for which the activation 
barrier was so high that it essentially never occurred. 
But these few explicit examples are isolated and never 
generalized under the rubric of kinetic metastability, 
thus leaving the student with the false impression that 
they are relatively uncommon. 
! However, as has hopefully been demonstrated in 
this paper, such examples are anything but rare and 
every introductory textbook discussion of chemical 
thermodynamics should include a cautionary section 
dealing with the phenomenon of kinetic metastability 
and its role in creating chemical diversity in both the 
laboratory and the world at large. Though we have 
limited ourselves to examples of metastable molecules 
and ions, the phenomenon is actually more widespread. 
Thus Everett has emphasized the importance of meta-
stability in preparing colloidal dispersions that are 
thermodynamically unstable with respect to coales-
cence into their component bulk phases (17), and Cahn 
has singled out its importance in the field of materials 
science with respect to the preparation of unusual alloy 
phases with unique properties (18). The same is equally 
true of various glasses, all of which are metastable 
relative to the corresponding crystalline solids (19). 
! In keeping with this, use of the misleading de-
scriptors “thermodynamically spontaneous and non-

spontaneous” should be eliminated and replaced by a 
less suggestive terminology, such as “thermodynami-
cally allowed and disallowed” or “thermodynamically 
feasible and unfeasible” (20). I am hardly the first to 
object to the restricted thermodynamic use of the word 
spontaneous. Ochs, for example, has presented a de-
tailed list of reasons for why the term should be elimi-
nated, not only from thermodynamics, but from chemi-
cal discourse in general (21). In contrast, Luisi has    
argued for retaining it in chemical discourse but de-
coupling it from its restricted thermodynamic sense by 
adding a kinetic component as well so as to describe a 
reaction that is both thermodynamically and kinetically 
favored – a usage that would more closely match its 
everyday meaning (15). Lastly, Earl has argued for    
retaining the word in its restricted thermodynamic 
sense but always coupling it with the qualifier “ther-
modynamic” in order to explicitly indicate that it is 
being used in a special way (22).
! Personally, I have come to prefer the descriptors 
“thermodynamically favored and disfavored” and have 
used them throughout this paper. This is because the 
condition !G > 0 does not mean – at least in the case 
of reversible reactions – that absolutely no reaction 
will occur in the direction indicated but only that the 
reaction as written is not favored by the thermodynam-
ics of the situation and therefore will not be as exten-
sive as the reverse reaction. For example, the phase 
change:

Hg(l) ! Hg(g)              !G° = +31.9 kJ/mol rx       [21]

is thermodynamically disfavored at RTP, yet sufficient 
Hg evaporates so as to constitute a potential health 
hazard in the case of laboratory mercury spills. In 
short, a terminology based on the word “favored” is 
less rigid in its unintended implications than is one 
based on such words as “spontaneous,” “allowed” or 
“feasible.”   
! As for the term “kinetically metastable,” I have 
chosen to use it because of historical precedent. The 
only alternative I am aware of are the descriptors “ki-
netically labile and kinetically inert,” first introduced in 
1952 by Henry Taube in connection with the study of 
substitution reactions in transition-metal complexes 
(23). While I find the term “labile” useful, the term 
“inert” seems a bit extreme save for the most intracta-
ble cases of kinetic metastability, and the more neutral 
term “kinetically inhibited” may be a better alternative. 
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My thanks to Dr. Moore for bringing this oversight to 
my attention (1). His use of the terms “thermodynamic 
stability versus kinetic stability,” introduced by Roald 
Hoffmann in his essay of 1987 (2), rather than the 
standard terms “stable versus metastable,” calls atten-
tion to yet an additional problem of terminology be-
yond those associated with use of the terms “spontane-
ous versus nonspontaneous” that were discussed in my 
paper. There is no doubt that Dr. Hoffmann’s terminol-
ogy is very attractive. It unambiguously describes what 
is going on and why, as well as nicely paralleling the 
terms “thermodynamic control versus kinetic control” 
now used by all physical organic chemists. In addition, 
it is becoming increasingly common, as may be veri-
fied by consulting the Internet.                                   !
! Nevertheless, it is not currently accepted by 
IUPAC (3) and disregards the massive literature in 
physical chemistry, materials science, and physics 
based on use of the older unmodified terms “stable  
versus metastable.” Nor is it true, as implied in Hoff-
mann’s essay, that this older terminology is now used 
mostly by physicists rather than chemists. As indicated 
in a previous historical study, this older terminology 
was first introduced by the chemist Wilhelm Ostwald 

in 1897 (4) and all of the literature that I consulted on 
this subject not only used this older terminology but 
was written by chemists rather than by physicists. Per-
haps the best compromise is to explicitly apply Hoff-
mann’s modifiers to the older terminology and to talk 
of “thermodynamic stability versus kinetic metastabil-
ity,” as was partially anticipated in my paper. 
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Most chemists would count themselves as lucky to 
have written a book now considered to be a chemical 
classic, but to have written two such books in widely 
different areas of chemistry and to have published both 
in the same year is, I believe, almost unprecedented 
(1). Indeed, it is an accomplishment which, to the best 
of my knowledge, has been achieved by only one per-
son – the American chemist, Gilbert Newton Lewis 
(figure 1) – who in 1923 not only published Valence 
and the Structure of Atoms and Molecules, describing 
his seminal contributions to the electronic theory of 
bonding, but also his classic monograph Thermody-
namics and the Free Energy of Chemical Substances 
(figure 2), which he coauthored with Merle Randall 
and which laid the foundations for the quantification of 
modern thermodynamics (2). I have already described 
the first of these books in the morning session of this 

symposium, and it is the second of these books which 
forms the subject of this afternoon’s presentation.   

The Authors 

Since I have already summarized the life of Lewis 
when discussing Valence in this morning’s session, I 
will not bore you with a repetition of the facts, but will 
instead say a little about his coauthor, Merle Randall. 
Born in 1888, Randall received both his B.S. (1907) 
and M.S. (1909)  degrees in chemistry from the Univer-
sity of Missouri, followed by a Ph.D. from MIT in 
1912 for the thesis, Studies in Free Energy, based on 
work done under the supervision of Lewis.
! When Lewis departed for Berkeley later that year, 
Randall went with him, initially serving as his private 
assistant. In 1917 he was officially appointed to the 
position of Assistant Professor of Chemistry at Ber-
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Figure 1.  Gilbert Newton Lewis (1875-1946) in later life.

Figure 2.  The title page to the first edition of Thermodynamics 
and the Free Energy of Chemical Substances.



keley, where he continued to teach and do research on 
thermodynamics until his retirement in 1944. Until his 
death in 1950, he was involved with J. M. Ritchie in 
the production of the notorious battery additive AD-X2 
which eventually led to a major scandal at the National 
Bureau of Standards. In addition to his collaboration 
with Lewis, he also published a textbook of physical 
chemistry in 1942 (3).

The Book 

Thermodynamics was published by McGraw-Hill of 
New York in 1923 using the same characteristic brown 
cover and black and gold spine label that would later 
become the hallmark of its “International Chemical 
Series.” The book, in sharp contrast to Lewis’s much 
shorter monograph on Valence, was 653 pages in 
length and consisted of 42 chapters and four appendi-
ces. It was the culmination of a research program un-
dertaken by Lewis in 1899 which was directed at the 
clarification and quantification of chemical thermody-
namics as summarized in a 55-item bibliography of the 
publications of Lewis and his students appended to the 
book. 

The Context

In chapter 1 Lewis noted that the development of 
chemical thermodynamics was characterized by three 
distinct periods: 

1. !The establishment of the basic laws of thermody-
namics (1842-1865). 

2.! The application of these laws to the theory of 
chemical affinity and equilibrium (1873-1905).
 
3.! The quantification of chemical thermodynamics via 
a fusion of theory with experimental data (1905-1923).

! The first of these periods began with the enuncia-
tion of the first law of thermodynamics by Mayer 
(1842), Joule (1843), and Helmholtz (1847)  in the 
1840s and the equally important enunciation of the 
second law by Clausius (1850) and Kelvin (1852) in 
the 1850s. It was completed in 1865 when Clausius 
explicitly reformulated the second law in terms of his 
famous entropy function.  
! The second period began with the first application 
of the entropy function to the phenomenon of chemical 
equilibrium by Horstmann in 1873, followed by its 
application to heterogeneous phase equilibria, the in-
troduction of the phase rule, and the introduction of 
both the chemical potential and free-energy functions 

by Gibbs in the period 1874-1878. Of equal impor-
tance was the further elaboration of the Arbeit and free 
energy concepts by Helmholtz (1882) in the 1880s and 
the translation of Gibbs’ work into both German (Ost-
wald 1892) and French (Le Chatelier 1899) in the 
1890s.  
! This stage was also characterized by the publica-
tion of several monographs explicitly devoted to the 
theory of chemical thermodynamics, the most impor-
tant of which are summarized in the following table: 
! The foundations of the third period were actually 
laid nearly a half century before the formal develop-
ment of thermodynamics itself with the first measure-
ments of heats of combustion by Lavoisier and Laplace 
(1783) and with the extensive measurements of heats 
of reaction and specific heats within context of the ca-
loric theory during the period 1840-1854 by such 
thermochemists as Hess, Andrews, and the French 
team of Favre & Silbermann, leading to the enuncia-
tion of the law of constant heat summation by Hess in 
1840.  These results were translated into the context of 
the first law of thermodynamics and greatly augmented 
by the work of Thomsen (1882-1884), and Berthelot 
(1879, 1897) during the last half of the 19th century. 
! Thus, by the turn of the 20th century there already 
existed an extensive data bank of quantitative enthalpy 
values. However, this remained largely localized in a 
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Date Author Title Approach

1884 van’t Hoff Etudes de dynamique 
chimique

Arbeit or 
affinity

1885 Liveing Chemical Equilibrium 
the Result of Dissipa-
tion of Energy

energy 
dissipation

1886 Duhem Le potential thermo-
dynamique

chemical 
potential

1893 Nernst Theoretische Chemie Arbeit or 
affinity

1893 van Laar Die Thermodynamik 
in der Chemie

total 
entropy

1897 Planck Vorlesung über 
Thermodynamik

total 
entropy

1906 van Laar Sechs Vorträge über 
das thermodyna-
mische Potential

chemical 
potential

Table 1.  Early monographs dealing with the theory of 
chemical thermodynamics.



separate literature dealing with thermochemistry rather 
than with chemical thermodynamics proper, and the 
books listed in Table 1 remained primarily theoretical, 
rather than practical, in their orientation, in large part 
because that theory showed that what was important in 
determining the chemical affinity of a reaction was not 
just the enthalpy of the reaction, but its ability to per-
form useful work, whether measured in terms of Ar-
beit, energy dissipation, total entropy change, chemical 
potential or free energy. What was needed before this 
enthalpy data could be fully exploited by the newer 
field of chemical thermodynamics was an equally 
comprehensive collection of either free-energy or en-
tropy values.
! As a consequence the true quantification of chemi-
cal thermodynamics, as distinct from the more tradi-
tional field of thermochemistry, did not really begin 
until the enunciation of the third law of thermodynam-
ics by Walther Nernst (figure 3) in 1906, though impor-
tant anticipations of this approach were made by Rich-
ards and especially by Haber (1905). Starting around 
1905-1906, one sees the appearance of an increasing 
number of German monographs (Table 2) devoted to 
this subject, though not formulated in terms of !S and 
!G, as we might think today, but rather in terms of 
evaluating the reaction isochor directly in terms of 
thermochemical data alone and within the context of 
the Arbeit or Helmholtz free-energy function (A). 

! Lewis clearly conceived of his book as belonging 
to this third phase and, in particular, as an extension of 
the work of the German chemist, Fritz Haber (figure 
4), whom he singled out for special praise (4): 
The first systematic study of all the thermodynamic 
data necessary for the calculation of the free energy 
changes in a group of important reactions was pub-
lished in Germany by Haber. This book, “Thermody-
namik der technischen Gas Reaktionen,” is a model of 
accuracy and of critical insight. 
 
! In keeping with this self-evaluation, Lewis origi-
nally intended that his book should merely be a sum-
mary of the free-energy data that he and his associates 
had collected over the previous quarter of a century: 

We [originally] proposed merely to collect, for the 
practical use of the chemist and the chemical engineer, 
the data which we have obtained, or which we have 
assembled from the work of other investigators, per-
taining to the great problem of chemical affinity.

However, it was soon realized that it was also neces-
sary to include a description of the methods used to 
obtain the data: 

But then we were convinced that mere reference tables 
would hardly render full service without some descrip-
tion of the methods by which they were obtained ...  we 
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Date Author Title Approach

1905 Haber Thermodynamik 
technischer Gasreak-

tionen

A
isochor

1906 Nernst Experimental and 
Theoretical Applica-

tions of Thermodynam-
ics to Chemistry

A
 isochor

1908 Sachur Die chemische Affinität 
und ihre Messung

A
isochor

1912 Pollitzer Die Berechnung 
chemischer Affinitäten 
nach dem Nernstschen

Wärmstatzes

A
isochor

1918 Nernst Die theoretischen und 
experimentellen 

Grundlagen des neuen 
Wärmstatzs

A
isochor

Table 2. Early monographs dealing with the quantifica-
tion of chemical thermodynamics. 

Figure 3.  Walther Nernst (1864-1941).



have been forced to develop a variety of special meth-
ods chemical,  algebraic, arithmetical and graphical –
and it is our hope that a full presentation of these 
methods may spare other workers in this field much of 
the arduous labor which we ourselves have spent. 

And lastly, it became apparent that these purely techni-
cal aspects were best appreciated if they were first 
prefaced by an introductory overview of the underlying 
principles of thermodynamics: 

Finally, these methods themselves require a fuller un-
derstanding of the underlying principles of thermody-
namics than most elementary treatises afford... Partly 
for this reason, and partly perhaps because of a temp-
tation to present in a somewhat novel manner the basic 
principles of thermodynamics, we devote the first part 
of our book to a presentation of the elements of ther-
modynamic theory. 

In keeping with this plan, Chapters 1-26 of the final 
book dealt with theory and chapters 27-42 with meth-
ods and data. 

Innovations 

The best way of appreciating the unique features of the 

Lewis-Randall text is through a comparison with the 
earlier textbook and monograph literature listed in Ta-
bles 1 and 2, and especially with the American text, 
Thermodynamics and Chemistry, by F. H. MacDougall 
of the University of Minnesota, which was published 
in 1921, only two years before the Lewis-Randall text.  
! Though the early works by Duhem (1886) and 
van Laar (1906) made explicit use of the Gibbs chemi-
cal potential, it is apparent from Tables 1 and 2, that 
they were the exception rather than the rule and that 
most previous writers on chemical thermodynamics 
preferred instead to use the so-called Arbeit or affinity 
functions derived from the work of Helmholtz in which 
the role of entropy was implicit rather than explicit. 
This may come as something of a surprise to the mod-
ern chemist, but, in fact, in the period 1876-1923, 
Gibbs was far better known for his enunciation of the 
phase rule than for his free-energy function. 
! The manner in which the role of entropy was made 
implicit rather than explicit may be seen in the ap-
proaches favored by van’t Hoff and Nernst, which 
dominated the chemical literature in the period be-
tween 1884 and 1922. Thus van’t Hoff preferred to 
write the Arbeit equation in a form that was analogous 
to the classical Carnot equation for calculating the effi-
ciency of a steam engine:   

A = Q[(Teq - T)/Teq] 

in which !S appeared only as Q/Teq, whereas Nernst 
always used the temperature dependency of the Arbeit, 
(dA/dT), in place of -!S when writing the equation for 
Helmholtz free energy: 

A = U + T(dA/dT)  =  Q + T(dA/dT)

In keeping with these preferences, an informal survey 
of 17 physical chemistry texts published during this 
period showed that 11 or 65% did not list entropy as a 
index entry, whereas 5 of the remaining 6, though list-
ing it once, devoted little more than a paragraph to the 
subject. Likewise, the 1921 text by MacDougall has 
only three index entries for free energy, two of which 
refer to Helmholtz free energy and only one to Gibbs 
free energy.
 ! In sharp contrast, the Lewis-Randall text is firmly 
and unambiguously based on the Gibbs free-energy 
function (symbolized as !F rather than as !G) and  
formulated in terms of explicit enthalpy and entropy 
terms: 

!F = !H° - T!S° + RTlnQ
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! Other important innovations may be briefly enu-
merated as follows:

1.! The Lewis-Randall text makes extensive use of 
partial molal properties in discussing the thermody-
namics of solutions, whereas this topic is missing from 
the MacDougall text. 

2.! The Lewis-Randall text extends the concept of 
standard states (!X° vs !X)  beyond the Nernst equa-
tion (E° vs E)  so as to also include the free energy, 
enthalpy and entropy functions. The MacDougall text 
does not. 
!
3.! Building on the thermochemical tradition of 
Berthelot (1879, 1897) and Nauman (1882), the Lewis-
Randall text essentially perfects our current suffix con-
ventions for indicating physical states (e.g. CO2(g), 
H2O(l) Fe(s)). The MacDougall text does not. 

4.! The Lewis-Randall text deals with the issue of 
nonideality through the introduction of such concepts 
as fugacity (1901), activity (1907), and ionic strength 
(1921). The MacDougall text mentions activity but 
neither fugacity nor ionic strength. 
!
5.! In sharp contrast to the Lewis-Randall text, the 
Haber-Nernst tradition deals with the quantification of 
affinity in terms of a power expansion of the tempera-
ture dependency of either the Arbeit function or the 
integrated van’t Hoff isochore: 

InK = Q0/RT + ("#$/R)lnT + ("#%/R)T + ... I/R 

rather than in terms of explicit tabulations of !F°, !H° 
and S° values. 

6.! The Lewis-Randall text contains a table of S° val-
ues at 298 K for 75 elements and a table of !F° values 
at 298 K for 140 ions and compounds. The Mac-
Dougall text contains no entropy or free energy data, 
only tables of heats of formation and various phase 
diagrams – a topic that is completely missing from the 
Lewis-Randall text. 
!
! Points 5 and 6 represent the most defining feature 
of the Lewis-Randall text and are what distinguish it 
from all of its predecessors. Whereas the primary 
contact with experimental data, if any, for most ther-
modynamic texts written in the period 1884-1922 was 
via the phase rule and various phase diagrams, for the 
Lewis-Randall text this contact was made for the first 
time via the use of tabulated free energy and entropy 
values. 

Prose Style 

As with many of his papers and reviews, Lewis dic-
tated Thermodynamics to his coauthor and, not unex-
pectedly, like his monograph on Valence, it contains 
many superb examples of the “Lewis style” in techni-
cal writing, of which I have time to quote only a few 
representative examples: 

1.!On the quality of the thermodynamic literature: 

We have seen “cyclical processes” limping about ec-
centric and not quite completed cycles, we have seen 
the exact laws of thermodynamics uncritically joined to 
assumptions comprising half truths or no truth at all, 
and worst of all we have seen ill-begotten equations 
supported by bad data. 

 2. !On the question of thermodynamic nomenclature: 

We presume that every author regards his own as the 
best of all possible notations. While we may privately 
be victims of some such hallucination, all that we care 
to claim publicly is that our system of nomenclature 
and notation is one which has gradually developed 
through many years of practical work and the teaching 
of many types of students,  and that it has proved satis-
factory. 

3.!On the intended uses of the book: 

Our work is not a textbook in the ordinary sense of the 
term. A textbook is a sort of table d’hote to which any-
one may sit down and satisfy his hunger for informa-
tion with no thought of the complex agricultural proc-
esses which gave rise to the raw materials,  nor of the 
mills which converted these raw materials into food-
stuffs, nor of the arts of cookery responsible for the 
well-prepared meal which has been set before him. It 
has not been our desire to offer such a repast to the 
reader. 

4.! And, most famous of all, the opening paragraphs of 
the book’s preface: 

There are ancient cathedrals which, apart from their 
consecrated purpose, inspire solemnity and awe. Even 
the curious visitor speaks of serious things, with 
hushed voice, and as each whisper reverberates 
through the vaulted nave, the returning echo seems to 
bear a message of mystery.  The labor of generations of 
architects and artisans has been forgotten, the scaf-
folding erected for their toil has been removed, their 
mistakes have been erased or have become hidden by 
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the dust of centuries. Seeing only the perfection of the 
completed whole, we are impressed as if by some su-
pernatural agency. But sometimes we enter such an 
edifice that is still partly under construction; then the 
sound of hammers, the reck of tobacco, the trivial jests 
bandied from workman to workman, enable us to real-
ize that these great structures are but the result of giv-
ing to ordinary human effort a direction and a purpose.  
& Science has its cathedrals, built by the efforts of a 
few architects and of many workers. In these loftier 
monuments of scientific thought a tradition has arisen 
whereby the friendly usages of colloquial speech give 
way to a certain severity and formality. While this may 
sometimes promote precise thinking, it more often re-
sults in the intimidation of the neophyte. Therefore we 
have attempted, when conducting the reader through 
the classic edifice of thermodynamics, into the work-
shops where construction is now in progress, to temper 
the customary severity of the science in so far as is 
compatible with clarity of thought. 

The Legacy 

In 1927 Springer Verlag published a German transla-

tion by Otto Redlich of the Lewis-Randall text (figure 
5), and Lachman has also hinted at an unauthorized 
Russian translation, though I have been unable to con-
firm this (5, 6). In addition, in 1961, after remaining in 
print and active use for almost four decades, the origi-
nal book was finally updated and revised by Kenneth 
Pitzer and Leo Brewer (both Berkeley doctorates and 
faculty members) and published as a second edition 
(figure 6) as part of the “McGraw-Hill Series in Ad-
vanced Chemistry” (7). But the legacy of the Lewis-
Randall text is reflected in more than just translations 
and new editions. It is also reflected in the many addi-
tional contributions made by the faculty and students at 
Berkeley to the quantification program first envisioned 
by Lewis in 1899 and of which the Lewis-Randall text 
was merely the fountainhead.
 ! Thus by 1930 Randall was able to contribute 81 
pages of enthalpy, entropy, and free-energy data to the 
seventh volume of the International Critical Tables (8) 
– a significant increase over the tables given in 1923 – 
and by 1938 Wendell Latimer (figure 7), who was also 
a Berkeley doctorate and faculty member, was able to 
list free-energy values for 531 species in the first edi-
tion of his monograph, The Oxidation States of the 
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Figure 5.  The title page to the 1927 German translation.

Figure 6.  The second edition of the Lewis and Randall text 
as revised by Kenneth Pitzer and Leo Brewer and published 
by McGraw-Hill in 1961. 



Elements and their Potentials in Aqueous Solutions (9). 
! Building on the 1936 monograph, The Thermo-
chemistry of the Chemical Substances by Francis Bi-
chowsky and Frederick Rossini (a Berkeley graduate 
and student of Randall) (10), the National Bureau of 
Standards undertook a program in 1940 to collect and 
collate thermodynamic data, the results of which 
were distributed after the Second World War in the 
form of loose-leaf tables (later known as the JANAF 
tables). In 1952 Rossini (figure 7) and associates pub-
lished a revised, single volume, edition of these ta-
bles under the title, Selected Values of Chemical Ther-
modynamic Properties, which contained more than 
1160 pages of enthalpy, free-energy, entropy and heat 
capacity data (11). 
 ! Today vast stores of thermodynamic data are avail-
able at the touch of a computer key board and we give 
little thought to the many workers who contributed to 
their measurement, compilation, and critical assess-
ment. Indeed, in many ways we have reached the state 
predicted by Lewis almost 80 years ago: 

... we realize that the time may arrive when handbooks 
of thermodynamic data will be placed in the hands of 
the craftsman, that he may follow a recipe, or substi-
tute numerical values in a formula of origin unknown 
to him. 

Substitute “student” for “craftsman,” and we have a 
perfect description of our current state of affairs.
! In a 1928 letter to James Partington relative to his 
possible nomination for a Nobel Prize, Lewis summa-
rized his own achievements as follows (3): 

While I have flirted with many problems,  I was for 
many years pretty loyal to the main task which I had 
set for myself, namely, to weave together the abstract 
equations of thermodynamics and the concrete data of 
chemistry into a single science. This is the part of my 
work in which I feel the greatest pride, partly because 
of its utility, and partly because it required a consider-
able degree of experimental skill ...  That part of my 
work therefore which has given me the greatest amount 
of personal satisfaction was the study of the free energy 
of formation of the most important compounds and, in 
particular, the electrode potentials of the elements. 
!
Indeed, the data collection and formatting program 
undertaken by Lewis and his associates over a century 
ago so permeates our current thermodynamic thinking 
that we may, with considerable justification, character-
ize our present approach as the Gibbs-Lewis formula-
tion of chemical thermodynamics.
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Update

I have only recently (2015) become aware of the 1996 
study by Helge Kragh and Stephen Weininger  
(“Sooner Silence than Confusion: The Tortuous Entry 
of Entropy into Chemistry,” Hist.  Stud. Phy. Bio. Sci., 
1997, 27, 91-130) which provides an even more de-
tailed context for the emergence of Lewis’ textbook 
and independently reaches many of the same conclu-
sions as I have in this and other papers dealing with the 
history of chemical thermodynamics.

WILLIAM B. JENSEN

136



The 1963 novel, Cat’s Cradle, by the American 
author, Kurt Vonnegut Jr. (figure 1), has always been a 
favorite of scientists interested in clever applications of 
scientific concepts in fiction (1) and has even been em-
ployed by some to generate student interest when 
teaching the basic thermodynamics of phase changes (2).
! The novel (figure 2) centers around the discovery 
of a hitherto unknown polymorph of ice known as 
“ice-nine,” which melts at 114.4 °F (i.e., 45.78 °C) – in 
other words, a new form of ice which is a solid at am-
bient temperatures and pressures. This means that 
liquid water, under normal conditions, is actually ki-
netically metastable and exists only because of the 
absence of a suitable seed crystal needed to catalyze its 
conversion into the far more stable form of ice-nine. As 
it turns out, such a crystal has in fact been synthesized 
by a highly eccentric, and socially oblivious, scientist 
and Nobel Prize winner named Felix Hoenikker while 
in the employ of the industrial giant General Forge and 
Foundry Company of Ilium, New York, as part of a 
request from the Marine Corp for a technical solution 

as to how to deal with the ubiquitous problem of mud 
in hampering military transport and other operations. 
Unknown to both his employer and fellow scientists, 
Hoenikker succeeds in making a seed crystal of “blue-
white” ice-nine which will instantly freeze mud, and 
which he takes home for Xmas to show to his three 
highly disfunctional adult children. However, he sud-
denly dies before explaining its nature and purpose and 
the children, finding the bottle containing the crystal in 
his pocket, divide it among themselves. They, in turn, 
through a series of bad life choices and flawed judg-
ment calls – involving many a pithy comment on 
religion, the unintended consequences of science, 
politics, sex, and fate – eventually, albeit acci-
dently, allow its release into the environment, where 
it instantly causes all water to freeze solid and results 
in the destruction of all life on earth.   
! In 1969 Vonnegut was invited to address the 
American Physical Society in New York City and in 
his talk, which was finally published in 1974 (3), he 
gave an account of the origins of the concept of ice-
nine. From 1947-1950 Vonnegut worked in the Public 
Relations Department of the General Electric Company  
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Figure 2.  Dust jacket for the first edition (1963) of       
Vonnegut’s novel Cat’s Cradle.

Figure 1.  Kurt Vonnegut Jr. (1922-2007).



of Schenectady, New York, where his older brother, 
Bernard Vonnegut (1914-1997) – a trained physicist – 
worked in the research laboratory with Irving Lang-
muir (figure 3)  and Vincent Schaefer on the seeding of 
clouds with either dry ice or silver iodide in order to 
induce rain or snow formation (4). As Vonnegut related (3):

I got this lovely idea while I was working as a public-
relations man at General Electric. I used to write Pub-
licity releases about the research laboratory, where my 
brother worked. While there, I heard a story about a 
visit that H. G. Wells had made to the laboratory in the 
early Thirties.
! General Electric was alarmed by the news of his 
coming, because they did not know how to entertain 
him. The company told Irving Langmuir, who was the 
most important man in Schenectady, the only Nobel 
Prize winner in private industry, that he was going to 
have to entertain Wells. Langmuir didn’t want to do it, 
but he dutifully tried to imagine diversions that would 
delight Mr. Wells. He made up a science fiction story 
he hoped Mr. Wells would want to write. It was about a 
form of ice which was stable at room temperature. Mr. 
Wells was not stimulated by the story. He later died, 
and so did Langmuir. After Langmuir died, I thought to 
myself, well I think maybe I’ll write a story.
 
! This account strongly implies that the General 
Forge and Foundry Company of Ilium, New York, 
was a thinly disguised version of the General Elec-

tric Company of Schenectady, New York, and that Dr. 
Felix Hoenekker, industrial chemist and Nobel Prize 
winner, was a thinly disguised version of Irving Lang-
muir, industrial chemist and Nobel Prize Winner. In-
deed this latter identification seems highly probable, 
since a reading of Albert Rosenfeld’s 1961 biography, 
The Quintessence of Irving Langmuir, reveals that 
Langmuir had the same apparent child-like self-
absorption in his work that Vonnegut would later at-
tribute to Hoenekker (5).  
! This biography also reveals several other parallels. 
Thus, in the novel, the Vice-President of Research at 
General Forge and Foundry – one Dr. Asa Breed – un-
der the false impression that Hoenekker had died be-
fore successfully synthesizing his magic seed crystal, 
expresses his relief that Hoenekker had failed because 
he is now fully aware that it would have had horrific 
environmental consequences beyond the mere freezing 
of mud for military convenience and thus dire legal 
repercussions for his company. Indeed, he becomes 
upset when he suspects that the narrator might be a 
yellow journalist intent on publicly exposing the entire 
project and so generating potentially negative publicity 
for the company.
! A somewhat similar situation occurred in real life 
when the legal department at General Electric got wind 
of Langmuir’s successful cloud-seeding experiments 
and realized that the possible side-effects could not be 
successfully controlled (5):

As a possible force for good, rainmaking and snow-
making had tremendous potential,  and the owner of 
those patents ought to have a large, steady income 
from the royalties. Yes – but suppose you made rain for 
a rancher,  and the rain soaked a crop of hay drying in 
a nearby field; couldn’t the farmer sue you for the loss 
of his hay? Or suppose you made rain in order to fill 
New York City’s reservoirs during a dry summer; 
couldn’t the owners of mountain and seaside resorts 
whose weather and business you ruined hold you ac-
countable? ...  GE decided to divorce itself from cloud-
seeding in every possible legal manner. The company 
threw the patents open for public use and waived all 
royalty rights, and there was much relief when the gov-
ernment took over the work of Langmuir, Schaefer, and 
Vonnegut under project Cirrus, in March of 1947. 
 
! One of the more impressive scenes in Cat’s Cradle 
is the description of what happened once a sliver of 
ice-nine is released into the environment and it initiates 
a chain-reaction as the ice-nine which it nucleates, nu-
cleates, in turn, yet more ice-nine, and so ad infinitum (1):  

There was a sound like that of the gentle closing of a 
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Figure 3.  Irving Langmuir (1881-1957), Vonnegut’s proto-
type for Dr. Felix Hoenekker.



portal as big as the sky, the great door of heaven being 
closed softly. It was a grand AH-WHOOM. I opened 
my eyes – and all the sea was ice-nine. The moist green 
earth was blue-white pearl. The sky darkened. Bora-
sisi, the sun, became a sickly yellow ball, tiny and 
cruel.  The sky was filled with worms. The worms were 
tornadoes.
                                                                 
! Once more we find a suggestive parallel with 
Langmuir’s work on cloud-seeding. Impressed by the 
ability of a single silver iodide crystal to stimulate the 
formation of billions of small ice crystals, Langmuir, 
according to Rosenfeld, also began worrying that his 
seeding experiments might accidently generate a run-
away effect (5):

“If the particles [i.e.  seed crystals] retain the activity 
they had in laboratory tests, a wide distribution of 
them in the atmosphere might perhaps have a profound 
effect upon the climate”... Langmuir had become fas-
cinated with the idea of causing a chain-reaction in the 
atmosphere. Just as a chain-reaction of atom-splitting 
can be caused by the impingement of a single slow 
neutron on a critical mass of uranium, so, Langmuir 
thought, could a single ice crystal or water droplet 
impinging on a critical cloud mass,  under the right 
conditions, set off the entire cloud. “The chain reac-
tion,” he explained,  “is one where you start out with 
one snow flake and by some mechanism it becomes 
two. Then those two become four, and those four,  eight, 
and so on, and the thing propagates rapidly, in exactly 
the same way as a haystack when you light it with a 
match. It starts burning. It does not make a difference 
where it is ignited, in three places or one, it spreads 
through the whole haystack. The heat produced by 
burning one particle of hay has to be enough to heat 
the next particle. 
!
! On the other hand, though Rosenfeld explicitly 
describes Langmuir’s tastes in music, art, fiction, relig-
ion, and politics, no mention is made of his ever having 
read any science fiction or of having ever met H. G. 
Wells. Likewise, official biographies of Wells fail to 
mention both the visit to General Electric and the 
meeting with Langmuir, though this most likely took 
place in May of 1934 when Wells visited the United 
States for the explicit purpose of evaluating the pro-
gress of Roosevelt’s “New Deal” which he hoped to 
compare with Joseph Stalin’s various economic re-
forms in the Soviet Union (6). That Wells had no inter-
est in Langmuir’s story proposal is hardly surprising. 
All of Wells’ science fiction had been written prior to 
the First World War and by the 1930s he had become 
obsessed with the subject of futuristic social and eco-

nomic planning instead. 
! As suggestive as Vonnegut’s account is, it still 
leaves some unanswered questions? As he admitted in 
his talk to the American Physical Society, neither 
Langmuir nor Wells had left an account of the plot to 
Langmuir’s proposed story, and though, as we have 
just seen, there are some very suggestive parallels with 
the work of Langmuir and Bernard Vonnegut on cloud 
seeding, the heterogenous nucleation of saturated water 
vapor to form the normal liquid and/or solid and the 
homogeneous nucleation of a liquid to induce crystalli-
zation of a hitherto unknown solid polymorph differ 
sufficiently so as to require some further knowledge 
of the scientific literature on polymorphism.  
! The most probable scenario is that Vonnegut’s 
older brother provided him with appropriate literature 
references and that Vonnegut was able to read and un-
derstand them because of his background in chemistry 
and mechanical engineering, both of which he had 
studied  (albeit, by his own account, not very success-
fully) prior to the Second World War. But what was the 
nature of the scientific literature that he would have 
consulted?
! Prior to World War II, the single most important 
authority on polymorphism and polymorphic transi-
tions was, without a doubt, the Harvard physicist, 
Percy W. Bridgman (figure 4), who would receive the 
Nobel Prize in physics in 1946 “for his invention of an 
apparatus to produce extremely high pressures, and for 
the discoveries he made therewith in the field of high 
pressure physics.” Much of Bridgman’s work on high 
pressure polymorphs, including those of ice, was 
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Figure 4.  Percy W. Bridgman (1882-1961).



summarized in his 1931 monograph, The Physics of 
High Pressures (7). At the time six polymorphic varie-
ties of ice were known to Bridgman, which he labeled 
as ice I - ice VI, where ice I refers to the common 
form. Ice II and ice III had been discovered by the 
German phase scientist, Gustav Tammann in 1900, and 
ice IV, ice V, and ice VI by Bridgman himself in 1912. 
In 1937 Bridgman discovered a seventh polymorph – 
ice VII – and an eighth form – ice VIII – was found by 
Kamb and Davis in 1965 (figure 5), two years after the 
publication of Cat’s Cradle (8). Thus Vonnegut’s num-
bering of his fictitious ice polymorph was in the right 
ball park, and certainly suggests that he was well aware 
of the existing state of research in this area. Currently 
more than 15 polymorphs of ice have been reported.
! But the ice-nine concept requires more than an 
understanding of how many polymorphs of ice were 
known in the 1960s. It also requires a knowledge of the 
difference between true thermodynamic stability, on 
the one hand, and kinetic metastability, on the other, 
and the possibility of not only high-pressure poly-
morphs, but hitherto unknown polymorphs stable at 
ambient temperatures and pressures. As it turns out, 
these missing prerequisites may also be found in the 
writings of Bridgman, and most particularly in what is 
perhaps his best known book – the 1941 monograph, 
The Nature of Thermodynamics (figure 6), in which, 
during a discussion of the role of kinetic hinderances to 
thermodynamically spontaneous phase transforma-
tions, we find the following remarkable quote (9):

In many cases it is easy enough to see when these hin-
derances to a complete and final smoothing out are 
operative, but in other cases it is impossible to be sure  
that the lowest potentialities have been realized, as in 
that of a test tube of supercooled water that suddenly 
changes to ice after ten day’s quiescence, or the glyc-
erin in the chemical laboratory at Berkeley that froze 
solid after the importation of a nucleus of the solid 
from Oregon. There is no way whatever of being sure 
that any of the ordinary objects of daily life do not 
have other polymorphic forms into which they may 
sometime change spontaneously before our eyes [em-
phasis added]. 

All of the necessary ingredients for the physics of ice-
nine are present in this quote – the metastability of a 
liquid finally overcome by an imported seed crystal, 
the possibility that everyday materials might be only 
metastable rather than thermodynamically stable, etc.  !
! Yet other suggestive hints are to be found in 
Bridgman’s books. Thus with respect to the explosive 
transformation of normal water into ice-nine already 
mentioned above, we read the following comment by 
Bridgman on the rate of conversion of ice I onto ice III 
in his high pressure apparatus (7):
 
A particular striking example is that of ice I-III. Near 
the upper limit of this transition line, which is termi-
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Figure 6.  The title page of Bridgman’s classic monograph, 
The Nature of Thermodynamics (1941).

Figure 5.  A phase diagram for the eight known polymorphs 
of ice as envisioned by Eisenberg and Kauzmann in 1969. 
Note that the type of transition envisioned by Vonnegut 
would be potentially possible for ice VI and liquid water 
around 50° C but only at pressures of 15 kbar rather than at 
room pressure. 



nated by the triple point with the liquid, the transition 
runs with almost explosive rapidity; in fact pressure so 
rapidly follows the change of volume produced by the 
moving piston that the pressure gauge will show no 
change of pressure.

! Of course, we will probably never know for cer-
tain whether Vonnegut – either at his brother’s prompt-
ing or on his own – ever read Bridgman, but the paral-
lels found in Bridgman’s books with the underlying  
imaginative scientific speculations found in Cat’s Cra-
dle are far too suggestive to simply ignore.
! In closing, it should be pointed out that Vonnegut 
left us with one more hint concerning his knowledge of 
the scientific literature dealing with crystallization and 
polymorphism. In attempting to explain the theory 
behind ice-nine to the novel’s narrator, the Vice-
President of Research at General Forge and Foundry, 
Asa Breed, makes reference to the compound ethyle-
nediamine tartrate, [C2H4(NH3)2][C4H4O6], also known 
as EDT or 1,2-ethylenediammonium tartrate (1):

He told me about a factory that had been growing big 
crystals of ethylenediamine tartrate. The crystals were 
useful in certain manufacturing operations, he said. 
But one day the factory discovered that the crystals it 
was growing no longer had the properties desired. The 
atoms had begun to stack and lock – to freeze – in a 
different fashion. The liquid that was crystallizing 
hadn’t changed, but the crystals it was forming were, 
as far as industrial application went, pure junk.
! How this had come about was a mystery. The 
theoretical villain, however, was what Dr. Breed called 
“a seed.” He meant by that a tiny grain of the unde-
sired crystal pattern. The seed, which had come from 
God-only-knows-where,  taught the atoms the novel 
way in which to stack and lock, to crystallize, to freeze.

! In the late 1940s and 1950s, when Vonnegut was 
working for the Public Relations Department of GE, 
large crystals of this compound were attracting consid-
erable attention for their potential use as a replacement 
for quartz in piezoelectric devices and Western Electric 
had constructed a large plant in Allentown, Pennsylva-
nia, for their manufacture (10). However, the subse-
quent development of techniques for growing synthetic 
quartz crystals eventually caused the plant to close. 
! The phenomenon referred to by Breed involves the 
initial synthesis of a useful, but metastable, polymorph 
which eventually becomes impossible to replicate once 
seed crystals of a less useful, but thermodynamically 
more stable, polymorph become prevalent in the envi-
ronment. Dubbed “disappearing polymorphs” by Dunitz 
and Bernstein in 1995, numerous examples of this phe-

nomena have been documented in the literature, most 
of them referring to compounds of pharmacological 
importance (11). The commercially useful crystals of 
EDT, referred to by Breed, were anhydrous and, 
after four years of operation, the chemical plant be-
came infected with seed crystals of the more stable, 
and commercially worthless, monohydrate. Since this 
has a different composition than the anhydrous form, 
Breed’s example was, strictly speaking, not a true case 
of competing polymorphs. In any case, the problem 
was soon identified and rectified by altering the tem-
perature so as favor the formation of the anhydrous 
product rather than the monohydrate (12-13).

References and Notes 

! 1. ! K. Vonnegut Jr., Cat’s Cradle, Holt, Reinhardt & 
Winston: New York, NY, 1963. 
! 2.! C. A. Liberko, “Using Science Fiction to Teach 
Thermodynamics: Vonnegut, Ice-Nine, and Global Warm-
ing,” J. Chem. Educ., 2004, 81, 509-512.
! 3. ! K. Vonnegut Jr, “Address to the American Physical 
Society,”  in Wampeters, Forma & Granfalloons (Opinions), 
Delacorte Press: New York, NY, 1974, pp. 91-102. 
! 4.! The relevant publications may be found in volumes 
10  and 11 of C. G. Suits, Ed., The Collected Works of Irving 
Langmuir, Pergamon Press: New York, NY, 1961-1962.  
 ! 5.! A. Rosenfeld, The Quintessence of Irving Langmuir, 
Pergamon Press: New York, NY, 1966, Chapters 23-24. 
Also  printed in C. G. Suits, Ed., The Collected Works of 
Irving Langmuir, Vol. 12, Pergamon Press: New York, 
NY, 1961. 
! 6.! N. MacKenzie, J. MacKenzie, H. G. Wells: A Biog-
raphy, Simon & Schuster: New York, NY, 1973, pp. 378-381.
! 7. ! P. W. Bridgman, The Physics of High Pressure, Bell 
& Son: London, 1931, Chapter 8. Reprinted in 1949.
! 8. ! D. Eisenberg, W. Kauzmann, The Structure and 
Properties of Water, Oxford University Press:  Oxford, 1969, 
pp. 79-98.
! 9. ! P. W. Bridgman, The Nature of Thermodynamics, 
Harvard University Press: Cambridge, MA, 1941, p. 119. 
! 10.! L. Hoddeson, “Interview with Dr. Alan Holden of 
Bell Labs, 21 June 1976.”  On file at the Center for History of 
Physics, Niels Bohr Library and Archives.
! 11.! J. D. Dunitz, J. Bernstein, “Disappearing Poly-
morphs,” Acc. Chem. Res., 1995, 28, 193-200.!
! 12.! G. D. Woodard, W. C.  McCrone, “Unusual Crystal-
lization Behavior,” J. Appl. Cryst., 1976, 8, 342-343.
! 13.! V. W. Jacewitz, J. H, C. Nayler, “Can Metastable 
Crystal Forms Disappear?,”  J. Appl. Cryst., 1979, 12, 396-397.!

Publication History

Published in W. B. Jensen, Captain Nemo’s Battery: 

DID VONNEGUT READ BRIDGMAN?

141



Assorted Chemical Annotations on Science Fiction and 
Literature, Epicurean Press:Cincinnati, OH, 2011, pp. 
77-82.

WILLIAM B. JENSEN

142



The Gibbs phase rule is normally written as: 

f  =  c - p + 2                                                              [1]

where f is the degrees of freedom, c is the number of 
components, and p is the number of phases (1). When 
applied to the phase behavior of a pure substance (c = 
1) this reduces to:

f  =  3 - p                                                                     [2]

and gives the results: f = 2 when p = 1, f = 1 when p = 
2, and f = 0 when p = 3. In other words, on a conven-
tional 2D-phase diagram, such as the P-T phase plot 
for water shown in figure 1, single phases correspond 
to areas (f = 2), equilibria between two phases corre-
spond to lines (f = 1), and triple points or equilibria 
between three phases correspond to points (f = 0). This 
agrees nicely with the purely mathematical meaning of 
degrees of freedom as applied to a generalized 2D x-y 
plot in which areas have two degrees of freedom (x and 
y are each independently variable), lines have only one 
degree of freedom (x and y are constrained by a func-
tion such that either x or y may be independently varied 

but not both), and points have zero degrees of freedom 
(both x and y are uniquely determined).
! When applied to the phase behavior of a binary 
system (c = 2) equation 1 reduces to:

f  =  4 - p                                                                     [2]

and gives the results: f = 3 when p = 1, f = 2 when p = 
2 , f = 1 when p = 3, and f = 0 when p = 4. This result 
can no longer be fully represented using a 2D diagram, 
but rather requires use of a 3D solid, like that shown in 
figure 2, where single phases now correspond to vol-
umes (f = 3), binary equilibria to surfaces (f = 2), ter-
nary equilibria to lines (f = 1), and quaternary equi-
libria to points (f = 0) (2).
! Though perspective drawings of 3D phase dia-
grams, like that in figure 2, are often shown in text-
books, they are not practical when it comes to quantita-
tive applications and 2D isobaric cross-sections (nor-
mally corresponding to P = 1 atm) are given instead, 
like that shown in figure 3. Since the pressure variable 

143

XXVII

A Simplified Phase Rule for Two-Dimensional 
Phase Diagrams

Figure 1  A 2D-phase diagram for water obeying the 
f = 3 - p rule.

Figure 2.  A full 3D binary phase diagram obeying equation 1.



incorporated into the full phase rule in equation 1 is 
now being held constant, equation 1 no longer applies 
to these cross-sections and should be replaced instead 
by the so-called “reduced” phase rule in which the 
number of variables, and hence the degrees of freedom, 
has also been reduced by one:

fP  =  c - p + 1                                                             [3]

Upon substitution of c = 2, this gives us the same 
result for a 2D cross-section of a binary system as 
equation 2 does for a pure substance:

fP  =  3 - p                                                                    [4]

! Unfortunately, the interpretation of areas, lines and 
points is less straight forward in these diagrams than in 
those for pure substances. In the latter, as we have  
seen, each phase occupies its own exclusive area. In 
contrast, in binary and higher order 2D diagrams the 
areas for the various phases often overlap. These 
overlap regions correspond to heterogeneous mix-
tures of variable composition for the phases in ques-
tion (3). Likewise not all lines in these diagrams repre-
sent binary equilibria. Thus, in figure 3, the vertical 
line extending from point C down to the compositional 
axis has been added to draw attention to a stoichio-
metric aspect of the diagram related to eutectic for-
mation rather than to a binary equilibrium. In reality 
the entire region below the solidus line (DD’) is a me-
chanical mixture of only two phases – A(s) and B(s) – 

and point C, as required by equation 4, is a eutectic 
point for an equilibrium involving just the three 
phases: A(s), B(s) and liquid.
! When applied to the phase behavior of a ternary 
system (c = 3) equation 1 reduces to:

f  =  5 - p                                                                    [5]

and gives the results: f = 4 when p = 1, f = 3 when p = 
2, f = 2 when p = 3, f = 1 when p = 4, and f = 0 when p 
= 5. Complete display of these results would require 
use of a 4D phase diagram and cannot be represented 
using conventional graphing techniques. Instead what 
is usually employed are 2D cross-sections, like that in 
figure 4, in which both the temperature and pressure 
are kept constant. This means that the degrees of free-
dom in equation 1 should be reduced by two to give: 

fT, P  =  c - p                                                                 [6]

which, upon substitution of c = 3, once more gives us 
the same result for a 2D cross-section of a ternary sys-
tem as equation 2 does for a pure substance:  

fT, P  =  3 - p                                                                 [7]

As with the binary cross-sections, the reading of these 
ternary cross-sections is also made difficult by the 
practice of using lines to represent features other than 
binary equilibria. As a result, many have an appearance 
that – in the words of one contemporary author – bor-
ders on the “absurdly complicated” (4). 
! In short, whenever one employs a 2D x-y plot to 
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Figure 4.  A 2D isobaric-isothermal cross-section of a ternary 
phase diagram obeying the f = 3 - p rule.

Figure 3.  A 2D isobaric cross-section of a binary phase dia-
gram for a simple eutectic obeying the f = 3 - p rule.



represent a phase diagram, whether for a pure sub-
stance, an isobaric cross-section of a binary system, or 
an isothermal-isobaric cross-section of a ternary sys-
tem – as is done in most textbooks and reference com-
pilations – the conventional form of the phase law in 
equation 1 reduces to the simplified form in equations 
2, 4 and 7:

f  =  3 - p                                                                    [8]

Though  this simplified result is implicit in many books 
dealing with the phase rule (4), and most particularly 
in the 1938 volume by Bowden (5), it has never, to the 
best of my knowledge, been explicitly called to the 
attention of chemical educators.
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An explicit discussion of the thermodynamics of 
chemical reactions and equilibria in terms of Gibbs 
free-energy changes is now a standard feature of most 
introductory chemistry textbooks:

!Grx  =  !Grx°  +  RTlnQ                                          [1]

where !Grx is the change in the net free-energy for the 
reaction; !Grx° is the corresponding change in the 
standard-state free energy; R is the universal gas con-
stant; T is the absolute temperature; and Q is the corre-
sponding activity quotient for the reaction. In contrast, 
discussion of the thermodynamics of the electrochemi-
cal reactions responsible for the operation of typical 
voltaic cells is normally done in terms of the well-
known Nernst equation: 

Ecell  =  Ecell° -  (RT/zF)lnQ                                        [2]

where Ecell is the net electrical potential of the cell; 
Ecell° is the corresponding standard-state potential of 
the cell; z is the moles of electrons transferred per mole 
of reaction, F is Faraday’s constant, and R, T and Q 
have the same meaning as in equation 1. 
! The similarity in form between equations 1 and 2 
is, of course, not accidental but is rather a direct result 
of having derived equation 2 from equation 1 using the 
fundamental electrochemical identity:

!Grx  =  -zFEcell                                                          [3]

where Ecell has the units of volts or joules/coulomb: F 
the units of coulombs/mole electrons: z the units of 
moles electrons/mole reaction; and !G the units of 
joules/mole reaction. This conversion results in the 
feasibility of electrochemical reactions being expressed 
in terms of an intensive potential rather than in terms 
of an extensive energy change, and the presence of the 
negative sign in the identity means that the criterion for 
reaction feasibility has also changed sign, such that:   

Feasible reactions:  !Grx  < 0 or Ecell  > 0          

Nonfeasible reactions:  !Grx  > 0 or Ecell < 0          
!
! The average introductory text generally discusses 
three limiting cases of the Nernst equation (1). The first 

case corresponds to what might be called a “standard-
state cell.”  Here the half reactions for the cathode and 
anode are chemically different but the activities of all 
of the soluble electrolytes and gases are set at their 
standard-state values. As a consequence Q = 1 and the 
(RT/zF)lnQ activity term in equation 2 becomes equal 
to zero, thus making the net cell potential equal to the 
standard-state potential alone: 

Ecell  =  Ecell° =  Ec° - Ea°                                           [4]

where Ec° and Ea° are the standard-state half-cell re-
duction potentials for the cathode and anode respec-
tively. 
! The second case corresponds to what might be 
called an “equilibrium cell.”  Here the various activities 
are set at their equilibrium values such that Q = Keq.  As 
a consequence the Ecell term in equation 2 becomes 
equal to zero and the standard-state potential and the 
activity term become equal to one another:

Ecell° =  (RT/zF)lnKeq                                                 [5]

thus allowing one to use standard-state cell potentials 
to measure and/or calculate equilibrium constants.
! The third and final case is what is called a “con-
centration cell,” though the term “activity cell” would 
be more appropriate. Here the cathode and anode reac-
tions are equal but opposite such that the Ecell° term in 
equation 2 becomes equal to zero but the various ac-
tivities in the (RT/zF)lnQ term are set at neither their 
standard state values nor their equilibrium values. As a 
consequence the net cell potential is determined solely 
by the value of the activity term:

Ecell  =  -(RT/zF)lnQ                                                   [6]

! The coverage of voltaic cells in the typical physi-
cal chemistry text is very similar, though it frequently 
includes further discussion of the application of con-
centrations cells to such topics as the measurement of 
pH values, solubility constants for various precipitates,  
and stability constants for various complex ions (2). 
! However, these three cases and their accompany-
ing applications hardly exhaust the uses of the Nernst 
equation. Perusal of older textbooks and monographs 
often reveals discussions of other kinds of voltaic cells, 
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many of which are of possible interest to present-day 
teachers, though they have all but disappeared from 
current textbook literature. These cells can be used to 
illustrate such topics as polymorphism, the relationship 
between mechanical strain and corrosion, and the inter-
conversion of various energy forms. It is the purpose of 
this paper to once more call attention to some of the 
more novel of these cells, as well as to provide a sim-
ple, albeit often naive, Freshman-level analysis of their 
underlying thermodynamics in terms of the Nernst 
equation. 

Allotrope Cells
!
One of the most interesting of these novel voltaic cells 
was first described in 1899 by the Dutch phase chem-
ist, Ernst Cohen, in connection with his studies of the 
allotropes of tin (3), and was later summarized in his 
delightful Baker Lectures of 1925, Physico-Chemical 
Metamorphosis and Some Problems in Piezochemistry 
(4). Tin has two common allotropes: white or metallic 
tin, which has a distorted 6/6 infinite framework struc-
ture and is quite malleable, and grey or nonmetallic tin, 
which has an infinite 4/4 framework structure like that 
of diamond and is brittle. These two forms are in equi-
librium at 13.2°C (5):

white Sn ! grey Sn                                                   [7]

with the grey form being favored at lower temperatures 
and the white form at higher temperatures. 
! Since temperatures less than 13.2°C (55.8°F) are 
not uncommon in temperate climates, this means that 
objects made of metallic tin are thermodynamically 
unstable much of the time. Luckily the rate of inter-
conversion is normally negligible, though cases have 
been observed for very old tin objects stored in un-
heated museums for long periods. The transformation 
begins with a blistering of the metal surface and ends 
with the gradual crumbling of the object into a shape-
less grey mass. For this reason it is colloquially 
known as “tin disease”  or “tin pest.” Under extreme 
winter conditions, it has given rise to several historical 
myths, including the supposed disintegration of the tin 
buttons on the coats of Napoleon’s army during its 
disastrous winter retreat from Moscow, and the crum-
bling of the tin solder on the seams of Scott’s fuel cans, 
leading to contamination of his food supplies and ulti-
mately to the demise of his exploration party during its 
unsuccessful track back from the south pole (5).   
! Cohen realized that, being chemically distinct spe-
cies, the two forms of tin should display a difference in 
their electrode potentials and that this difference could 
be exploited to construct a simple voltaic cell of the form:

white Sn / SnCl2(aq) / grey tin                                    [8]

as shown in figure 1. Since both electrodes share the 
same electrolyte, the activity term in the Nernst equa-
tion is zero by virtue of all of the activities being equal. 
As a result, the net cell potential becomes equal to the 
standard-state potential, and the half-cell reduction 
potential of the anode must be altered to incorporate 
the free-energy difference between the two  allotropes, 
otherwise known as the free-energy of transition (!Gtr°):

Ecell  =  Ec° - [Ea° + !Gtr°/(zF)]                                [9]

Since, for the cell in question,  Ec° =  Ea°, this reduces to:

Ecell  =  -!Gtr°/(zF)                                                   [10]

Indeed, in recognition of this fact Cohen named voltaic 
cells of this type “transition cells”  and employed them 
to study many types of phase transitions other than 
those involving allotropes (6). However, since it is the 
specific application of these cells to the allotropic 
forms of tin that is of most interest to teachers of intro-
ductory chemistry, we have taken the liberty of adopt-
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Figure 1.  Cohen’s voltaic cell based on the allotropes of tin. 
Electrode A corresponds to white tin, electrode B corre-
sponds to grey tin, and  electrolyte C to a dilute solution of tin 
dichloride with a few drops of HCl added to suppress hydrolysis.



ing the alternative name of “allotrope cell” (7).
! Cohen’s primary interest in this cell was not as a 
source of electrical energy but rather its use in deter-
mining the transition temperature for the two tin allo-
tropes. Realizing that the free energy for the transition, 
as written in equation 7, decreases with increasing 
temperature and becomes zero at the transition point 
where the two forms are in equilibrium, Cohen meas-
ured the cell potential at progressively increasing tem-
peratures and extrapolated the result to zero to ap-
proximate the temperature for the phase transition, as 
shown in figure 2. At temperatures above the transition 
point the anode and cathode should reverse with the 
grey allotrope now being oxidized and the white allo-
trope being reduced.

Strain Cells

The 1909 edition of J. W. Mellor’s monograph, Chemi-
cal Statics and Dynamics, contains the following in-
triguing footnote (8):

If two springs, one wound and the other unwound, 
were both dissolved in acid, it is supposed that the dis-
solution of the wound spring would be attended with 
the production of the greater amount of heat. The en-
ergy stored up in the wound spring would then be con-
verted into thermal, not [macro] kinetic energy. This 
supposition has never been verified experimentally. But 
let two pieces of soft steel wire be cut from the same 
piece, and let one piece be hardened by hammering or 
burnishing. Dip the two pieces in dilute acid and con-
nect up with a suitable galvanometer. The swing of the 
needle corresponds to the extra state of energy in the 

hardened wire. The extra energy stored in the hardened 
wire will be transformed into electrical energy. 
!
! The extra energy content of metal samples sub-
jected to compressional hammering is known as strain 
energy and Mellor’s suggestion had already been tested 
by the Belgian chemist, Walter Spring, as early as 1904 
for the metals Sn, Pb, Cd, Ag, and Bi using simple 
cells of the form (figure 3):

strained metal / salt solution / unstrained metal      [11]           

In each case he was able to detect a net cell potential, 
though it was only of the order of 10-4 volts (9).
" As explained in greater detail by Findlay in the 
1927 edition of his classic monograph on the phase 
rule (10):

That a metal,  which has been subjected to considerable 
mechanical stress,  passes into a less stable form is 
shown by the fact that the metal, after being strained, 
possesses a higher solution pressure than the normal  
metal. That is to say, it acts as an anode to a piece of 
the normal metal when the two are placed in a solution 
of a salt of the metal ... The change which occurs in the 
nature of the metal when mechanically worked has 
been studied by a number of investigators, and it has 
been found that, in the process of working, the metal 
crystals become more or less completely destroyed and 
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Figure 2.  Cohen’s plot of cell potential versus temperature 
for the tin allotrope cell in  figure 1. The potential (a-e) de-
creased as the temperature (T1-T5) increased and was as-
sumed to be equal to zero at the transition temperature.

Figure 3.  A simple strain cell. A is the strained metal elec-
trode or anode, C is the unstrained electrode or cathode, E  is 
the electrolyte, and the arrows indicate the direction of elec-
tron flow.  



pass into an amorphous or quasi-amorphous state. A 
metal in such a state will therefore be related to the 
normal crystalline metal in much the same way as su-
perfused solid or glass is related to the stable crystal-
line form.

This implies that the stressed metal is not in a well-
defined thermodynamic state to which one can as-
sign a reproducible free-energy value or half-cell 
potential. Rather the potential of each sample will 
vary with the nature of its mechanical history and the 
resulting strain energy (Wstain) added to the system. 
! As in the case of the allotrope cell, the activity 
term in the Nernst equation is once more equal to zero 
due to the sharing of a common electrolyte and it is the 
half-cell reduction potential of the anode or strained 
sample that must be altered to incorporate the added 
strain energy:

Ecell  =  Ec° - [Ea° - Wstain/(zF)]                                [12]

Since, once again,  Ec° =  Ea°, this reduces to

Ecell  =  Wstain/(zF)                                                    [13]
!
! Starting in the early 1900s this result attracted a 
good deal of interest in the literature dealing with cor-
rosion since it directly implied that stressed metal ob-
jects, due to bending, hammering, drawing, or previous 
thermal treatments, should exhibit enhanced levels of 
corrosion (11). Though this has generally proven to be 
the case, the phenomenon is often more complex and 
erratic than might be supposed from equation 13, since 
such treatments can simultaneously alter a number of 
other factors relevant to the corrosion process such as 
the integrity of protective oxide coatings (12). 
! When I first read Mellor’s footnote many years 
ago as a graduate student at the University of Wiscon-
sin, I was particularly intrigued by his example of the 
wound or compressed watch spring and thought about 
how one might electrochemically test that specific 
claim in a manner more direct than hammering on a 
piece of metal. My resulting cell design is shown in 
figure 4. Whether the magnitude of Wstain resulting 
from simple compression of spring s relative to spring 
s’ is sufficient to produce a detectable cell potential is 
not known, since I have never found the time to build 
or test the cell in question, but invite readers of the 
journal to try it for themselves.  

Gravity Cells

A third type of novel voltaic cell encountered in the 
older chemical literature is the so-called gravity cell. 
Not to be confused with the well-known Daniell grav-
ity cell, where the term gravity actually refers to the 
specific gravities of the anode and cathode electrolytes, 
a true gravity cell is based on the interconversion of 
gravitational potential energy and electrical energy. 
Cells of this type were first experimentally described 
by the Russian physicist, R. Colley, in 1876 (13), and 
subsequently studied by the German physicist, Theo-
dore Des Coudres (14), and the British chemist, 
George Gore (15).  They were also discussed in some 
detail in such popular early 20th-century textbooks as 
those by LeBlanc (16) and Lewis (17), as well as being 
the subject of several extensive review articles (18-19).
! A gravity cell is simply a very long glass tube (of 
the order of between 9 and 12 feet), with identical 
metal electrodes at each end, that is filled with an elec-
trolyte composed of an aqueous solution of an appro-
priate metal salt (figure 5). Half way down the tube is a 
short side tube at right angles which is used to fill and 
empty the cell and which acts as a pivot, allowing one 
to rotate the cell from a horizontal to a vertical posi-
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Figure 4.  Proposed design for a simple compression cell. An 
H shaped glass cell is filled  with a dilute solution of FeCl2 

with  a little HCl  added to suppress hydrolysis. Each arm of 
the cell contains a steel spring  (s and s’) as the electrode. At 
the bottom of each arm the springs pass through rubber stop-
pers via short sections of glass tubing sealed with  wax and  at 
the top through off-center holes in the lucite mounting 
squares m and m’. Square m is free to move whereas 
square m’ is attached to the wall of the tube. Square m is 
also  permanently  attached to the lucite piston p allowing 
one to compress spring s by pressing down with one’s thumb 
or by placing weights on platform p.



tion. When placed in a horizontal position and filled, 
no net cell potential is detected. However, when 
stoppered and rotated to a vertical position, a net cell 
potential slowly develops – albeit an extremely weak 
one of the order of only 10-4 volts:

elevated electrode / metal salt (aq) / lowered electrode  [14]

In order to amplify the effect, some workers, such as 
Gore, for example, constructed arrays or batteries of as 
many as five of these cells mounted on boards and 
connected in series. 
! Because, in simple cells of this type, the cation 
moves from the anode to the cathode and vice versa for 
the counter anion, the question of whether the elevated 
or the lowered electrode will function as the anode 
will depend upon the relative masses of the cation 
and anion in the electrolyte. This is because the ion 
which passes from the elevated to the lowered elec-
trode is falling in the gravitational field and is there-
fore capable of performing work, whereas the counter 
ion, which moves in the opposite direction, is being 
raised in the gravitational field and is therefore con-
suming a portion of the work generated by the falling 
ion. The resulting difference between these two proc-
esses expresses itself in the form of a net cell potential. 
Thus, in the case of a BaCl2(aq) electrolyte, where the 
cation (Ba2+ = 137.3 amu) is heavier than the anion 
(Cl- = 35.45 amu), it is experimentally observed that 

the elevated electrode acts as the anode, whereas in the 
case of a LiCl (aq)  electrolyte, where the cation (Li+ = 
6.94 amu) is lighter than the anion, it is the lowered 
electrode that acts as the anode. !
! Since both electrodes once again share a common 
electrolyte, the activity term in the Nernst equation is 
zero and the only difference between the reduction 
potentials for the two electrodes will be due to the 
difference in the gravitational potentials of the ions 
which are being transferred during the cell’s operation:

Ecell  =  !mgh/(zF)                                                   [15]

where g is the acceleration of gravity, h is the height of 
the vertical cell and !m is the difference in the masses 
of the transferred cations and anions. In reality, this 
equation is an oversimplification and must be corrected 
for such factors as ionic transport numbers, the degree 
of ionic hydration, possible buoyancy effects, etc. – 
topics which are not generally covered in introductory 
chemistry textbooks. 
! The expression for gravitational potential energy 
(mgh)  contains three terms. In the cell just described it 
was the mass term that was varied in order to generate 
a cell potential. In yet a second type of gravity cell, 
also described by Des Coudres (14) and discussed in 
LeBlanc’s textbook (16), it is the h term which is var-
ied instead. This is shown in figure 6 and is based on 
the arrangement:
tall Hg anode / Hg(NO3)2(aq) / short Hg cathode        [16]
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Figure 5.  An etching of one of 
George Gore’s gravity cells as 
first  described in his paper of 
1893.

Figure 6.  LeBlanc’s drawing of Des Coudres’ original grav-
ity cell of 1892. The cathode is on the left and the anode on 
the right.



! The surface of the short Hg cathode is in direct 
contact with the electrolyte, whereas that for the short 
arm of the tall Hg anode is covered with an ion-
permeable membrane in order to mechanically support 
the connecting column of Hg in the tall side arm. The 
cell potential is determined by the conditions at these 
two contact surfaces and, taking these surfaces as our 
zero point, since both are at the same height, we find 
that they differ solely in the fact that the surface of the 
anode is subjected to the compression generated by the 
Hg column in the tall side arm. To a first approxima-
tion, we can equate the resulting compression strain 
with the excess gravitational potential energy of this 
column:  

Wstain  =  mg!h                                                          [17]

where !h is the height of the column relative to the 
electrode surface and is labelled as d in LeBlanc’s 
original figure. Following the derivation given earlier 
for strain cells, we then obtain the approximate result 
that:
!
Ecell  =  (mg!h)/(zF)                                                 [18]

! A third type of gravity cell is based on varying the 
value of the g term by subjecting the cell to centrifugal 
acceleration in a specially designed centrifuge. Also 
known, for obvious reasons, as a centrifugal cell, this 
variation, though mentioned by Gore and studied by 
Des Coudres, was actually perfected by the American 
chemist, Richard Tolman (19), in the first decade of the 
20th century and is also described in the textbook by 
Lewis (17).
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Every teacher of chemistry, whether at the college or 
high-school level, now teaches the ideal gas law using 
the equation:

PV = nRT                                                                    [1]

and most are by now so familiar with it that they give it 
little thought. Yet, when looked at objectively, this par-
ticular formulation of the law contains several unusual 
features. Thus, for example, in most equations contain-
ing a simple proportionality constant, the constant is 
placed in front of the variables rather than inserted 
among them, in which case we might expect the law to 
be written instead as:

PV = RnT                                                                    [2]

! There are several historical reasons for why our 
current formulation of the law violates this expectation, 
the most important of which is the fact that for much of 
the time since the law was first formulated by Horst-
mann in 1873 on a per mole basis rather than on a per 
mass basis, it has been written in the form (1-2):

Pv = RT                                                                      [3]

where v represented the volume per mole (V/n) rather 
than the total volume V – a practice that was continued 
in physics textbooks well into the 1960s (3). Hence 
when the mole was finally made explicit, as in equation 
1, rather than implicit, as in equation 3, its symbol was 
simply tacked onto the front of the RT term in equation 3.
! However, correction of this placement problem, as 
was done in equation 2, gives a result which looks 
typographically odd to the modern eye, in large part 
because of the lower case n inserted among the upper 
case letters for the other variables and constants, and 
this issue brings us to the most controversial aspect of 
reformatting equation 1 – the ontological status of n.

Variables, Units, and Constants

It is universally understood that the symbols P, V. and 
T stand for the general physical variables or quantities 
that we call pressure, volume, and temperature and 
that, not only may these variables be measured using 

a wide variety of alternative units, the value of the so-
called constant R will also vary depending on these 
choices. Thus when P is measured in units of atmos-
pheres and V in units of liters, R has the value 
8.21x10-2 atm L/(mol K), whereas when P is measured 
in units of Pascals and V  in units of cubic meters, it has 
the value of 8.31 J/(mol K). 
! Indeed, even T could be measured in alternative 
units, such as degrees Celsius or degrees Fahrenheit, 
though this would require modification of equation 2 to 
incorporate a second constant, !, whose value would 
also vary with the choice of temperature scale: 

PV = Rn(T + !)                                                          [4]

The usual choice of degrees Kelvin as the preferred 
unit may be viewed simply as the option for which ! 
happens to have a value of zero, and in fact an equation 
of this form was used by both Clapeyron and Clausius 
to express the ideal gas law prior to the latter’s adop-
tion of the absolute temperature scale in 1864 (1). 
! In actual practice, equation 4 is never used today 
and, if the experimental temperature is given in units 
other than degrees Kelvin, the necessary temperature 
conversion is first performed as a separate preliminary 
calculation using equations of the form (4):
 
K  =  a(T + b)                                                             [5]

before substitution into equation 2. One reason for this 
asymmetry in the treatment of T vs P and V  is that 
alternative units for the latter two variables differ in 
size but agree upon a common zero, whereas those for 
T also differ in the choice of zero.
! But if it is agreed that P, V, and T are generalized 
variables, which may be measured using a variety of 
units, and R is a constant whose numerical value de-
pends on the choice of these units, what exactly is n? 
Since it is not a constant, logic would dictate that it is 
also a general physical variable or quantity like P, V 
and T, and that, like them, it may also be meas-
ured using a variety of units. Yet consultation of vari-
ous IUPAC guides declares otherwise and insists that n 
is a property variously defined as the “amount of sub-
stance,” “chemical amount,” or “enplethy” and that, as 
such, it is uniquely and exclusively measured in units of 
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moles (5).

Counting Units

This seems strangely at variance with what the kinetic 
theory of gases tells us about the origins of the ideal 
gas law at the molecular level, where the pressure of a 
gas is found to depend on the number of molecules 
present in a given volume of gas at a given temperature 
(interpreted as a measure of the average kinetic energy 
of the molecules) (6). And just as IUPAC has endorsed 
the symbols P, V, and T for pressure, volume and tem-
perature, so it has also endorsed the symbol N to repre-
sent the number of entities (in this case, molecules). In 
short, the kinetic theory of gases tells us that: 

P  =  f(N, T, V)                                                            [6]

which leads, in turn, to the explicit function:

P  =  RNT/V                                                                [7]

and thus to:

PV  =  RNT                                                                 [8]

as the proper generalized form for the ideal gas law (7).
! The only way to reconcile equation 8 with equa-
tion 2 is to interpret the mole as but one of several al-
ternative units for counting the number of molecules 
present. The idea that the number of objects in a popu-
lation can be measured or counted using a variety of 
alternative counting units has long been an estab-
lished concept in commerce, if not in science. The 
simplest counting unit is individuals – a direct enu-
meration of each object in the collection: 

n in units of individuals = N/1                                    [9]

But in everyday life it is common to use larger count-
ing units as well, such as dozens to count eggs:

n in units of dozens = N/12                                      [10]

or reams to count sheets of paper:

n in units of reams  = N/500                                     [11]

So in chemistry we count in units of moles:

n in units of moles  =  N/NA                                      [12]

where NA is Avogadro’s number.

" Many chemistry teachers have long advocated 
this interpretation of the mole and its apparent rejection 
by IUPAC appears to be based on the fact we do not 
literally determine the number of moles present by 
counting but rather calculate the value from mass 
measurements using molar or molecular weights. This 
is, of course, a result of the fact that, since molecules 
are so small and there are such huge numbers present 
in the gram-sized samples used in most laboratory 
work, direct counting would be impractical in the ex-
treme. If we knew the average mass per dozen eggs or 
the average mass per ream of paper, we could also cal-
culate dozens and reams from mass measurements, but 
here the practical situation is precisely the opposite of 
that for molecules and it is far easier to directly count. 
The point of this comparison is that, even if we calcu-
lated dozens and reams indirectly from mass measure-
ments, this would not lead anyone to deny that these 
units were in fact measures of the number of objects 
present, and, for the same reason, this difference in 
procedure is not a proper objection to the view that the 
mole is ultimately a counting unit. 
! The same is true of the objection that the numeri-
cal value for the molar counting unit, NA, is  ultimately 
determined by the conversion factor between two mass 
units – the gram and the atomic mass unit (8, 9). The 
reason for this is purely one of convenience since it 
means that molar masses measured in units of grams 
are automatically numerically identical to molecular 
masses measured in units of atomic mass units and 
that, as a result, we require only a table of atomic mass 
values in order to perform mole calculations. The size 
of most units are determined for reasons of conven-
ience and that convenience may be determined as 
much by how we perform the measurement as by what 
is being measured. Thus, for example, the choice of 12 
as the size for a counting unit in commerce, rather than 
10, as used in the metric system, probably had to do 
with the convenience that, unlike 10, 12 gives integral 
values for 1/4, 1/3, 1/2, 2/3 and 3/4 of the resulting unit, 
whereas 10 gives an integral value only for 1/2 of its 
unit (10).

What is Amount?

A more serious objection to the IUPAC definition of 
the mole as the “amount of substance” is that it assigns 
a restricted meaning to the word “amount” which is at 
variance with both its everyday meaning and with its 
historical use in chemistry – something which was 
recently brought to the senior author’s attention when 
he was told by a journal editor that he could not use the 
word amount when referring to mass in discussing 
Faraday’s laws of electrolysis and that it was now the 
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journal’s official policy that the word referred exclu-
sively to moles.
! Both historically and in everyday practice the 
word amount is used as a synonym for quantity and 
may be measured in any one of three different ways, 
corresponding to the common questions of how 
heavy?, how big? or how many? In other words, it may 
be measured in units of mass, units of volume or in 
counting units. Thus, when we go to a grocery store, 
the amount of cheese which we purchase is measured 
by mass or weight (ounces, pounds, etc.), the amount 
of milk by volume (pints, quarts, gallons, etc.), and the 
amount of eggs by counting (half dozen, dozen, etc.). 
! Likewise in chemistry we have historically 
measured the quantities or amounts of each element 
present in a given chemical compound using either 
mass, volume, or atom counts, corresponding to per-
cent composition by weight, percent composition by 
volume, and atomic composition respectively. Thus 
water is a compound containing 11.11% H and 88.89% 
O by weight, 66.67% H and 33.33% O by volume, or a 
ratio of 2 atoms of H to one atom of O by number To 
declare that only the last of these characterizations 
measures the amounts present is eccentric in the extreme.
! Indeed, a large percentage of the introductory 
chapters of freshman textbooks deals with intercon-
verting between these alternative measures of amount. 
This is accomplished (figure 1) using a set of derived 
properties constructed by taking various ratios of the 
three fundamental measures of amount – mass (M), 
volume (V), and number or population (N). Thus mass 
density (M/V) and specific volume (V/M)  are used to 
convert between mass and volume, unit mass (M/N) 
and specific population (N/M) to convert between mass 
and population, and population density (N/V) and unit 
volume (V/N) to convert between volume and popula-
tion (11).
! The names of these derived properties should be 
general and not tied to any specific choice of the units 
used to measure them. This is widely recognized for 
both mass density and specific volume in which the 
former is commonly measured in units of either g/mL 
or kg/m3 (and their inverse for specific volume). In the 
case of the derived properties involving N, however, 
this has not been the case, due to the pervasive use of 
the mole to measure N. Thus instead of talking of 
population density and unit volume, we commonly talk 
instead of molarity and molar volume. In the case of 
unit mass, we commonly employ units of either grams/mole 
or amu/molecule. However, rather than recognizing 
these as alternative unit choices for the general prop-
erty of unit mass, we have instead given each of them 
their own individual names (i.e. molar mass and mo-
lecular mass respectively).

! A final objection to the IUPAC definition is its 
implication, intensional or otherwise, that the mole is 
to be used only to measure the amounts of various 
chemicals or substances. In fact, like all counting units, 
we may use it to measure the amounts of anything we 
please and we are free to talk of the moles of chairs in 
an auditorium or the moles of stars in the heavens, 
however improbable such applications. Furthermore, 
there are concrete examples in chemistry in which the 
mole is actually used to measure amounts or numbers 
of events rather than various chemical species (12, 13). 
These include the various applications of the de Don-
der extent of reaction parameter (#), which is best 
measured in units of moles of reaction events (mol rx), 
and its application to both chemical kinetics, in which 
rates, d#/(Vdt), are now measured in units of moles of 
reaction events per unit volume and time, mol rx/(L 
sec), and to thermodynamics, in which such parameters 
as the enthalpies and free energies of reactions are now 
measured in unit of kilojoules per mole of reaction 
events, kJ/(mol rx).
!
An Important Consequence

We have already seen that a change in the units used to 
measure P and V  changes the numerical value of the 
constant R, and once it is accepted that the mole is 
merely a counting unit and that equation 8 is a more 
general expression of the ideal gas law than equation 
2, the question naturally arises as to how a similar 
change in the units used to measure N will affect the 
value of R. It is doubtful that we would ever have an 
occasion to measure N in units of dozens or reams, but 
there are many situations in which it is convenient to 
measure it in units of individuals, in which case R takes 
on the value of 1.38 x 10-23 J/(molecule K). However, 
instead of recognizing this as merely another unit 
change for R, the resulting value has, for both histori-
cal reasons and because of the continued use of n in-
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stead of N in the gas law, been traditionally given both 
its own unique symbol (k) and name (the Boltzmann 
constant) (5). Use of equation 8 would eliminate this 
practice and result in a more consistent application of 
the distinction between variables, units, and constants 
in chemistry.

Conclusions

In summary, we have argued that the mole is a unit 
rather than a general property and that, as such, it is a 
counting unit used to measure the number of entities or 
events (N) in a given population rather than some 
uniquely defined measure of chemical amount. It is 
further argued that adoption of these conclusions not 
only leads to an improved formulation of the ideal gas 
law, but to a significant clarification of the concept of 
amount as it is used in both commerce and science. 
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Sometime ago the author called attention to the 
correlation that exists between the entropy of a mate-
rial and the various constraints on the motion of its 
constituent particles (whether colloids, micelles, mole-
cules or atoms) (1). This correlation predicts that the 
fewer the constraints on these motions, the greater the 
entropy of the system and vice versa. 
! It was also pointed out that changes in any of the 
following factors can lead to a change in entropy, 
where the motions in question may be translational, 
rotational or vibrational in nature:

1.! Constraints on the number of independently mov-
ing particles, i.e., on whether the particles must move 
as an aggregate or can move independently.  

2.! Constraints on the direction of motion.

3.! Constraints on the volume in which the motion is 
executed.

! It is important to emphasize that, like the popular 
metaphor which correlates entropy with molecular 
disorder, constraint of motion is not the same thing as 
entropy itself (2). Entropy is an energy based concept 
with the units of energy per degree Kelvin, rather than 
a structurally based concept, and is ultimately a meas-
ure of the ability of a system to dilute or disperse its 
kinetic energy over as many accessible quantum levels 
as possible (3, 4). Rather molecular disorder and 
changes in constraint of motion are both useful struc-
tural indicators that the system in question has gained 
access to additional quantum levels, either through an 
increase in the number of independent levels (via 
factor 1) or by decreasing the energy spacing between 
previously inaccessible levels (via factors 2 and 3). In-
deed, the relevance of factors 2 and 3 may be easily 
rationalized using a simple quantum mechanical “par-
ticle in a box” model.  
! This view of entropy was singled out by Denbigh 
and Denbigh in their 1985 monograph on the nature of 
entropy as being perhaps the single best way of quali-
tatively defining the concept (5):

If a verbal interpretation of entropy is required, a far 
more reliable one is to be found in the notion of 
“spread,” as used by Guggenheim.  An increase in en-
tropy may be said to correspond to a “spreading” of 
the system over a large number (W) of occupied quan-
tum states. Alternatively one might say that entropy is a 
measure of the extent to which the system in question is 
unconstrained: the less constrained it is,  the greater is 
the number of accessible quantum states for given val-
ues of those constraints. 

A Mechanical Analogy

In class I illustrate the first of the above three cases 
using two specially prepared pingpong balls (figure 1).  
A hole of sufficient size to introduce small glass beads 
is burned in each of the pingpong balls using a cork 
borer of suitable diameter that has been heated in the 
flame of a Bunsen burner. The first or low entropy ball 
is filled, via its hole, with polyurethane foam sealant 
from a spray can (6). After drying, the excess protrud-
ing from the hole is trimmed level with the ball’s outer 
surface and the ball is weighed. A number of small 
glass beads sufficient to approximate the weight of the 
first ball after filling (about 20 in our experience) are 
then dropped through the hole of the second or high 
entropy ball and the hole resealed using a small piece 
of scotch tape. 
!  As may be seen from the figure, we now have 
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Figure 1.  Cross-sections of the two “entropy” balls.



two balls of approximately equal mass, but with the 
important difference that the internal components 
(beads) of the high entropy ball are free to move inde-
pendently of one another and of the ball as a whole, 
whereas the components (the polyurethane foam) of 
the low entropy ball are constrained to move as a 
single unit which includes the ball itself.
! To demonstrate how this difference impacts on the 
ability of the two balls to dissipate kinetic energy, they 
are each dropped (plug side up) down the interior of a 
clear 3” x 12” plexiglass cylinder, as shown in figure 2. 
Whereas the low entropy ball will bounce nine or ten 
times before coming to rest, the high entropy ball will 
bounce only once, thus illustrating the ability of the 
freely moving beads in its interior to dissipate or ran-
domize the kinetic energy acquired by the ball during 
its initial descent. 

Limitations

Like all mechanical analogies, this one has several 
limitations. Thus, despite the macro damping provided 
by the freely moving glass beads, both balls are also 
simultaneously undergoing a true molecular dissipation 
of their kinetic energy and this is, of course, what ulti-
mately brings them both to rest. In addition, we must 
remind ourselves that the balls illustrate only one of 
the three possible ways in which a change in the con-
straints of motion can alter the ability of a system to 
disperse or dissipate its kinetic energy. Given these 
limitations, are there any real systems for which the 
pingpong balls can serve as a crude mechanical analogy?

Happy and Sad Balls

The most likely candidate to come to mind is probably 
the popular demonstration of the difference in the me-

chanical behavior of the so-called “happy” and “sad” 
rubber balls that have been the subject of several arti-
cles and notes in this journal and on the internet (7-12). 
The so-called happy ball is made of polychloroprene 
(known commercially as Neoprene®) and, like the low 
entropy pingpong ball, it will, on being dropped, 
bounce repeatedly before coming to rest, whereas the 
so-called sad ball is made of polynorbornene (known 
commercially as Norsorex®) and, like the high en-
tropy pingpong ball, it will, on being dropped, come 
to rest almost instantly.
! Polychloroprene is frequently crosslinked in order 
to improve its mechanical resiliency. This makes it 
stiffer and constrains the motion of its individual 
polymer chains relative to that of the freely moving 
chains in polynorbornene. The importance of crosslink-
ing in determining the behavior of the two balls is un-
derscored by an alternative set of commercially avail-
able balls known as “smart” and “stupid” balls (13). 
Here the highly resilient smart ball is made of 
crosslinked polybutadiene, whereas the energy-
absorbing stupid ball is made of a copolymer of either 
poly(vinyl-butadiene) or poly(styrene-butadiene)  with 
substantially less crosslinking. Indeed, these balls have 
been recommended as a way of explicitly demonstrat-
ing the role of crosslinking in determining polymer 
properties.
! Unfortunately, in the case of the happy/sad ball 
combination, this simple molecular rationale is com-
plicated by the fact that the polynorbornene ball is ac-
tually a two-phase system (9). Because of its polar 
chloro substituent (figure 3), polychloroprene is oil 
resistant, whereas the pure hydrocarbon chain in poly-
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Figure 2. Bouncing the ball inside the plexiglass cylinder.

Figure 3.  The repeat units for polychloroprene 
versus polynorbornene.



norbornene is oil compatible and indeed the sad ball 
actually contains a fair quantity of high viscosity oil 
that has been added as a plasticizer (7). As noted by 
Nicholson, it is highly probable that this oil, like the 
independently moving beads in the high entropy ping-
pong ball, plays a significant role in creating the inter-
nal molecular “friction” that accounts for rapid dissipa-
tion of the kinetic energy of the bouncing polynorbor-
nene ball (8).   

The Atomic Trampoline

At first glance, a second possible candidate is the so-
called “atomic trampoline” demo, which superficially 
seems to behave in a manner similar to the happy and 
sad balls. This demo may be purchased from the Insti-
tute for Chemical Education (ICE) at the University of 
Wisconsin and consists of two 2” x 14” clear plastic 
cylinders, two small steel ball bearings, and two cylin-
drical metal bases which fit inside the plastic cylinders  
(14). A metal ball bearing is dropped down each of the 
plastic cylinders onto a metal base. In one case the ball 
rapidly comes to rest after a few bounces, whereas in 
the second it bounces many times before finally com-
ing to a halt.  
! However, in this demo the difference in behavior 
lies not in the ball bearings, which are identical in both 
cases, but rather in the nature of the metal surfaces on 
which they are bouncing. In the case of the rapidly 
equilibrating ball, the surface corresponds to stainless 
steel, whereas in the case of the slowly equilibrating 
ball, it is composed of a special amorphous, five-
component, metallic glass known commercially as 
Liquidmetal® (Zr41.2Be22.5Ti13.8 Cu12.5Ni10.0).
! In addition, the underlying mechanism for energy 
dissipation in this demo turns out to be very different 
from that for either the pingpong balls or the happy and 
sad rubber balls. Examination of the surface of the 
stainless steel base shows that the bouncing ball bear-
ing leaves small pits, whereas the surface of the metal-
lic glass remains dent free. In other words, unlike the 
elastic rebound of the pingpong and rubber balls, the 
main mechanism for energy dissipation in the case of 
the rapidly equilibrating ball bearing is permanent 
plastic deformation of the stainless steel surface, 
whereas this mechanism is lacking in the case of the 
metallic glass surface. 
! These differences reveal that the behavior of a 
bouncing ball depends not only the nature of the ball 
itself but on the nature of the surface on which it is 
bouncing. This may be illustrated by comparing the

behavior the polyurethane-filled pingpong ball when 
dropped on the surface of the demo bench, as in the 
earlier demonstration, with its behavior on being dropped 
onto the lid of a closed, but empty, plastic CD case.
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Question
 
When and where did Gibbs first derive the Gibbs-
Helmholtz equation?

Paul Mathias
Fluor Corporation
Aliso Viejo, CA 92698

Answer

The first problem in attempting to answer this question 
is the ambiguous way in which the term “Gibbs-
Helmholtz Equation” is used in the thermodynamic 
literature to describe at least a dozen different equa-
tions, albeit all of them derivable from one another (1). 
Thus, in their simplest form, equations bearing this 
name may involve either the Helmholtz free-energy 
function (A):

(!A/!T)V  = -S                                                             [1]

the Gibbs free-energy function (G):

(!G/!T)P  = -S                                                             [2]

or the electrochemical cell potential (E):

(!E/!T)P  = "S/#eF                                                     [3]

where F is Faraday’s constant and #e is the stoichio-
metric coefficient for the number of electrons trans-
fered in the balanced half-cell reactions.
! The above name may also be applied to a variety 
of more complex equations derived from these, as il-
lustrated below for the specific case of the Gibbs free-
energy function:

"H  =  "G - T(!"G/!T)P                                           [4]

"G  = "H + T(!"G/!T)P                                                                [5]

!("G/T)/!T)P  = -"H/T2                                             [6]

!("G/T)/!(1/T)P  = "H                                               [7]!

! Historically, versions of equations 1 and 3 were 
first derived by the German physicist, Hermann von 
Helmholtz (figure 1), in 1882, as well as the Helmholtz 
free-energy and electrochemical cell potential equiva-
lents of equation 4 (2, 3):

"U  =  "A - T(!"A/!T)V                                            [8]

"U  =  -#eF[E - T(!E/!T)V ]                                       [9]

! Trying to determine when and where the Ameri-
can physicist, Josiah Willard Gibbs (figure 2), first de-
rived an equivalent equation or equations has, however, 
proved to be much more difficult and involves several 
false leads. Thus, for example, Partington, in his 1913 
treatise on chemical thermodynamics, states (4): 

There is a very important equation relating to the elec-
tromotive forces of reversible cells which was deduced 
independently by J.  Willard Gibbs (1875) and H. von 
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Figure 1.  Hermann von Helmholtz 
(1821-1894).



Helmholtz (1882), and is usually called the Gibbs-
Helmholtz Equation.

However, an examination of Gibbs’ epic 1875 paper, “On 
the Equilibrium of Heterogeneous Substances” (5), fails 
to reveal any such equations, and 31 years later Part-
ington would correct his earlier statement in Volume 4 
of his massive History of Chemistry, where he admitted 
that the Gibbs-Helmholtz equation “was never given or 
used by Gibbs” (6). 
 ! But if this is the case, how was Partington misled 
in 1913? The answer seems to lie in a passing comment 
in L. P. Wheeler’s 1951 biography of Gibbs, where we 
read (7): 

Another physicist who, according to the testimony of 
Professor Michael Pupin, must have become ac-
quainted with Gibbs’ work in the mid-eighties was 
Hermann von Helmholtz. In 1882 the latter had pub-
lished a derivation of an equation giving the rate of 
change of the electromotive force with temperature for 
a reversible electrolytic cell which generally became 
known as the Gibbs-Helmholtz equation after it was 
pointed out that it was implicit and more readily deriv-
able from Gibbs’ work of some four or five years previ-
ous.

There are three things to note in this quote: first the 
unsubstantiated suggestion that Helmholtz had gotten 

the idea for his equation from the earlier work of 
Gibbs; second, the admission that the equation in ques-
tion was only “implicit” in that work; and third, 
Wheeler’s failure to tell us who it was that first called 
attention to this fact.
! As it turns out, that someone was probably none 
other than Gibbs himself in a letter to Sir Oliver Lodge 
published in the 1888 volume of the Report of the 
Meetings of the British Association for the Advance-
ment of Science. Here, after reviewing the equations he 
had given in 1875 for the potential of an electrochemi-
cal cell at constant temperature, he notes that (8):

It is very easy to show that these results are in com-
plete accordance with Helmholtz’s differential equa-
tion.  We have only to differentiate [with respect to the 
temperature] the value which we have found for the 
electromotive force. 

After six subsequent substitutions and rearrangements, 
Gibbs finally arrives at his version of equation 3 (9), 
albeit six years after Helmholtz rather than seven 
years before him, as originally implied by Partington 
and Wheeler (10).
! Thus we find that Partington’s conclusion in 1964 
was no more correct than his statement of 1913. But 
does the derivation of an already known equation six 
years after the fact really entitled one to equal billing? 
This question is even further complicated by Parting-
ton’s claim in his history that relationships equivalent 
to equation 4 had already been derived by both 
Horstmann in 1872 and by Lord Kelvin in 1857, though 
I have been unable to verify this claim (6, 11). 
! All of these difficulties are a reflection of the pit-
falls that underlie the widespread practice of eponymy 
or the naming of equations, laws, elements, com-
pounds, apparatus, etc. after famous scientists. For a 
variety of reasons, these names are almost invariably 
historically misleading and it would save much gnash-
ing of teeth on the part of historians if this practice was 
discontinued (12). This, of course, is unlikely to hap-
pen since canonization in this fashion is probably the 
unspoken fantasy of every practicing scientist.
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In 1865 Clausius first gave his famous verbal summary 
of the second law of thermodynamics in terms of his 
newly formulated entropy function (1):

The entropy of the universe tends to a maximum.

Most freshman chemistry and introductory thermody-
namics textbooks mathematically formulate this law as: 

!S " 0#                                                                      [1]

where the equal sign applies to reversible processes 
and the inequality to irreversible processes. 
! Yet others are careful to stipulate that the entropy 
in question is the total entropy of both the system and 
its environment:

!Stotal = !Ss + !Se " 0                                              [2]

whereas yet others stipulate, in keeping with Clausius’s 
original statement, that the entropy in question is the 
entropy of the universe as a whole:

!Suniv " 0                                                                    [3]

Though, in principle, the environment of a finite sys-
tem is by definition the rest of the universe, and thus 
formulations 2 and 3 are equivalent, some purists are 
uncomfortable about making blanket claims for the 
universe as a whole.
! Yet a third alternative is to make use of the ther-
modynamic distinction between open, closed, and iso-
lated systems, where the boundary of an open system 
allows passage of both energy (U) and matter or mass 
(m)  between the system and its environment, that of a 
closed system allows passage of only energy, and that 
of an isolated system allows passage of neither. Formu-
lation 1 actually applies only to an isolated system which 
can often be approximated locally without reference to 
the universe as a whole. Thus a more workable and 
precise mathematical statement of relation 1 would be:

(!S)U,m " 0                                                                  [4]

which has the advantage of explicitly indicating that 

both energy and mass are kept constant (2, 3). For the 
closed systems of most interest to chemical thermody-
namics (see below), the system, together with its 
immediate environment, constitute, in keeping with 
formulation 2, just such an isolated, albeit approximately 
localized, system.  

A Mathematical Weed 

To a beginning student, Clausius’s verbal statement and 
relations 1-4 often appear contradictory, since Clausius 
states that entropy tends to a maximum and not to zero. 
Such a confusion is, of course, based on a failure to 
distinguish between the total entropy (S)  in Clausius’ 
statement and the change in entropy (!S) found in rela-
tions 1-4. Yet this confusion still has some justification, 
since what is actually being referred to in these rela-
tions is not a true finite delta or difference, but rather 
the first derivative (dS/dx) or slope of a plot of total 
entropy with respect to a progress variable (x)  of some 
sort (figure 1). Some authors, such as Planck, attempt 
to at least partially correct this problem by writing these 
relations using dS instead of !S (4): 

(dS)U,m " 0                                                                  [5]

but this still leaves the progress variable implicit. This 
widespread practice in the thermodynamics literature 
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Figure 1.  An idealized S-x plot showing variations 
in the sign of dS/dx.



of writing !y when one actually means (dy/dx) has 
been aptly characterized by Bent as “a mathematical 
weed in the garden of thermodynamics” (5).
! But what shall we select as our progress variable 
when attempting to mathematically formulate a prop-
erly generalized statement of the second law? As sug-
gested by Denbigh some years ago, the most general 
choice for such a variable is nothing other than time (t) 
itself, thus giving as our final, and most precise, 
mathematical statement of the second law (6):

(dS/dt)U,m " 0                                                              [6]

This formulation ties in nicely with the widespread 
identification of entropy as “time’s arrow,” that is, as a 
single unique physical measure of the direction of time 
in the universe (7, 8).

An Alternative Progress Variable for Chemistry

But, in proposing formulation 6, have we not violated 
yet another premise of conventional thermodynamics – 
namely that it deals only with initial and final states 
and neither with issues of mechanism or time? This 
apparent paradox can be resolved by factoring relation 
6 into two parts, using an alternative progress variable, 
such that one part contains the purely thermodynamic 
factors and the other contains the time dependency. In 
the case of chemical reactions this is best done by us-
ing as our alternative progress variable de Donder’s 
well-known extent of reaction parameter ($), and a 
similar procedure may be employed for other thermo-
dynamic applications by using yet other alternative 
progress variables specific to the type of system under 
consideration (9). 
# Thus, on multiplying relation 6 by d$/d$ or unity 
and factoring, we obtain:

(d$/dt)(dS/d$)U,m " 0                                                  [7]

in which the second factor (dS/d$) now contains our 
purely thermodynamic terms and the first factor (d$/dt) 
our kinetic or time-dependent terms. Indeed this latter 
factor corresponds to de Donder’s formal definition 
of the absolute velocity (v’) of a chemical reaction:

v’ = (d$/dt)                                                                 [8]

which allows us to rewrite the inequality in relation 7 
in a more concise manner (10):

v’(dS/d$)U,m " 0                                                          [9]
!
! An idealized plot of S versus $ is given in figure 2 

in order to illustrate the behavior of the purely thermo-
dynamic term (dS/d$) in relation 9 and, though we have 
factored out the time dependency, it nevertheless illus-
trates the quip of at least one pair of thermodynamic 
wags when they observed that “if entropy is time’s 
arrow, then equilibrium is its target” (11). But far more 
important is the fact that this inequality also makes 
explicit the fundamental principle that the kinetic and 
thermodynamic or stability aspects of chemical reactions 
are largely independent of one another, as first observed 
by Fourcroy near the end of the 18th century (12).
! It also reminds us that, though a consideration of 
the thermodynamic aspects of a chemical reaction is 
necessary whenever we attempt to predict whether it 
will or will not be spontaneous, it is not sufficient. A 
reaction may well be thermodynamically allowed, but 
if it is also kinetically metastable or inert, it will not be 
observed. 
! Indeed, kinetically metastable reactions are ubiq-
uitous. We need only remind ourselves of how many 
everyday materials are kinetically metastable with re-
spect to oxidation, from the paper we write on, to the 
wood we build our homes with, to our own bodies. 
Indeed, the widespread practice of referring to thermo-
dynamically allowed reactions as “spontaneous” may, 
with justification, be characterized as a “verbal weed in 
the garden of thermodynamics.” Though, as several 
authors have pointed out, the word spontaneous does 
not imply instantaneous, it does imply self-acting or 
self-initiating, which kinetically inert reactions are not, 
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Figure 2. An idealized S-$  plot for a chemical  reaction show-
ing variations in the sign of dS/d$. For real equilibrium reac-
tions neither the endpoints nor the maximum are symmetri-
cal. Rather the later would  be displaced either to the left or 
right depending on the magnitude of the equilibrium con-
stant. For reactions that proceed to completion, rather than 
equilibrium, the descending branch of the curve would be 
missing  and the curve would continue to  rise until  it intersects 
the right side of the graph at the value for $max.



since they require either an external source of activa-
tion energy or the addition of a catalyst before proceed-
ing. In short, true spontaneous behavior, as relation 9 
reminds us, is a function of both kinetic and thermody-
namic factors:

spontaneity = f(kinetic factors, thermodynamic factors)

! Table 1 summarizes the various physical situations 
that are compatible with relation 9 and thus with the 
second law of thermodynamics, as summarized in rela-
tion 6. Though most of these are self-evident, the two 
boxes in the center column labelled “ideally reversi-
ble” require further explanation. Unlike the case of true 
equilibrium, for which both the net velocity and the 
change in entropy are zero, these two cases correspond 
to a finite velocity in either the forward or reverse di-
rection without any accompanying entropy generation. 
While I am unaware of any chemical processes corre-
sponding to these cases, they do correspond to the 
situation assumed by classical mechanics in which 
objects move reversibly in an imaginary friction-free 
environment.   

A Few Chemical Transformations

The average chemistry student is, of course, accus-
tomed to discussing the thermodynamics of chemical 
reactions in terms of the Gibbs free-energy function 
(G)  rather than the total entropy (S). These two func-
tions are interrelated by the equation:

(dG)T,P = -T(dS)U,m                                                   [10]

Likewise, most students are accustomed to measuring 
the rates of homogeneous chemical reactions using the 
reaction velocity per unit volume or reaction density 
(v) rather than the absolute velocity (v’), where once 
again the functions in question are related by the equa-
tion:   

v = v’/V = (d$/Vdt)                                                   [11]

! Thus multiplication of the fundamental inequality in 
equation 9 by -T/V converts it into an equivalent inequal-
ity involving v and (dG/d$) rather than v’ and (dS/d$):  

(d$/Vdt)(-TdS/d$)E,m = v(dG/d$)T,P % 0                    [12]

where the reversal of the inequality is due to the nega-
tive sign that appears on the right side of equation 10. 
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Figure 3. The G-$ equivalent of figure 2.

Table 1.  Behavior corresponding to the various realizable combinations of v’ and (dS/d$)U,m 
corresponding to the fundamental inequality in relation 9. 



Thus, while the total entropy is maximized at equilib-
rium, the free energy is minimized. In keeping with 
this, one can also construct both a G-$ plot (figure 3) 
and a G-v matrix (Table 2), equivalent, save with re-
spect to the sign inversions, to those given for the total 
entropy in figure 2 and Table 1.

One More Mathematical Weed

! A further connection with the thermodynamics of 
freshman chemistry may be established by making use 
of the fact that (dG)T,P for a chemical reaction is the 
sum of the chemical potentials (&s)  of each species in 
the reaction weighted by the corresponding change in 
the number of moles (dns) for the species in question: 

(dG)T.P = '&sdns = '(&s°+ RTlnas)dns                               [13]

Solving de Donder’s definition of the extent of reaction 
parameter (where (s is the stoichiometric coefficient of the 
species in question in the balanced chemical equation 
and is inherently negative for reactants and inherently 
positive for products):

d$  =  dns/(s                                                              [14]

for dns and substituting into equation 13, gives:

(dG)TP = '(&s°+ RTlnas)(sd$                                  [15]

which, upon division by d$, gives the final result for 
the value of (dG/d$)T,P:

(dG/d$)T,P = '(s&s°+ '(sRTlnas                                 [16]

! The standard-state chemical potential of each spe-
cies (&s°) is equal to its standard-state free-energy of 
formation per mole (!Gf°):

&s° =  !Gf°                                                               [17]

and the sum of these, in turn, each weighted by the 
proper stoichiometric coefficient in the balanced reac-
tion equation, is equal to the net standard-state free- 
energy change per mole of reaction (!Grx°):

'(s!Gf° = !Grx°                                                      [18]

Likewise, the sum of the stoichiometrically weighted 
logarithms of the activity terms is equal to the well-
known reaction quotient (Q):

'(sRTlnas = RTlnQ  # # #           [19]

Further substitution of equations 18 and 19 into equa-
tion 16, then gives us: 

(dG/d$)T,P = !Grx° + RTlnQ                                      [20]

a result usually expressed in freshman textbook as:

!Grx =  !Grx° + RTlnQ                                           [21]

! Hence we discover that, while !Grx° is a true 
delta or finite difference (recall the sign conventions 
for the stoichiometric coefficients), !Grx is actually 
a derivative and we have yet another example of Bent’s 
mathematical weed. Though numerous authors have 
previously called attention to this problem, most fresh-
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Table 2.  The v and (dG/d$)T,P equivalent of Table 1.



man textbooks have continued to ignore it (13-15).
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Question
 
What is the chemistry behind the gold penny trick?

Dan Gist
Department of Biology
University of Cincinnati
Cincinnati, OH 45221

Answer

The common instructions for this trick may be broken 
into three steps (1):

1.! Preparation of a sodium zincate solution                                                  

2.! Use of this solution to plate zinc onto a copper penny

3.! Formation of a golden brass on the penny’s surface.

and it is convenient to discuss the chemistry of each of 
these steps separately.

Preparation of the Sodium Zincate Solution

Step 1 involves placing zinc metal, whether granulated, 
mossy, or sheet, in a 3M Na(OH)(aq) solution and 
heating it to boiling. In most accounts it is assumed 
that this leads to the formation of an aqueous solution 
of the dioxozincate or ZnO22- anion, commonly re-
ferred to simply as just the “zincate” anion. Though 
some evidence for the presence of this anion as a dis-
crete species in solution has been reported (2), zinc’s 
well-known preference for a coordination number of 
four rather than two, makes it far more probable that 
the predominant zinc species in this solution is actually 
the tetrahydroxozincate anion or Zn(OH)42- (3).
! Assuming this to be the case, the net reaction for 
the dissolution process would be:     

Zn(s) + 2OH-(aq) + 2H2O(aq)  !  
                                              Zn(OH)42-(aq) + H2(g)  [1]

in which Zn(0) is oxidized to Zn(II): 

Zn(s) + 4OH-(aq) ! Zn(OH)42-(aq) + 2e-                  [2]

and half of the hydrogen in the water molecule is re-
duced from H(I) to H(0):

2H2O(l) + 2e- !  2OH-(aq) + H2(g)                           [3] 

Since reaction 1 is thermodynamically quite favorable 
(!G° = -88.46 kJ/mol rx) (4), the reason for boiling the 
solution must be primarily to kinetically facilitate the 
reaction, though disruption of any passivation of the 
Zn surface by occluded H2(g) bubbles may also play a 
role.   
! If the solution formed by reaction 1 is slowly 
evaporated, it is possible to isolate the salt disodium 
tetrahydroxozincate or Na2[Zn(OH)4](s)  and, when this 
is strongly heated, it dehydrates to form disodium di-
oxozincate or Na2[ZnO2](s):
 !
Na2[Zn(OH)4] + heat !  Na2[ZnO2](s) + 2H2O(g)   [4]

in which, however, the formula ZnO22- does not repre-
sent a discrete anion in which Zn displays 2/1 coordi-
nation but is rather the relative or stoichiometric for-
mula of an infinitely extended chain anion in which Zn 
exhibits 4/2 coordination (5). 
! The above chemistry is much too complex for 
grade school students and this is probably equally true 
for the average high-school student as well. Luckily 
this problem can be avoided through the discovery by 
several internet sites that the tetrahydroxozincate solu-
tion can be replaced by a simple solution of either zinc 
sulfate or zinc dichloride made by dissolving the salt in 
question directly in water (6). We have confirmed this 
in our laboratories at Cincinnati and use of this simple 
Zn2+(aq) solution greatly simplifies our discussion of 
the next – and least understood step – the plating of the 
zinc onto a copper penny. 
!
Plating of the Zinc onto a Copper Penny 

Step 2 is done by placing a freshly cleaned copper 
penny in either the boiling tetrahydroxozincate solution 
described above or in our alternative zinc sulfate solu-
tion (also heated to boiling). In both systems unreacted 
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zinc metal must also be present at the bottom of the 
beakers containing the solutions and in both systems 
the copper penny must make physical contact with the 
zinc metal. After a certain amount of time (about 1 
minute for the tetrahydroxoxzincate solution and about 
10 minutes for the zinc sulfate solution) both pennies 
are observed to acquire a silver colored coating of zinc 
metal, at which point they are removed from the beak-
ers, dipped in distilled water to cool and wash them, 
and allowed to dry. 
! As already noted, the question of how the zinc 
metal comes to be plated on the penny is the least un-
derstood aspect of this trick, though there is little doubt 
that the process involved is electrochemical in nature. 
Thus the definitive reference book for chemical demon-

strations by Shakhashiri freely admits that “the exact 
nature of the electrochemical process is not known” 
(1). However, this source also calls attention to the 
electrochemical cell shown in figure 1. When the zinc 
and copper electrodes in this cell are connected by 
means of a wire, zinc is deposited on the copper elec-
trode. This is obviously a concentration cell driven by 
the difference in the concentration of the Zn(OH)42- 
anion on the left versus the right side of the glass frit. 
However, the further suggestion that “perhaps a similar 
driving force produces the zinc coating in this demon-
stration” is unlikely since the agitation produced by 
boiling the solution would quickly eliminate any sig-
nificant concentration gradients.
! Rather the driving force appears to be the Volta or 
contact potential (V ) produced when the zinc and 
copper metals come into physical contact (7-9). This is 
due to an equalization of the Fermi levels in the two 

metals (figure 2)  and is ideally proportional to the 
difference in their respective work functions (!"), 
which measure the energy required to eject an electron 
from their surfaces, though a consideration of the rela-
tive electronegativity values (!EN) of the two metals 
is probably qualitatively sufficient for a typical chemis-
try course. Though Volta established the qualitative 
concept of contact potentials in the 18th century (9), it 
was not until the last quarter of the 19th century that 
actual quantitative measurements were made which gave 
a value of 0.738V for the Cu/Zn couple (10).
! This equalization of the Fermi levels is due to a 
net electron flow from Zn to Cu, leading, in turn, to the 
development of a positive charge at the Zn surface and 
a negative charge at the Cu surface. In other words, the 
Zn becomes anodic and the Cu cathodic (figure 3). In a 
dry metal couple both the net electron flow and the 
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Figure 1.  A concentration cell for plating Zn on Cu.

Figure 2.  The Fermi levels of two metals (A and B) before 
(top) and after (bottom) contact. Here A has a small work 
function and corresponds to Zn whereas B has a large work 
function and corresponds to Cu. The arrow indicates the di-
rection of net electron flow required for equalization.

Figure 3. The Cu/Zn couple showing the directions of elec-
tron and cation flow and the surface charges due to the con-
tact potential.



charging stop once the Fermi levels are equalized. 
However, if this couple is immersed in our Zn2+(aq) 
solution, reduction of Zn2+(aq)  at the Cu surface will 
consume electrons, thereby upsetting this balance, and 
a net electron flow from Zn to Cu will once more be 
initiated. The concomitant loss of electrons by the Zn 
leads, in turn, to its oxidation and the generation of 
additional Zn2+(aq)  at the Zn surface. Thus the net flow 
of negative electrons from Zn to Cu is counterbalanced 
by a net flow of positive Zn2+(aq) cations from the Zn 
anode to the Cu cathode. Though, chemically speaking, 
the oxidation Zn and the reduction of Zn2+(aq) are the 
opposite of one another, the net free energy change is 
not zero since the oxidation and reduction processes 
are occurring at two different locations and potentials.
! Once the Cu surface is completely covered with 
Zn, the system once more returns to equilibrium and 
net transfer of both electrons and Zn2+(aq)  ceases. This 
is because both exterior metal surfaces are now com-
posed of Zn and are thus at the same, rather than dif-
ferent, potentials (figure 4). Contact potentials do not 
depend on the size, shape, or area of contact between 
the two metals. Hence, as long as some free copper 
surface remains, the contact potential persists. The fact 
that the potential disappears once the plating is com-
plete reflects the rule originally established by Volta 
that the contact potential between two metals is inde-
pendent of any metal inserted between them. Thus the 
potential between the original piece of zinc metal and 
the plated zinc surface, though mediated by Cu, is the 
same as if the two pieces of Zn were in direct contact.

Formation of Brass on the Penny’s Surface

This step is the least complicated of the three and in-
volves heating (whether on a hot plate or in a burner 

flame) the zinc coated penny produced in step 2. This 
allows the Zn atoms in the coating to diffuse into the 
copper of the penny and results in a copper-rich brass 
alloy having a golden-yellow color – whence the so-
called gold penny.

Assessment and Further Variations

Though many college-level textbooks, in their brief 
discussion of metallic corrosion, take note of the en-
hanced oxidation of certain metals when placed in 
contact with more noble metals, none, to the best of 
my knowledge, makes mention of Volta or contact po-
tentials (11). This means that the theoretical rationale 
of the plating step given above involves use of con-
cepts not normally considered to be part of the intro-
ductory college chemistry curriculum. When coupled 
with the complex chemistry of the tetrahydroxozincate 
solution in step 1, these problems largely account for 
why the gold penny is always presented as a chemical 
“trick” rather than as a legitimate demonstration of 
established chemical principles – a status that it is 
likely to retain in the future as well.   
! In closing, it should be noted that a further varia-
tion of this experiment may be found in reference 1 
which shows that a similar three-step procedure, using 
tin rather than zinc, will ultimately produce a bronze 
rather than a brass penny (1).
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Figure 4. The final  equilibrium state of the Cu/Zn couple in 
which both net electron and net cation flow have ceased due 
to equalization of the exterior surface potentials.
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Recently, in revising a paper on the Gibbs-
Helmholtz equation, an ambiguity in electrochemical 
notation came to my attention with respect to the z 
term appearing in such well-known electrochemical  
relationships as the equivalence between the Gibbs free 
energy of reaction (!rG) and the electrochemical cell 
potential (Ecell):

!rG = -zFEcell                                                             [1]

the Nernst equation:

Ecell = E°cell - (RT/zF)lnQ                                           [2]
 
and Faraday’s law of electrolysis (2):

idt = zFdns                                                                  [3]

I was originally been taught to use z in all three of the 
above equations to represent the number of electrons 
transferred in the corresponding balanced half-cell    
reactions. However, the IUPAC “Green Book” on 
Quantities, Units and Symbols Used in Physical Chem-
istry is inconsistent with respect to its use of this sym-
bol, and sometimes uses n rather than z for this purpose 
(3). Likewise, consultation of a representative sample 
of textbooks for both general and physical chemistry 
revealed a similar division between those authors using 
z and those preferring n (4). ! !

The Definition of z

Each of these choices has a certain logical justification. 
The symbol z,  from the German word zahl for number, 
was originally used to denote the “charge number” of 
an ion, i.e. a unitless number indicating the number of 
ionic charges, but not their sign (5-6). In the case of  
either the oxidation of a neutral atom to a positive ion 
Az+ or its reduction to a negative ion Bz-: 

A ! Az+ + ze-                                                             [4]

ze- + B  ! Bz-                                                            [5]

there is indeed a simple correlation between the magni-
tude of the ionic charges and the number of electrons 
transferred. However, in the case of redox reactions in 

which both the reactants and products have net ionic 
charges – for example, Fe2+ and Fe3+ – this simple cor-
relation is no longer straightforward. To avoid this 
problem, IUPAC has invented a second definition of z, 
which it rather awkwardly calls “the electron number of an 
electrochemical reaction” even though in generalized half- 
cell reactions, like the above, it may lead not only to z 
simultaneously appearing in two different contexts but 
also representing two different numerical values (7). 
!
The Definition of n

The symbol n, on the other hand, is used by IUPAC to 
denote “the amount of substance” uniquely measured 
in units of moles and so can be defined, in the above 
context, as representing the moles of electrons trans-
ferred in the redox reaction. However, use of n alone 
for this purpose violates IUPAC’s rule concerning la-
beling which requires that one always specify what 
entities are being measured in units of moles (8):
     
The definition [of n] applies to entities B which should 
always be indicated by a subscript or in parentheses, 
e.g. nB or n(B).

Thus one should use always the symbol ne rather than 
n alone when referring to moles of electrons. Though 
this mole definition works perfectly well, when defined 
in this fashion, n is obviously not a unitless number 
like z and, in order to equate the two, IUPAC has in-
stead invented a second definition of n, also called “the 
electron number of an electrochemical reaction” but 
now considered to be without units (7). 

A More Fundamental Definition
"
Since the 1980s IUPAC has accorded official recogni-
tion to the extent of reaction parameter (#) first intro-
duced by DeDonder in the 1920s and its accompanying 
symbolism (9). This parameter (in units, as we shall 
see, of moles of reaction events) is defined for a bal-
anced chemical reaction as:

d# = dns/$s                                                                  [6]

where dns is the change in the moles of any species (s) 
in the balanced equation for the reaction and is defined 
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as inherently negative for reactant species (which are 
being consumed and are thus decreasing)  and as inher-
ently positive for product species (which are being 
generated and are thus increasing). Likewise $s repre-
sents the corresponding stoichiometric coefficient for 
species s in the balanced equation and follows the 
same sign conventions as dns. 
" Applying this notation to a balanced half-cell re-
action leads to the symbol $e for the stoichiometric  
coefficient for the number of electrons transferred and 
to IUPAC’s further recognition that this can function as 
a more fundamental definition for both z and n as rede-
fined above (7): 

z = n = !$e!                                                                                           [7]

where !$e! is the absolute value of the electron’s stoi-
chiometric coefficient in a balanced half-cell reaction. 
This, of course, implies that $e is also a unitless num-
ber. !!
! Since DeDonder’s extent of reaction concept and 
accompanying notation have many fundamental appli-
cations to such areas as stoichiometry, thermodynamics 
and kinetics, an increasing number of authors are now 
favoring its use, rather than either z or n, in their elec-
trochemical equations (10-13). Thus Atkins, in his well 
known textbooks, now writes equations 1 and 2 as (10):   

!rG = -$eFEcell                                                          [8]

Ecell = E°cell - (RT/$eF)lnQ                                         [9]

and Castellan (11), in his physical chemistry text, 
writes Faraday’s law in a form equivalent to:

idt =  $eFd#                                                               [10]

which may be converted into equation 3 using the defi-
nition of d# in equation 6.  

idt =  ($e/vs)Fdns                                                       [11]

This reveals that z in equation 3 is really not the same 
as that in equations 1 and 2 but is rather the ratio of $e 

to vs instead of $e alone (2):

A Source of Confusion

Unfortunately there are some fundamental problems 
with these results – aside from the rather obvious fact 
that the redefinitions of both z and n are after-the fact, 
ad hoc attempts to make the two symbolisms agree. 
These problems are ultimately traceable to the failure 
of IUPAC to explicitly recognize that the mole is a 

counting unit, like individuals, dozens or reams, and as 
such can be used not only to measure the amounts of  
various substances in terms of their constituent particle 
populations, but also anything else that can be counted, 
such as the number of elementary reaction events (14). 
This in turn brings us back to IUPAC’s rule that when 
something measured (i.e., counted) in units of moles, 
this something must be explicitly indicated. You cannot 
measure moles of nothing. This rule, as it applies to the 
resulting symbolism for amount of substance, has al-
ready been quoted and is repeated in a more extended 
form later in the “Green Book” (8):

When the mole is used, the elementary entities must be 
specified and may be atoms, molecules, ions, electrons, 
other particles or specific groups of such particles.
 
though, in light of what has just been said, this should 
now be amended to read:!

When the mole is used, the elementary entities being 
counted must be specified and may be atoms, mole-
cules,  ions, electrons,  other particles, specific groups of 
such particles, or elementary reaction events.
 
! The relevance of this modification has to do with 
the definition of De Donder’s extent of reaction pa-
rameter given in equation 6. Though IUPAC recog-
nizes that this quantity should be measured in units of 
moles, it never tells us what it is that is being counted, 
even though one of the editors of “Green Book” sug-
gested many years ago that the answer was “moles of 
reaction events” or “moles of reaction” (abbreviated as 
molrx) for short (15). Once this is accepted, then the 
further supposition in equation 7 that $e (and by impli-
cation all stoichiometric coefficients) have no units is 
also called into question, since equation 6 will not pass 
a unit cancellation test unless vs is assigned the units of 
mols/molrx:

(molrx) = (mols)/(mols/molrx)

since it is rule in unit cancellation that moles of A do 
not cancel moles of B even though their ratio is dimen-
sionless (16).

A Check on Units

These conclusions may be further verified by subject-
ing equations 8, 9 and 11 to the test of unit cancella-
tion. If we apply the assumption in equation 7 that $e 
has no units, we obtain in the case of equation 8:

(J/molrx) = (C/mole)(J/C) = (J/mole)
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where J is joules, molrx is moles of reaction events, 
mole is moles of electrons transferred, and C is cou-
lombs of electrical charge. In the case of equation 9 we 
obtain:

V = (J/C) = (J/C) + (J/[molrx K])(K)/(C/mole)

or  (J/C) = (J/C) + (J/C)(mole/molrx)

where K is degrees Kelvin and V is volts. Finally, for 
equation 11 we obtain:

(C/sec)(sec) = (Cs/mole))(mols)

or C = C(mols/mole)

where sec is the time in seconds and mols is moles of 
species s. In short, all three equations fail the unit can-
cellation test.
! On the other hand, if we apply the conclusion that  
vs actually has the units of mols/molrx, we obtain for 
equation 8:
 
(J/molrx) = (mole/molrx)(C/mole)(J/C)

or (J/molrx) = (J/molrx) 

 For equation 9:

(J/C) = (J/C) + [J/(molrx K)](K)/[(mole/molrx)(C/mole)]

or (J/C) = (J/C) = V
 
and for equation 11:

(C/sec)(sec) = [(mole/molrx)/(mols/molrx)](C/mole)(mols)

or C = C

In short, all three equations now pass the unit cancella-
tion test.

Conclusions

In summary, $e is a more fundamental and unambigu-
ous choice of symbol than either z or n for use in basic 
electrochemical equations, but leads to equations that 
pass the unit cancellation test only when it is assigned 
the units of mole/molrx.

References and Notes 

! 1.! W. B. Jensen, “The Origins of the Gibbs-Helmoltz 
Equation,” ChemTexts, 2016, 2, in press.

! 2.! W. B. Jensen. “Faraday’s Laws or Faraday’s 
Law?,” J. Chem. Educ., 2012, 89, 1208-1209.
! 3.! E. R. Cohen et al, Eds., Quantities, Units  and 
Symbols in Physical Chemistry, 3rd ed., IUPAC and RCS: 
Cambridge, 2007, pp. 71-72, 74.
! 4. ! Thus a survey of physical chemistry texts on the 
shelves in my office gave a 50/50 division (7 to 7) for those 
texts favoring z  versus those favoring  n. In contrast, a similar 
survey of general chemistry texts overwhelmingly came 
down in favor of n (23 to 1).
! 5.! Reference 3, pp. 49, 70.
! 6.! W. B. Jensen, “The Proper Writing of Ionic 
Charges,” J. Chem. Educ,, 2012, 89, 1084-1085.
! 7.! Reference 3, p. 71.
! 8.! Ibid., pp. 47, 88.
! 9.! Ibid., pp. 48, 53.
! 10.! P. W. Atkins, Physical Chemistry, 4th ed., Free-
man: New York, NY, pp. 260-261. Note, however, that, like 
those authors who violate IUPAC’s rule about always indicat-
ing the entities measured in moles by using n  instead of ne, 
Atkins fails to identify the nature of the stoichiometric coef-
ficient by using $ instead of $e. 
! 11.! G. W. Castellan, Physical Chemistry, 3rd ed., 
Addison-Wesley: Reading, MA, 1983, pp. 874-875.
! 12.! G. M. Barrow, Physical Chemistry, 6th ed., 
McGraw-Hill: New York, NY, 1996, pp. 397-398.
! 13.! R. A. Alberty, R. J. Silbey, Physical Chemistry, 
2nd ed., Wiley: New York, NY, 1996, pp. 226-227.
! 14.! IUPAC already uses N (reference 3, pp. 45, 47) to 
signify  the number of particles (Ns) or reaction events (Nrx) 
but fails to recognize that such populations can be counted in 
units of moles as well as individuals. Just as temperature (T) 
and pressure (P) can be measured, sans a change in symbol, 
using a variety of units, so can N (i.e., as individuals, dozens, 
reams, moles, etc.). Once this is accepted, it is unclear why 
both  Ns or Nrx require special symbols (n and #) only when 
measured in units of moles. For more on this subject, see W. 
B. Jensen, “Reformatting the Ideal  Gas Law,”  Paper No. 29, 
this volume
! 15.  !T. Cvitas, N. Kallay, “A Mole of Chemical Trans-
formations,” Educ. Chem., 1980, 17, 166-168.
! 16. ! The term “dimensional analysis” denotes a consis-
tency test based upon reducing each  term in an equation to a 
a set of agreed-upon fundamental  quantities, such as mass, 
length, time, etc., without reference to the units used to 
measure them, whereas unit  cancellation makes the units   
explicit. Though equations which pass the unit cancellation 
test are automatically  dimensionally homogeneous, the re-
verse is not necessarily true. See H. E. Huntley, Dimensional 
Analysis, Dover: New York, NY, 1967.
!
Publication History

Unsubmitted

AN ELECTROCHEMICAL AMBIGUITY

173



I first became interested in the questions of available 
energy supply, population growth, and environmental 
pollution in the 1970s while still a graduate student at 
the University of Wisconsin. These three topics (figure 
1) are, of course, intimately interconnected via what I 
call “the master equation,” which postulates that the 
average potential economic well-being (EWB) of an 
individual in a given society is measured by the avail-
able energy flow or power (P) available to that society, 
minus the energy costs of pollution (P’)  abatement, 
divided by the population (P”)  of the society among 
whom the available energy must be divided (1):  
 !
Economic  =  (available power – pollution costs)
Well Being                         population

or more symbolically:

EWB = (P - P”)/P’                    

To use a simplified industrial metaphor, these three 
topics roughly correspond to the concepts of produc-
tion (available energy generation), demand (popula-
tion), and the tax on doing business (pollution abate-
ment).
! The 1960s and 1970s also saw the publication of a 
large number of books dealing with these three ques-
tions. These included not only advanced monographs 
and popular accounts for the general public, but also 

college-level textbooks in such fields as engineering 
(2), ecology (3), physics (4) and even chemistry (5), 
which attempted to cash in on the public’s sudden in-
terest in these questions. Unhappily, the latter text-
books (figure 2), in particular, often – though one 
hopes unintentionally – left students with the impres-
sion that chemists and chemistry were the villains re-
sponsible for most of our collective woes, a view 
which persists to this day, especially among more ex-
treme ecological fanatics. 
! This is, of course, a vast oversimplification of a 
complex situation, and over the years I gradually dis-
covered that chemists, far from being the universal 
purveyors of ecological evil they had been made out to 
be, had in fact made some significant contributions to   
our understanding of these questions. In what follows 
I will briefly outline some of these contributions using 
the examples of six chemists from the past, three of 
whom were winners of the Nobel Prize in Chemistry, 
and two of whom would eventually leave the field of 
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Six Chemists on Energy, Population, and the 
Environment

Figure 1. The triad of available energy production or power 
generation, population growth, and environmental pollution. 

Figure 2.! Title page of a typical  chemistry textbook from the 
1970s that attempted to cash in  on the sudden surge of       
interest in  the questions of energy production, overpopula-
tion, and environmental pollution. 



chemistry in order to pursue other interests. All six    
illustrate that knowledgeable chemists have always 
been aware of the challenges of dwindling energy re-
sources, the dangers of overpopulation, and the ongo-
ing tragedy of environmental degradation. 

No. 1.  William Stanley Jevons on the Coal Question

William Stanley Jevons (figure 3) was born on 01 Sep-
tember 1835 in Liverpool, England, the ninth of 
eleven children of Thomas Jevons, an iron merchant, 
and Mary Anne Roscoe (6). He obtained his chemical 
training at University College London under Thomas 
Graham. During this period he also roomed with his 
older cousin, Henry Enfield Roscoe, who would go on 
to become an eminent British chemist, Principal of 
Owens College in Manchester, and later Vice-Chancellor 
of the University of London.
! Toward the end of Jevons’ second year at Univer-
sity College, Graham received a request from the newly 
established Mint in Sydney, Australia, asking him to 
recommend a chemist for the post of assayer. Graham 
first recommended Henry Roscoe, but Roscoe was 
planning to leave for Germany to complete his doc-
toral degree under Robert Bunsen, and so he, with the 
further urging of Jevons’ father, convinced his younger 
cousin to take the job instead.
! Jevons arrived in Sydney in 1855 at age 20. How-
ever, not only did his work as an assayer prove to be 
repetitious and boring, it also left him with a great deal 
of spare time, which he filled by reading books on  
philosophy and economics. Having finally decided 
that a career as a chemist was not for him, Jevons re-
signed his position in 1859 and returned to England, 

where he pursued his new interests by completing 
B.A. and M.A. degrees at University College, fol-
lowed by his appointment in 1866 as Professor of 
Logic and Political Economy at Owens College in 
Manchester, where his cousin Henry was then serving 
as Professor of Chemistry. This was followed by his 
appointment as Professor of Political Economy at 
University College London in 1876, from which he  
resigned in 1881, and his untimely death on 13 August 
1882 at age 46 as the result of a swimming accident. 
! Jevons was a prolific writer and, despite an active 
career of only two decades, would author at least 15 
books on the subjects of logic and economics, includ-
ing a well known volume on the philosophy of science 
(7). At present he is widely considered to be the 
founding father of the subject of mathematical eco-
nomics (6). Of greatest interest to us, however, is his 
fourth book (figure 4), first published in 1865 under 
the title of The Coal Question, and whose focus was 
well described by its subtitle, An Inquiry Concerning 
the Progress of the Nation, and the Probable Exhaus-
tion of our Coal Mines (8).
! As indicated in his Introduction, Jevons was fully 
aware that it was energy, of which coal was the major 
source, that was the true driving force of modern civi-
lization (8):
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Figure 3. William Stanley Jevons
(1835-1882)

Figure 4.  Title page of the first edition  (1865) of Jevons’ 
book on the coal question.



Coal in truth stands not beside, but entirely above, all 
other commodities. It is the material source of the   
energy of the country — the universal aid — the factor 
in everything we do. With coal almost any feat is pos-
sible or easy; without it we are thrown back into the 
laborious poverty of earlier times.

Here we need to remind ourselves that, when Jevons 
was writing, coal was the only major fossil fuel in use, 
since the widespread use of oil and natural gas still lay 
in the future. And, of course, the same is equally true 
of other major energy sources such as hydroelectric 
and nuclear energy. Thus to write about an impending 
future coal crisis in 1865 was equivalent to writing 

about an impending future energy crisis and, to the 
best of my knowledge, Jevons’ book was the first to 
deal with this question. In pursuit of this goal he 
would discuss, using numerical data whenever possi-
ble, the geology of coal, its geographical distribution, 
its mining, its most important industrial uses, possible 
energy alternatives, and its consequences for techno-
logical innovation, population growth, and Great Brit-
ain’s balance of trade. 
! By 1865 geologists were estimating that Great 
Britain had roughly 90 billion tons of coal reserves. 
Given that Jevons’ data showed that coal consumption 
was accelerating at an annual rate of 3.5% and that the 
cost of mining coal must necessarily increase as one 
was forced to mine deeper and deeper deposits, he   
estimated that this reserve would become insufficient 
in just under a century, at which point production 
would peak, followed by a decline and by dire eco-
nomic and social consequences (8):

Suppose our progress to be checked within a half a 
century ... how shortened and darkened will the pros-
pects of the country appear, with mines already deep, 
fuel dear, and yet a high rate of consumption to keep 
up if we are not to retrograde.

! One of the unique features of Jevons’ analysis was 
his recognition of the importance of population growth, 
the second major factor in our master equation. Once 
again his data showed that the increased availability of 
energy per capita supplied by coal consumption had 
stimulated a corresponding rapid growth in population, 
as more and more children were able to survive to the 
age of reproduction. However, he went on to warn that, 
when the coal begins to run out, the country would no 
longer be able to support such a population, at least in 
the manner to which it will have become accustom (8):

But long-continued [population growth] in such a 
manner is altogether impossible – it must outstrip all 
physical conditions and bounds; and the longer it con-
tinues, the more severely must the ultimate check be felt.

! Jevons summarized many of these trends in a se-
ries of graphs that appeared as the frontispiece to his 
book (figure 5). All of them show a period of rapid 
exponential growth starting slowly in the 18th century 
and anticipate the “hockey stick”  graph made famous 
by Al Gore in his 2006 movie on carbon dioxide and 
global warming.
! One of the chapters of greatest interest to the 
modern reader deals with Jevons’ treatment of possible 
energy alternatives. Here he discussed the possible use 
of wind, water, tidal, biomass, geothermal, solar, and 
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Figure 5.  Frontispiece to Jevons’ book showing graphs of 
population growth, imports, the sale of coal, and projected 
coal consumption extrapolated to 1970.



electrical energy sources, and though he felt that some 
of these would be useful on a small scale, none, in his 
opinion, would be able to supply the quantities of en-
ergy currently produced from coal. Even more as-
tounding was his discussion of the possibility of  using 
electrolytically generated hydrogen as an alternative 
fuel, though in the end he felt that its low energy den-
sity as a gas made this impractical.
! He also discussed the question of whether Britain 
could postpone its ultimate energy fate by banning the 
export of coal, by heavily taxing its use, and by in-
creasing the efficiency of its steam engines. With re-
spect to the latter tactic, however, Jevons’ analysis 
showed that increased efficiency tended to stimulate 
increased demand and to further accelerate the rate of 
consumption,  rather than the reverse – a result known 
as “Jevons’ Paradox” (8):

It is wholly a confusion to suppose that the economical 
use of fuel is equivalent to a diminished consumption. 
The very contrary is true ... Whatever conduces to    
increase the efficiency of coal, and to diminish the cost 
of its use, tends to augment the value of the steam-
engine, and to enlarge the field of its operations.

! In the end Jevons did not have a very optimistic 
future prognosis for Great Britain, feeling that it had to 
choose between purposely slowing its rate of growth 
so as to enjoy a more prolonged, but less spectacular, 
period of prosperity, or allowing things to progress   
unrestrained, leading to a shorter, but more glorious, 
burst of progress (8):

We have to make the momentous choice between brief 
greatness and longer continued mediocrity. 

No. 2.  Svante Arrhenius on Global Warming

Svante Arrhenius (figure 6) was born on 19 February 
1859 in Vik, Sweden, the second of two sons of 
Svante Gustaf Arrhenius, a land surveyor, and Caro-
lina Thunberg (9). His chemical training was obtained 
at the University of Uppsala and at the Physical Insti-
tute of the Swedish Academy of Sciences in Stock-
holm. His best known contribution to chemistry – the 
theory of ionic dissociation – was the subject of his 
1884 doctoral thesis. Considered controversial by his 
professors, the thesis was given only a third-level pass. 
However Arrhenius mailed copies to several renowned 
chemists and physicists, who took a far more favor-
able view of the work, which would eventually form 
the basis of his 1903 Nobel Prize in Chemistry.
! Following his graduation, Arrhenius obtained a 
travel grant from the Swedish Academy of Sciences 

that allowed him to study abroad in the laboratories of 
Ostwald, Kohlrausch, Boltzmann and van’t Hoff. In 
1891 he was appointed as Lecturer in Physics at the 
Stockholms Högskola, followed by promotion to full 
professor in 1896. In 1905 he was appointed head of 
the newly founded Nobel Institute for Physical Chem-
istry, where he remained until his death on 02 October 
1927 at age 68.
! Arrhenius’ principal biographer, Elisabeth Craw-
ford, has noted that his scientific work falls into three 
distinct periods (9). The first period, from 1884-1890, 
dealt with physical chemistry and included not only 
his theory of ionic dissociation and his well-known 
ionic acid-base definitions, but his equally famous 
equation relating the temperature dependence of reac-
tion rates to the concept of activation energy. The sec-
ond period, from 1895-1900, dealt with cosmic phys-
ics, and the third and last period, from 1901-1907, 
with immunochemistry. It was during the second pe-
riod, when he was serving as a Lecturer in Physics, 
that he first developed a correlation between the car-
bon dioxide content of the atmosphere and the surface 
temperature of the earth.
! Inspired by the work of the Swedish geologist  
Arvid Högsbom, Arrhenius published a lengthy paper 
in 1896 attempting to show that past ice ages were due 
to decreases in the carbon dioxide content of the at-
mosphere. This culminated in a large table showing 
the relationship at various latitudes between the 
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Figure 6.  Svante Arrhenius
(1859-1927)



change in temperature and the change in carbon diox-
ide content (10). No mention was made of possible  
future changes in temperature due to the impact of 
carbon dioxide generation from the burning of coal for 
purposes of industrial manufacturing and domestic 
heating.
! This latter subject, however, had been briefly 
mentioned by Arrhenius earlier that year in a popular 
lecture (11), and repeated once again in a popular book 
on cosmic physics that was translated into English in 
1908 (figure 7). But, far from viewing the gradual 
future warming of the earth, due to the burning of fos-
sil fuels, as a tragedy, and ignorant of its possible con-
sequences for changes in sea level and the ecological 
survival of many plants and animals, Arrhenius actu-
ally thought that such warming might have positive 
benefits (12): 

We often hear lamentations that the coal stored up in 
the earth is wasted by the present generation without 
any thought of the future, and we are terrified by the 
awful destruction of life and property which has fol-
lowed the volcanic eruptions of our days. We may find 
a kind of consolation in the consideration that here, as 
in every other case, there is good mixed with the evil. 
By the influence of the increasing percentage of car-
bonic acid in the atmosphere, we may hope to enjoy 
ages with more equable and better climates, especially 
as regards the colder regions of the earth, ages when 

the earth will bring forth much more abundant crops 
than at present, for the benefit of rapidly propagating 
mankind.

Thus Arrhenius himself did little to publicize the link 
between his theory and its possible future ecological 
consequences, and it would remain for others, more 
than a half century later, to begin the process of forg-
ing these connections, as detailed in the popular his-
tory of global warming by the American historian Gale 
Christianson (13). 
! As a final irony, it should be pointed out that Ar-
rhenius’s theory of the origin of the ice ages is no 
longer accepted and the current consensus attributes 
them instead to changes in the earth’s orbit. Similarly, 
Arrhenius’ own predictions about future warming were 
off by a factor of 10. In his popular lecture of 1896 he 
predicted that it would take roughly 3000 years for 
human activity to double the carbon dioxide content of 
the atmosphere, leading to a mean temperature in-
crease of 6 C°. Current estimates are closer to 250 
years.

No. 3.  Leopold Pfaundler on Carrying Capacity

Leopold Pfaundler (figure 8) was born on 14 February 
1839 in Innsbruck, Austria, the son of a local advocate 
and Professor of Law at the University of Innsbruck 
(14). After attending the local Volkschule and Gymna-
sium, Pfaundler entered the University of Innsbruck in 
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Figure 7. The 1908 English translation of Arrhenius’ popular 
book on cosmic physics.

Figure 8.  Leopold Pfaundler
(1839-1920)



1857, where he studied organic chemistry under Pro-
fessor Heinrich Hlasiwetz, while also attending lec-
tures in physics and mathematics. In 1859 his univer-
sity studies were interrupted by military service in the 
Austro-Sardinian War, also known as the Second War 
of Italian Independence, followed in 1861 by a semes-
ter in Liebig’s laboratory at the University of Munich 
and receipt of a doctorate from the University of Inns-
bruck. 
! Following three years as an assistant in Hlasi-
wetz’s laboratory, Pfaundler, spent the years 1864-
1865 in Paris studying physical chemistry, where he 
worked in the laboratories of Wurtz and Regnault, and 
also attended lectures by Deville and Berthelot. In 
1866 he became a Privatdozent in physical chemistry 
at Innsbruck, though once again his academic career 
was interrupted by military service, this time in the 
Third War of Italian Independence of 1866. The fol-
lowing year he was appointed as Professor of Physics 
at Innsbruck. Here he remained until 1891, when he 
succeeded Ludwig Boltzmann as Professor of Physics 
at the University of Graz. In 1910 he became Profes-
sor Emeritus at Graz and was also ennobled by the 
Emperor, receiving the title of Pfaundler von Hader-
mur. He died in Graz on 16 May 1920 at age 81.
! Pfaundler’s fame as a chemist rests on a paper he 
published in 1867 in which he was the first to apply 
the newly emerging kinetic theory of gases to chemi-
cal equilibrium and reaction kinetics. In the course of 
this paper he also postulated the formation of a tran-
sient but critical collision complex between the vari-
ous reactants which anticipated our modern concept of 
an activated complex. 
! Pfaunder had many interests besides chemistry. 
He had a significant reputation as a photographer of 
alpine scenery, was an early enthusiast of the Japanese 
game of Go, and an advocate of a simplified universal 
language called Ido. In 1902 he published a lengthy 
article in the Deutsche Revue entitled, in translation, 
“The World Economy in the Light of Physics,” in 
which he made the first reasonable estimates of the 
carrying capacity of the earth (15). 
! Carrying capacity refers to the maximum popula-
tion that a given geographical area can support and 
must take into account the nutritional energy require-
ments per human, and the total free energy flow avail-
able to the region in question, whether for agricultural 
or industrial purposes. Attempting to apply these crite-
ria to the planet as a whole also requires estimating 
what percentage of the land area is suitable for food 
production, and the average agricultural output per 
capita with and without extraneous energy supple-
ments, such as tractors, fertilizers, etc. 
! Pfaundler was not the first to estimate the earth’s 

carrying capacity, but he was among the first to base 
his estimate on an energy analysis. He concluded that 
land suitable for food production could support an   
average of five people per hectare, thus establishing a 
lower limit of 11 billion people for the sustainable  
carrying capacity of the entire planet. Estimates made 
since Pfaundler have varied widely, some being lower 
and others higher than his estimate (16). As of 2016 
the current world population stands at 7.5 billion.

No. 4.  Wilhelm Ostwald on Energy and Culture

Friedrich Wilhelm Ostwald (figure 9) was born on 02 
September 1853 in Riga, Latvia, the second of three 
sons of Gottfried Ostwald, a master-cooper, and Elisa-
beth Leuckel (17). Both parents were native Germans. 
His chemical training was obtained at the University 
of Dorpat (now Tartu) in Estonia, from which he re-
ceived his doctorate degree in 1878 for work done 
under the supervision of Carl Schmidt. 
! Ostwald served as Professor of Chemistry at the 
Riga Polytechnicum until 1887, when he was ap-
pointed Professor of Physical Chemistry at the Uni-
versity of Leipzig, where he remained until his early 
retirement in 1906 at age 53. This move to Germany 
was due not only to recognition of his published re-
search record but also to his monumental multivolume 
treatise, Lehrbuch der allgemeine Chemie, published 
between 1885 and 1887, and his founding, with van’t 
Hoff as coeditor, of the Zeitschrift für physikalische 
Chemie in 1887. For these reasons Ostwald is widely 
regarded by historians of chemistry as the founding  
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Figure 9.  Wilhelm Ostwald
(1853-1932)



father of the modern discipline of physical chemistry.
! In 1909 Ostwald was awarded the Nobel Prize in 
Chemistry for his work on the theory of catalysis in 
which he clearly differentiated between the kinetic and 
thermodynamic aspects of chemical reactions. His 
name is also associated with the “Ostwald Process”  for 
the catalytic oxidation of ammonia to nitric acid, 
which would later play a key role in the development 
of the Haber-Bosch process for nitrogen fixation. In 
retirement he became involved in several movements 
dedicated to the scientific reorganization of science 
and society, as well as doing fundamental work on the 
classification of colors. 
! A prolific writer, it has been estimated that, during 
the course of his life, Ostwald authored 45 books, 500 
articles, 5000 book reviews, and 10,000 letters. Though 
his early textbooks on chemistry were quite popular 
and were widely translated, his later writings on philo-
sophical and social issues are available only in Ger-
man. He died on 04 April 1932 in Leipzig at age 78.
! Early in his career Ostwald became aware of the 
importance of thermodynamics, which he eventually 
generalized into what he called the science of “ener-
getics.” Initially this was applied to purely chemical 
questions and an attempt to displace the atomic theory, 
which Ostwald considered as unsubstantiated specula-
tion, with a purely phenomenological chemistry based 
on the phase rule. After his retirement, however, he 
began broadening the scope of its application to in-
clude the subjects of psychology and sociology.

! In 1908 he published a popular book on energy 
(figure 10) and its various applications for the general 
public in which he included brief chapters on energy 
and psychology and energy and sociology (18). The 
next year he expanded upon the latter subject in a 
booklet (figure 11)  entitled, in translation, The Ener-
getic Foundations of the Science of Culture (19). Ost-
wald used the word “culture” to denote the sum of all 
activities, however mundane, that occurred within a 
given society and not just haute culture,  such as the 
creation of famous oil paintings or great operas. The 
majority of these activities were, in his opinion, 
shaped by the available energy flows accessible to   
society and were, in many cases, designed, either con-
sciously or unconsciously, to help maintain that flow. !
! He also illustrated his argument by briefly sketch-
ing the historical evolution of various societies as they 
gained access to ever greater amounts of available   
energy flow and learned how to both control and mod-
ify those flows. Thus, beginning with the primitive 
club, and proceeding through such devices as the 
spear, knife, and bow and arrow, primitive mankind 
learned how to redirect and concentrate muscle power. 
This was followed by the discovery of how to control 
fire, the use of draft animals, human slaves, wind and 
water power and, finally in the 18th century, by the  
invention of the steam engine which allowed mankind 
to tap the earth’s reserves of fossil fuels. 
! Every increase in available energy flow stimu-
lated a corresponding increase in human population 
and led, in turn, to ever larger and more complex so-
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Figure 10. The title page of Ostwald’s 1908 popular account 
of energy and its uses.

Figure 11. The title page of Ostwald’s 1909 booklet on     
energetic foundations of sociology.



cieties. Referring to the unidirectional flow of energy, 
postulated by the second law of thermodynamics, from 
high potential available energy into isothermal waste 
energy, the American science writer, Edwin Slossen, 
rather aptly summarized Ostwald’s major premise with 
the catchy phrase:

The rise of civilization is coupled to the fall of energy. 
!
! Ostwald was rather appalled at the low efficiency 
of most known means for capturing and interconvert-
ing various forms of energy. Thus green plants utilize 
between only 0.1% and 2% of the incoming solar en-
ergy and steam engines between only 5% and 25% of 
the thermal energy generated in their boilers. The rest 
was allowed to degrade into unused isothermal waste 
heat.  Rather he hoped that the future would bring the 
development of highly efficient photovoltaic cells that 
would allow mankind to tap the incoming light of the 
sun at high efficiencies and thereby free civilization 
from its dependency on finite fossil fuels and ineffi-
cient heat engines. 
! In keeping with this, Ostwald soon came to be-
lieve that the superiority of any given society was a 
function of the efficiency of its energy conversion   
devices, an idea that he extended not just to a society’s 
existing energy technology but also to many other  
realms of social activity (18):

The economic coefficient [i.e. efficiency] of energy 
transformation is thus,  finally, the general yardstick 
against which all human affairs should be measured.

Thus, for example, he was an advocate, like Pfaundler, 
of an auxiliary universal language, since he believed 
that the necessity of translating books and papers from 
one language to another was an unnecessary waste of 
energy, and, for the same reason, he advocated the 
elimination of Latin and Greek from the school cur-
riculum.
! Indeed, in later writings, this obsession with the 
efficient use of energy led Ostwald to formulate – in 
imitation of Kant’s “categorical imperative” in the 
field of ethics – what he referred to as the “energetic 
imperative.” This read (20): 

Vergeude kein energie, verwerte sie. 

which translates as “waste no energy, utilize it.”  Later 
writers have renamed this the “thermodynamic im-
perative.”
! As some of Oswald’s critics were quick to point 
out, many of his ideas on energy and culture were 
sketched out in very general terms and often failed to 

provide supporting details and data. In the case of so-
ciology, in particular, it was not until 1955 that this  
detail was finally provided in the form of the classic 
textbook, Energy and Society, by the American soci-
ologist Fred Cottrell (21).

No. 5.  Frederick Soddy on Energy and Economics

Frederick Soddy was born on 02 September 1877 in 
Eastbourne, England, the youngest of four sons of 
Benjamin Soddy, a corn merchant, and Hannah Green 
(22). His chemical training was obtained at University 
College of Wales in Aberystwyth and at Oxford Uni-
versity. In 1900, after two years of postgraduate re-
search at Oxford, Soddy was appointed as a Demon-
strator in Chemistry at McGill University in Canada, 
where he collaborated with the newly appointed Pro-
fessor of Physics, Ernest Rutherford, in establishing 
that radioactivity was the result of the transmutation of 
one element into another – work that would lead to a 
Nobel Prize for Rutherford in 1908.
! On returning to England in 1902, Soddy entered 
into a collaboration with Sir William Ramsay that 
demonstrated that helium was a by-product of certain 
kinds of radioactive decay. In 1904 he was appointed 
Lecturer in Physical Chemistry and Radioactivity at 
the University of Glasgow, where he and his students 
mapped the radioactive decay series for alpha particle 
emission, discovered the element protactinium, and 
formulated the concept of isotopes, for which Soddy 
was given the 1921 Nobel Prize in Chemistry. In 1914 
he was appointed Professor of Chemistry at the Uni-
versity of Aberdeen, and in 1919 as Lee’s Professor of 
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Figure 12.  Frederick Soddy
(1877-1956)



Chemistry at Oxford, where he remained until his 
early retirement in 1937 at age 60. He died on 22 Sep-
tember 1956 in Brighton, England, at age 79.  
! In 1912 Soddy published a small popular book  
entitled Matter and Energy in which he outlined the 
importance of energy for society, warned of the pros-
pect of a future energy crisis if we continued to be  
dependent on fossil fuels, and broadly hinted at the  
future possibility of the practical application of nu-
clear energy (23). A decade later, heavily influenced 
by World War I and the subsequent economic depres-
sion in Great Britain, Soddy began to turn his thoughts 
to the relationship between energy and economics, and 
especially to the relationship between energy and 
money. The result was a small booklet published in 
1922, entitled Cartesian Economics (figure 13)  (24), 
followed by a major book four years later, entitled 
Wealth, Virtual Wealth, and Debt (figure 14) (25). Yet 
a third book was published in 1933 (26), as well as 
several more pamphlets on the same subject.
! In these writings Soddy argued that science had 
shown that the basis of economic prosperity was 
available energy flow, whether renewable energy from 
the sun or nonrenewable energy from fossil fuel de-
posits. When we purchased food or various goods and 
services, we were exchanging money for something 
that required the consumption of a certain quantity of 
available energy to produce, and this suggested, in the 
most abstract terms, that money was simply a sym-

bolic token exchanged for a certain quantity of avail-
able energy. In short, available energy flowed through 
the economy unidirectionally as it was degraded from 
its initial high potential input sources into useless iso-
thermal waste heat, while money circulated continu-
ously as a counterflow in the opposite direction.
! This suggested to Soddy that the amount of 
money in the economy should be regulated so as to 
vary with the available energy flow, thereby keeping 
its purchasing power as constant as possible and thus 
avoiding alike both potential inflation (too much 
money per unit of available energy flow) and potential 
depression (too little money per unit of available en-
ergy flow). This would require some type of national 
or international organization to monitor energy use 
and adjust the currency accordingly. 
! However, instead of this, Soddy found that bank-
ers, governments, and economists had artificially tied 
the value of money, not to energy flow, but to mean-
ingless material standards, such as the gold standard, 
and were constantly manipulating the money flow 
without regard to energy flow in an attempt to create 
wealth where none existed through such paper crea-
tions as loans, the issuing of interest bearing bonds, 
etc. This they referred to as the creation of wealth, 
when in fact it was the creation of debt, since it did 
nothing to stimulate increased energy flow, which was 
the only true source of wealth. Soddy was particularly 
opposed to the concept of compound interest which he 
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Figure 14.  The title page of Soddy’s 1926 book on energy 
and economics.

Figure 13.  The title page of Soddy’s 1922 booklet  on energy     
and economics.



viewed as a perpetual and undeserved drain upon soci-
ety’s future energy resources.
! During his lifetime Soddy’s views on economics 
were met with derision and he was dismissed as a 
crank by most economists. At present many of his 
views have been accepted, often without acknow-
ledgement, and they have now been incorporated into 
a school of economic thought known by its followers 
as “ecological economics” (27). 

No. 6.  Alfred Lotka on the World Engine

Alfred J. Lotka (figure 15)  was born on 02 March 
1880 in Lemburg, Austria (now Lvov, Ukraine), the 
son of Jacques Lotka and Marie Dobeley (28). Both 
parents were American citizens. Educated in Europe, 
he received his chemical training at the University of 
Birmingham, followed by a year of postgraduate study 
in Leipzig, where he was heavily influenced by Ost-
wald’s program in energetics.
! Returning to the United States in 1903, Lotka 
would hold a bewildering variety of jobs over the next 
two decades, including work as an industrial chemist, 
a patent examiner, a physicist with the US Bureau of 
Standards, an assistant editor at Scientific American, 
and a research fellow at Johns Hopkins. During this 
period he published numerous articles on the applica-
tion of energetics and statistics to problems in physical 
chemistry, biology, evolution, and demographics, as 
well as picking up both a MS degree from Cornell 
University and an external doctoral degree from the 

University of Birmingham based on his published pa-
pers. Finally, in 1924, he obtained a position as a stat-
istician for the Metropolitan Life Insurance Company, 
where he would remain until his retirement in 1947. 
He would die on 05 December 1949 in New York City 
at age 69.
! In 1925 Lotka published his magnum opus, Ele-
ments of Physical Biology (figure 16)  (29). In many 
ways this was a poor choice of title and something 
along the lines of Ecological and Evolutionary Ener-
getics would have been closer to the mark. In this 
book Lotka attempted to trace the unidirectional flow 
of energy through the ecosystem and the various mate-
rial cycles that it drove, such as the recirculation of 
water, carbon dioxide, nitrogen and phosphorus. But 
his central focus was the role of energy as a driving 
force in evolution. Adopting Boltzmann’s observation 
that the struggle for existence was the struggle for free 
energy, Lotka arrived at what he called the “Law of 
Maximum Energy Flux,” which stated that any species 
able to tap those portions of the available energy flux 
in nature that were currently wasted would not only have 
a reproductive and evolutionary advantage but would 
also accelerate the rate of available energy flow (29):

The general effect will be to increase the rate of en-
ergy flux through the system of organic nature, with a 
parallel increase in the total mass of the great world 
transformer, of its rate of circulation, or both ... one is 
tempted to see in this one of those maximum laws 
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Figure 16.  The title page of Lotka’s 1925 book on energy 
flow in biology and ecology.

Figure 15.  Alfred J. Lotka
(1880-1949)



which are so commonly found to be apt expressions of 
the course of nature.

The most obvious example of such as species was 
mankind itself, which, via its many technological ad-
vances, had tapped virtually all of Nature’s available 
energy sources and whose ever-increasing population 
and demand for land was gradually pushing many 
other species to the edge of extinction.!
! Lotka’s book would greatly influence the Ameri-
can ecologist, Howard T. Odum, who would write 
numerous books on energy and ecology in the 1970s   
based on the energy flow or flux concepts of Soddy 
and Lotka and heavily illustrated with explicit flow 
diagrams and a complex symbolism inspired by that 
used for electronic circuits (3, 30). 

Summary

In summary, we see that significant contributions to 
the questions of energy use, population growth, and 
the energetics of ecology were made by chemists in 
the late 19th and early 20th century. Jevons was the 
first to detail the future consequences of fossil fuel  
depletion and to link it with the problem of unchecked 
population growth. Arrhenius was the first to establish 
a link between the carbon dioxide content of the at-
mosphere and the surface temperature of the earth. 
Pfaundler was among the first to apply an energy 
analysis to the problem of estimating the carrying ca-
pacity of the earth. Ostwald was the first to suggest 
that available energy was a determining factor in both 
the historical development and structure of human   
societies. Soddy was the the first to suggest that the 
realities of energy use required a significant reform of 
our economic system, and Lotka the first to attempt to 
comprehensively map its role in both biological evolu-
tion and the ecosystem.   
! Missing from these early contributions is any con-
sideration of the problems of pollution, which seem to 
have first surfaced as a major public issue in the 1960s 
and 1970s. However, if one extends their historical 
survey forward to cover this period, it is once again 
easy enough to find significant contributions by chem-
ists to this question, such as those of Mario Molina 
and F. Sherwood Rowland in uncovering the role of 
chlorofluorocarbons in ozone depletion (31). 
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