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Motivation—Why study quadratic functions?

Let R” 5 R™ be a linear transformation. We know how to find the T
image of a vector subspace W. If W = Span{wy, wa, ..., w}, then
T(W) = Span{T(w1), T(Wa),..., T(Wk)}. This allows us to find images
of rectangular boxes, and so forth.

TABLE 2 Contractions and Expansions

Transformation Image of the Unit Square Standard Matrix
Horizontal x X, k 0
contraction I:“ 1 :|

and expansion [ -

O<k<l k>1

Vertical X, x, 1 0
contraction

and expansion m
k
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Motivation—Why study quadratic functions?

Let R” 5 R™ be a linear transformation. We know how to find the T
image of a vector subspace W. If W = Span{wy, wa, ..., w}, then
T(W) = Span{T(w1), T(Wa),..., T(Wk)}. This allows us to find images
of rectangular boxes, and so forth.

TABLE 3 Shears

Transformation Image of the Unit Square Standard Matrix
Horizontal shear X3 x |
H [ 0o 1 }
A 1
e 1=
A== =r——A4
—F——x 1 _t Xy
k | k[T
i o
k<0 k>0
Vertical shear % X [ 1 1)}
k 1

Kl
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Motivation—Why study quadratic functions?

Let R" L> R™ be a linear transformation. We know how to find the T
image of a vector subspace W. If W = Span{wy, wa, ..., w}, then

T(W) = Span{T(wy), T(Wa),..., T(Wx)}. This allows us to find images
of rectangular boxes, and so forth.

But what about finding the T image of the unit sphere ™1 = {||X|| = 1}?
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Motivation—Why study quadratic functions?

Let R" L> R™ be a linear transformation. We know how to find the T

image of a vector subspace W. If W = Span{wy, wa, ..., w}, then
T(W) = Span{T(w1), T(Wa),..., T(Wk)}. This allows us to find images
of rectangular boxes, and so forth.

But what about finding the T image of the unit sphere ™1 = {||X|| = 1}?
Can we find an equation that describes T(S"1)?

Assume m = nand T is invertible. Let A be the (standard) matrix for T—1.
Let y = T(X), so x = T 1(y) = Ay.
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Let R" L> R™ be a linear transformation. We know how to find the T
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Motivation—Why study quadratic functions?

Let R" L> R™ be a linear transformation. We know how to find the T

image of a vector subspace W. If W = Span{wy, wa, ..., w}, then
T(W) = Span{T(w1), T(Wa),..., T(Wk)}. This allows us to find images
of rectangular boxes, and so forth.

But what about finding the T image of the unit sphere ™1 = {||X|| = 1}?
Can we find an equation that describes T(S"1)?

Assume m = nand T is invertible. Let A be the (standard) matrix for T—1.
Let y = T(X), so Xx = T !(y) = Ay. Now suppose ||x|| = 1. Then

1=x%-X=(R)"x=(A7)TA7 =7 (ATA)¥.
Thus we do have an equation for T(S"~1), namely
VIMy=1 where M=ATA.

In particular we see that T(S"1) is the level set of a quadratic function!
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The Matrix M = ATA

What can we say about M = AT A when A is an m x n matrix?

svD Yy I



The Matrix M = ATA

What can we say about M = AT A when A is an m x n matrix?

Evidently, M is an n x n matrix, and

svD Yy I



The Matrix M = ATA

What can we say about M = AT A when A is an m x n matrix?

Evidently, M is an n x n matrix, and M7 = (ATA)T =ATA=M,soMis
symmetric. Thus:
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The Matrix M = ATA

What can we say about M = AT A when A is an m x n matrix?

Evidently, M is an n x n matrix, and M7 = (ATA)T =ATA=M,soMis
symmetric. Thus:

@ M has n real eigenvalues, counting according to multiplicity.
@ M is orthogonally diagonalizable.
Item (1) says that M has (real) eigenvalues A1, Ap ..., Ap.
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The Matrix M = ATA

What can we say about M = AT A when A is an m x n matrix?
Evidently, M is an n x n matrix, and M7 = (ATA)T =ATA=M,soMis
symmetric. Thus:

@ M has n real eigenvalues, counting according to multiplicity.

@ M is orthogonally diagonalizable.

Item (1) says that M has (real) eigenvalues A1, Az..., \,. Item (2) says

that M has an associated orthonormal eigenbasis {Vi, ..., Vyp}.
Here Mv; = \;v;.
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The Matrix M = ATA

What can we say about M = AT A when A is an m x n matrix?
Evidently, M is an n x n matrix, and M7 = (ATA)T =ATA=M,soMis
symmetric. Thus:

@ M has n real eigenvalues, counting according to multiplicity.

@ M is orthogonally diagonalizable.

Item (1) says that M has (real) eigenvalues A1, Az..., \,. Item (2) says
that M has an associated orthonormal eigenbasis {Vi, ..., Vyp}.
Here Mv; = \;v;. Now look at

N = NP = \ivi - v = (M) - = (M) T v = T MTv;
= v MV, = VT AT AV = (A7) T (AV) = ||Av |2
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The Matrix M = ATA

What can we say about M = AT A when A is an m x n matrix?
Evidently, M is an n x n matrix, and M7 = (ATA)T =ATA=M,soMis
symmetric. Thus:

@ M has n real eigenvalues, counting according to multiplicity.

@ M is orthogonally diagonalizable.

Item (1) says that M has (real) eigenvalues A1, Az..., \,. Item (2) says
that M has an associated orthonormal eigenbasis {Vi, ..., Vyp}.
Here Mv; = \;v;. Now look at

N = NP = \ivi - v = (M) - = (M) T v = T MTv;
= v MV, = VT AT AV = (A7) T (AV) = ||Av |2

Thus each \; > 0.
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The Matrix M = ATA

What can we say about M = AT A when A is an m x n matrix?
Evidently, M is an n x n matrix, and M7 = (ATA)T =ATA=M,soMis
symmetric. Thus:

@ M has n real eigenvalues, counting according to multiplicity.

@ M is orthogonally diagonalizable.
Item (1) says that M has (real) eigenvalues A1, Az..., \,. Item (2) says
that M has an associated orthonormal eigenbasis {Vi, ..., Vyp}.
Here Mv; = \;v;. Now look at

Ai = Xi||Gil)P = \ivi - 7 = (M) - v = (M) T = T MT
— 77 M7, = 7T AT AV = (A7) (AV) = || AT

Thus each A\; > 0. By relabeling, we can assume A\; > Ao > --- > A\, > 0.
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The Matrix M = ATA

When A is an m x n matrix, M = AT A'is an n x n symmetric matrix with
non-negative real eigenvalues, say \; > X\» > --- > X\, > 0, and it has an

associated orthonormal eigenbasis {V1, ..., V,}. Here MV; = \;v; and
Xi = Xillvil? = [|Av 2.
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The Matrix M = ATA

When A is an m x n matrix, M = AT A'is an n x n symmetric matrix with
non-negative real eigenvalues, say \; > X\» > --- > X\, > 0, and it has an

associated orthonormal eigenbasis {V1, ..., V,}. Here MV; = \;v; and
Xi = N[V = [ A2

The numbers |o; = \/A; = ||AVj]| | are called the singular values of A. We
really only care about the non-zero singular values. Suppose

o1>02> >0, >0.

Here 1 < r < nand when r < n, AV,y 1 =--- = Av, =0.
SVD
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The Matrix M = ATA

When A is an m x n matrix, M = AT A'is an n x n symmetric matrix with
non-negative real eigenvalues, say \; > X\» > --- > X\, > 0, and it has an
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The Matrix M = ATA

When A is an m x n matrix, M = AT A'is an n x n symmetric matrix with
non-negative real eigenvalues, say \; > X\» > --- > X\, > 0, and it has an
associated orthonormal eigenbasis {V1, ..., V,}. Here MV; = \;v; and

Xi = N[V = [ A2

The numbers |o; = \/A; = ||AVj]| | are called the singular values of A. We
really only care about the non-zero singular values. Suppose

o1>02> >0, >0.

Here 1 < r < n and when r < n, A\7,+1:---:A\7,,:5. So, if

V4 P n ._’.
X =73 7,¢iV;, then . .
AX = E C;A\?} = E C,'A\Z'.
i=1 i=1
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The Matrix M = ATA

When A is an m x n matrix, M = AT A'is an n x n symmetric matrix with
non-negative real eigenvalues, say \; > X\» > --- > X\, > 0, and it has an
associated orthonormal eigenbasis {V1, ..., V,}. Here MV; = \;v; and

Xi = N[V = [ A2

The numbers |o; = \/A; = ||AVj]| | are called the singular values of A. We
really only care about the non-zero singular values. Suppose

o1>02> >0, >0.

Here 1 < r < n and when r < n, A\7,+1:---:A\7,,:5. So, if
X =>"1ciV then . .
AX =)A= AV
i=1 i=1

Thus, CS(A) = Span{Avi, ..., AV, }.
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The Matrix M = ATA

When A is an m x n matrix, M = AT A'is an n x n symmetric matrix with
non-negative real eigenvalues, say \; > X\» > --- > X\, > 0, and it has an
associated orthonormal eigenbasis {V1, ..., V,}. Here MV; = \;v; and

Xi = N[V = [ A2

The numbers |o; = \/A; = ||AVj]| | are called the singular values of A. We
really only care about the non-zero singular values. Suppose

o1>02> >0, >0.

Here 1 < r < n and when r < n, A\7,+1:---:A\7,,:5. So, if
X =>"1ciV then . .
AX =)A= AV
i=1 i=1

Thus, CS(A) = Span{A¥i,..., AV, }. Is {A,..., AV} LI?
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o M = ATA s an n x n symmetric matrix
@ eigenvalues A\; > Ao > --- > A\, >0 for M

@ orthonormal eigenbasis {vi, ..., V,} assoc'd with M
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M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

eigenvalues Ay > Ao > --- > A\, >0 for M

@ orthonormal eigenbasis {vi, ..., V,} assoc'd with M

o MV = \;v; and \; = \;||Vi||? = | A2
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M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

eigenvalues Ay > Ao > --- > A\, >0 for M

@ orthonormal eigenbasis {vi, ..., V,} assoc'd with M
o MV, = \v: and \; = \||Vi|? = || AV ||?
singular values (of A) o; = V/A; = ||AV]|

svD YA



M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

eigenvalues Ay > Ao > --- > A\, >0 for M

@ orthonormal eigenbasis {vi, ..., V,} assoc'd with M
o MV, = \v: and \; = \||Vi|? = || AV ||?
singular values (of A) o; = V/A; = ||AV]|

001202220, >0
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M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

eigenvalues Ay > Ao > --- > A\, >0 for M

(]

orthonormal eigenbasis {vi, ..., V,} assoc'd with M
o MV, = \v: and \; = \||Vi|? = || AV ||?
singular values (of A) o; = Vi = | AVl

001202220, >0

Look at

AV AV; = (A‘7,.)TA Vi = V.T(ATA)VJ. = \7T(Mvj) = /\1‘7;T‘7j = \jVi-Vi = N5

1
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M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

eigenvalues Ay > Ao > --- > A\, >0 for M

(]

orthonormal eigenbasis {vi, ..., V,} assoc'd with M
o MV, = \v: and \; = \||Vi|? = || AV ||?
singular values (of A) o; = Vi = | AVl

001202220, >0

Look at
AV-AV; = (AG) T AV = T (AT A); = 0T (M) = NVl 7 = Ajviv; = Ajdi.

Thus {AV4,..., AV} is an orthogonal set, so it is LI.
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M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

eigenvalues Ay > Ao > --- > A\, >0 for M

(]

orthonormal eigenbasis {vi, ..., V,} assoc'd with M
o MV, = \v: and \; = \||Vi|? = || AV ||?
singular values (of A) o; = Vi = | AVl

001202220, >0

Look at
AV-AV; = (AG) T AV = T (AT A); = 0T (M) = NVl 7 = Ajviv; = Ajdi.

Thus {AV4,..., AV} is an orthogonal set, so it is LI.
- {Avi, ..., AV, } is an orthogonal basis for CS(A).
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M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

@ eigenvalues A\; > Ao > --- > A\, >0 for M
@ orthonormal eigenbasis {vi, ..., V,} assoc'd with M
o MV = \;v; and \; = \;||V||? = || A2

singular values (of A) o; = V/A; = ||AV]|

o12>2002>--->20,>0

svD YAy i



M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

eigenvalues Ay > Ao > --- > X\, >0 for M

(]

orthonormal eigenbasis {vi, ..., V,} assoc'd with M
o MV, = \V: and \; = \[|V? = || AV;||?

singular values (of A) o; = V/A; = ||AV]|
o1>2022>---20,>0

{Av, ..., AV,} is an orthogonal basis for CS(A)

(]
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M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

eigenvalues Ay > Ao > --- > X\, >0 for M
@ orthonormal eigenbasis {vi, ..., V,} assoc'd with M
M7, = At and A = i [1712 = 1472
singular values (of A) o; = V/A; = ||AV]|
0012022 --20,>0
o {Avi,...,AV,} is an orthogonal basis for CS(A)
It follows that rank(A) = dimCS(A) = r.
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M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

@ eigenvalues A\; > Ao > --- > A\, >0 for M

@ orthonormal eigenbasis {vi, ..., V,} assoc'd with M
o MV = \;v; and \; = \;||V||? = || A2

e singular values (of A) o; = /A = || AV
©@012>022--2>20,>0

o {Avi,...,AV,} is an orthogonal basis for CS(A)

It follows that rank(A) = dim CS(A) = r. Recall that CS(A) is vector
subspace of R™.
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M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

@ eigenvalues A\; > Ao > --- > A\, >0 for M

@ orthonormal eigenbasis {vi, ..., V,} assoc'd with M
o MV = \;v; and \; = \;||V||? = || A2

e singular values (of A) o; = /A = || AV
©@012>022--2>20,>0

o {Avi,...,AV,} is an orthogonal basis for CS(A)

It follows that rank(A) = dim CS(A) = r. Recall that CS(A) is vector
subspace of R™.

; . AV
For1<i<r, let u; = !

s
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M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

@ eigenvalues A\; > Ao > --- > A\, >0 for M

@ orthonormal eigenbasis {vi, ..., V,} assoc'd with M
o MV = \;v; and \; = \;||V||? = || A2

e singular values (of A) o; = /A = || AV
©@012>022--2>20,>0

o {Avi,...,AV,} is an orthogonal basis for CS(A)

It follows that rank(A) = dim CS(A) = r. Recall that CS(A) is vector
subspace of R™.

Forlgigr,letﬂ',-—HA i Then
I
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M = ATA where Ais m X n

o M = ATA s an n x n symmetric matrix

@ eigenvalues A\; > Ao > --- > A\, >0 for M
@ orthonormal eigenbasis {vi, ..., V,} assoc'd with M
o MV = \;v; and \; = \;||V||? = || A2

singular values (of A) o; = V/A; = ||AV]|

@012>2022--20,>0

o {Avi,...,AV,} is an orthogonal basis for CS(A)
It follows that rank(A) = dim CS(A) = r. Recall that CS(A) is vector

subspace of R™.
||A || Then . Add unit orthogonal
I

For1<i<r, let ;=
vectors to get orthonormal basis {1, ..., Uy, Ury1,. .., Uy} for R™.
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Matrices: A (m x n), M= ATA (n x n), and U,%, V

@ eigenvalues \; > \p > -+ > X\, >0 for M

e {Vi,...,Vyp} orthon eigenbasis assoc'd with M (so basis for R")

o MV, = )V and \; = \[|Vi|? = || AV;||?

e singular values (of A) o; = A = ||AVi|| (01 > 02> - >0, > 0)
o {Aw,...,AV,} is an orthogonal basis for CS(A)

o {th,...,Uy,...,Un} orthon basis for R™
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Matrices: A (m x n), M= ATA (n x n), and U,%, V

@ eigenvalues \; > \p > -+ > X\, >0 for M

e {Vi,...,Vyp} orthon eigenbasis assoc'd with M (so basis for R")

o MV = \;v: and \; = \;||Vi||? = || A2

e singular values (of A) o; = A = ||AVi|| (01 > 02> - >0, > 0)
o {Aw,...,AV,} is an orthogonal basis for CS(A)

o {th,...,Uy,...,Un} orthon basis for R™

Let U = [LTl 172...17,,,} (Uis mx m)
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Matrices: A (m x n), M= ATA (n x n), and U,%, V

@ eigenvalues \; > \p > -+ > X\, >0 for M

e {Vi,...,Vyp} orthon eigenbasis assoc'd with M (so basis for R")

o MV = \;v: and \; = \;||Vi||? = || A2

e singular values (of A) o; = A = ||AVi|| (01 > 02> - >0, > 0)
o {Aw,...,AV,} is an orthogonal basis for CS(A)

o {th,...,Uy,...,Un} orthon basis for R™

Let U = [LTl 172...17,,,} (Uis mxm)and V = [\71 \72...\7,7] (Vis nx n).
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Matrices: A (m x n), M= ATA (n x n), and U,%, V

@ eigenvalues \; > \p > -+ > X\, >0 for M

e {Vi,...,Vyp} orthon eigenbasis assoc'd with M (so basis for R")

o MV = \;v: and \; = \;||Vi||? = || A2

e singular values (of A) o; = A = ||AVi|| (01 > 02> - >0, > 0)
o {Aw,...,AV,} is an orthogonal basis for CS(A)

o {th,...,Uy,...,Un} orthon basis for R™

Let U = [LTl 172...17,,,} (Uis mxm)and V = [\71 \72...\7,,] (Vis nx n).
Now define an r x r diagonal matrix D and an m X n matrix £ by

op 0 ... O

D 0 0 gy ... 0
Z—[O 0] where D = o f f ;
O 0 ... o
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Matrices: A (m x n), M= ATA (n x n), and U,%, V

@ eigenvalues \; > \p > -+ > X\, >0 for M

e {Vi,...,Vyp} orthon eigenbasis assoc'd with M (so basis for R")

o MV = \;v: and \; = \;||Vi||? = || A2

e singular values (of A) o; = A = ||AVi|| (01 > 02> - >0, > 0)
o {Aw,...,AV,} is an orthogonal basis for CS(A)

o {th,...,Uy,...,Un} orthon basis for R™

Let U = [LTl 172...17,,,} (Uis mxm)and V = [\71 \72...\7,,] (Vis nx n).
Now define an r x r diagonal matrix D and an m X n matrix £ by

op 0 ... O

D 0 0 gy ... 0
Z—[O 0] where D = o f f ;
O 0 ... o

Then, |[A=UZVT|
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Matrices: A (m x n), M= ATA (n x n), and U,%, V

@ eigenvalues \; > \p > -+ > X\, >0 for M

e {Vi,...,Vyp} orthon eigenbasis assoc'd with M (so basis for R")

o MV = \;v: and \; = \;||Vi||? = || A2

e singular values (of A) o; = A = ||AVi|| (01 > 02> - >0, > 0)
o {Aw,...,AV,} is an orthogonal basis for CS(A)

o {th,...,Uy,...,Un} orthon basis for R™

Let U = [LTl 172...17,,,} (Uis mxm)and V = [\71 \72...\7,,] (Vis nx n).
Now define an r x r diagonal matrix D and an m X n matrix £ by

op 0 ... O

D 0 0 gy ... 0
Z—[O 0] where D = o f f ;
O 0 ... o

Then, |A= UZVT| This is a singular value decomposition for A.
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Finding matrices U, X, V so that A= UX VT

Start with any m x n matrix A.
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Finding matrices U, X, V so that A= UX VT

Start with any m x n matrix A.

@ Find an orthogonal diagonalization of M = AT A.

Find the eigenvalues \y > X\p > --- > X\, >0 of M and {v,...,V,} (an
orthon eigenbasis assoc'd with M, so a basis for R").
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Finding matrices U, X, V so that A= UX VT

Start with any m x n matrix A.
@ Find an orthogonal diagonalization of M = AT A.
© Write down V and .

Find the eigenvalues \y > X\p > --- > X\, >0 of M and {v,...,V,} (an
orthon eigenbasis assoc'd with M, so a basis for R").

Get n X n matrix V = [\71 \72...\7,7].
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Finding matrices U, X, V so that A= UX VT

Start with any m x n matrix A.
@ Find an orthogonal diagonalization of M = AT A.
© Write down V and .

Find the eigenvalues \y > X\p > --- > X\, >0 of M and {v,...,V,} (an
orthon eigenbasis assoc'd with M, so a basis for R").

Get n x n matrix V = [ V»...V,]. Also, oj = \/\; = ||AV;||, which gives
D and then X.
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Finding matrices U, X, V so that A= UX VT

Start with any m x n matrix A.
@ Find an orthogonal diagonalization of M = AT A.
© Write down V and .

=

AV,
@ Find ; = — and then U.
[IAG

Find the eigenvalues \y > X\p > --- > X\, >0 of M and {v,...,V,} (an
orthon eigenbasis assoc'd with M, so a basis for R").

Get n x n matrix V = [ V»...V,]. Also, oj = \/\; = ||AV;||, which gives
D and then X.

Need {i1,..., Uy, ..., Un}, an orthon basis for R™.
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Finding matrices U, X, V so that A= UX VT

Start with any m x n matrix A.
@ Find an orthogonal diagonalization of M = AT A.
© Write down V and .

=

AV,
@ Find ; = — and then U.
[IAG

Find the eigenvalues \y > X\p > --- > X\, >0 of M and {v,...,V,} (an
orthon eigenbasis assoc'd with M, so a basis for R").

Get n x n matrix V = [ V»...V,]. Also, oj = \/\; = ||AV;||, which gives
D and then X.

Need {1, ..., dr, ..., Um}, an orthon basis for R™. Then have m x m
matrix U = [171 ... Jm].
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3 2
ForA= |2 3 ,ATA:[
2 -2

17 8

3 17] which has evs A\; = 25, \» = 9.



ForA=12 3|, ATA=
2 -2

3 2
[17 8] which has evs A\; = 25, \» = 9.

50
Thus o1 =5,00=3and 2= |0 3].
00



3 2 17 8
ForA= 12 3|, ATA= [ which has evs A\; = 25, \, = 0.
5 5 17

5 0 1 1
Thus 01 = 5,00 =3 and ¥ = [0 3|. Get assoc'd evs ,
00 17 ]-1



ForA= 12 3|, ATA= which has evs A\; = 25, \, = 0.

5 0 1 1
Thus 01 = 5,00 =3 and ¥ = [0 3|. Get assoc'd evs [1} , { } SO
0 0

-1
take\7——1 L _'——1 1
1_\/§ 172_ _



For A= |2

., 1
take vi = —

V2

|

1
1

|\



ForA=12 3|, ATA=

5
Thus o1 =5,00 =3 and X = |0
0

-l

AL =1

take v 11
ake vi = —(—
Vi \61

Get A H _

1

o o1 o1

] which has evs A\; = 25, \» = 9.

¢ 1 1
3|. Get assoc'd evs [ } , { } S0
0 1

1 (1 1
and then V = — :



ForA=12 3|, ATA=

5 0 1 1
Thus 01 = 5,00 =3 and ¥ = [0 3|. Get assoc'd evs , SO
00 17 ]-1

R 11
take Vi = ﬁ |:1:| , Vo = 7 |: :| and then V = % |:1 1
5 1 1
1 1 1
Get AT = |5],A _ SN I (T I S
M 0 [ } ' ﬁ“ T2,



ForA= 12 3|, ATA= which has evs A\; = 25, \, = 0.

5 0 1 1
Thus 01 = 5,00 =3 and ¥ = [0 3|. Get assoc'd evs [1} , { } SO
0 0

1 |1 1 1 1
take vj = — SV = — and then V = — :
" ﬁM 2o f{ ] \@ 1}
all] < [s| 4l 4] = || oa-Lh|.a- |5
= y = u]_:i —_ .
1 0 V2 g 4

Need 173-171:02173-172.



ForA=12 3|, ATA=

5 0
Thus 01 = 5,00 =3 and ¥ = [0 3|. Get assoc'd evs , 1 SO
1 -1
0 0
L 1, 101 111
take v1—2[1], 2—2[_1] and then V_\@[l 1].
5 1 1 1
1 1
GetAE]: 5 ,A[_ll =|-1| soih=— 1|, b =—= [—1
0 4 21 3V2 | 4

1
Need173-171:0:173-172. Useﬁ3:§ 2



ForA=12 3|, ATA=

1 1 1
take v = — [1] SV = — [_11] and then V = — [1 1

2|1 2 V2 |1 1]
5 1 1 1
1 1 1 1
GetA[]: 5 ,A[ }: 1| som=—|1|,l0=—= |—-1].
U o -1 4 V2 g 3V2 | 4
1 —2
Need i3 - 7 = 0 = i3 - . UseJ3:§ 2 |. Then
1
HERR —2¢/2
U=—"=1[3 -1 2v2].



ForA= 1|2 3|, ATA=

1 1 1
take vi = — {1] Vo = — [_11] and then V = — [1 1

2|1 2 V2 |1 1]
5 1 1 1
1 1 1 1
GetA[]: 5 ,A|: :|: —1 so;] = —— |1 ’J2:7 —11l.
1 -2
Need i3 - 07 = 0 = i3 - ib. Use _'3:§ 2 |. Then
1

1 131 —2\\[@ (1 22
U=—=13 -1 2v2|.Z[3 -1 2V2
W2 g 4 2 6[0 4 ﬁ]

= =
|~
—
—_
Il
——

5 0
0 3 {
0 0



