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The Spectral Theorem for Symmetric Matrices

Recall that a matrix A is symmetric if and only if AT = A.

Let A be a symmetric n X n matrix. Then:

© A has n real eigenvalues, counting according to multiplicity.
@ For each eigenvalue, the geometric and algebraic multiplicities agree.

© Different eigenspaces are automatically orthogonal.

Q A is orthogonally diagonalizable.

Items (1) and (2) tell us that A is diagonalizable. Thus we can write
A = PDP~! where P is invertible and D is diagonal.

Item (3) says that if v and w are eigenvectors for A associated with
different eigenvalues, then v L w. This is actually easy to see!

Linear Algebra Symmetric Matrices Chapter 7, Section 1 2/11



Mutual Orthogonality of Eigenspaces

Suppose vV and w are eigenvectors for a symmetric matrix A associated
with different eigenvalues, say AV = AV and Aw = uw with \ # pu.

Recall that V- w = v'w.
Look at
AW = AV = (A7) W = 7T ATw
=AW = VT (uw) = pv™w
WV - W
S0
(A=p)V-w =0 and therefore vV-w =0
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A 3 x 3 Example

4 -1 0
The matrix A= [—-1 5 —1| has simple eigenvalues 3, 4,6 with
0 -1 4]
1] -1 1
associated eigenvectors vj = |1|,vo= | 0 |, 3 = [—2].
1 1 1
Therefore, )
1 -1 1 300
A=PDP™! where P=|1 0 —2| and D=1[0 4 0
1 1 1 0 0 6

Recall that one way to understand this is that D = [T]g is the B-matrix
for the LT T(X) = AX, where B = {V4, V», 3} (an eigenbasis associated
with A). This is because T(V;) = A\;jv; where A\; =3, > =4,\3 = 6.
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A 3 x 3 Example

4 -1 0
The matrix A= |—=1 5 —1| has simple eigenvalues 3,4, 6 with
0 -1 4|
1] -1 1
associated eigenvectors vi = |1|, w = | 0 |, vs = |—2].
1 1 1

Notice that v4 L v» 1 v3 L V4. Normalize these eigenvectors to get an
orthonormal eigenbasis U = {1, ta, U3} assoc'd with A. Now we get

L [V2 -v3 1
A= QDQT where Q=[Hhdhd]=-"7=|v2 0 -2

Vol 3o

Here Q is an orthogonal matrix (i.e., QTQ = I) and therefore QT =Q!
and also D = [T]y,.

Linear Algebra Symmetric Matrices Chapter 7, Section 1 5/11



A 2 x 2 Example

The matrix A = E ﬂ has simple eigenvalues 3, —1 with assoc'd

eigenvectors p -1 : we normalize to g1 = i 1 & _ i -1
g 11011 | q1 = \/§ 1 , 42 = \/§ 1|

Notice that g1 L g and ||g1]| =1 = ||g2||, so @ = {q1, G2} is an
orthonormal eigenbasis associated with A.

Therefore, we can write

1 _
A=QDQT where Q= [q’l C_fz] _ \ﬁ [1 11] ind D= B _OJ .

Here Q is an orthogonal matrix (i.e., QT = I) and therefore QT =Q 1.
Notice that multiplication by @ is just ccw rotation by 45°.

The change of variable X = Q& provides a great picture for the LT y = AX.
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A 4 x 4 Example

4 3 11
3411 : . .
A= 11 4 3 has simple eigenvalues 9,5 and a double eigenvalue 1
113 4 . . 4 !
with assoc'd eigenvectors v; = 1 J Vo = 1 & 3 = 0 Vg = L

=
|
[y
o
|
jay

Notice that vi L vo L v3 L vj and vj L vy | v, but v53 [ vj. Gotta
Gram-Schmidt {v3, V4}. Get new basis {ws, w4} where w3 = v5 and
VI74 = \74 — Proj‘73(\74).

Normalize {V4, v5, w3, ws } to get an orthonormal eigenbasis {q1, G2, §3, Ga }
assoc'd with A. Then we can write

9 0 0 O

R 0 500

A= QDQT where Q=[Giq>q3q) and D= A
0 0 0 1
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A 4 x 4 Example

4 3 1 1
; 34 11 )
For the matrix A = 11 4 3 we can write
1 1 3 4
9 0 0 O
S o o S 05 00
A=QDQ" where Q=[G Gq2d3q] and D= |/ ;| o
0 0 0 1
Here
1 1 V2 0
0_111—\@ 0
2101 -1 0 V2
1 -1 0 —2

which is an orthogonal matrix (i.e., Q" Q = /) and therefore Q7 = Q1.
Symmetric Matrices



Another 4 x 4 Example

4 010
0 40 : . ,
A= has two double eigenvalues 5, 3 with assoc’d

1 0 40
1 1 1 1

R U 111 B E 1 I I I

eigenvectors Vi = || 12 = | 3= 4| %= 4|

0 1 0 -1

Notice that E(5) L E(3) but vi £ v» and v3 [ vj. Gotta Gram-Schmidt
both {Vi, >} and {V, Va}. Get new orthogonal bases {wy,w»} for E(5)
and {ws, ws} for E(3).

Normalize {wy, wo, w3, Wa} to get an orthonormal eigenbasis
{41, G2, G3,Ga} assoc'd with A. Then we can write

5 0 0 0

D 0 500

A=QDQT where Q=[G G2G3Gs) and D= R
0 0 0 3
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Another 4 x 4 Example

4 01 0
; 0 4 01 )
For the matrix A = 10 4 0 we can write
01 0 4
5 0 0 0
S o 5 S 05 00
A=QDQ" where Q=[G q2dsq] and D= |/ = - o
0 0 0 3
Here
1 0 1 0
0- 1 /101 O 1
7\@ 1 0 -1 O
01 0 -1

which is an orthogonal matrix (i.e., Q" Q = /) and therefore Q7 = Q1.
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