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\left[[\vec{x}]_{\mathcal{B}} \text { and }[\vec{y}]_{\mathcal{B}}=[A \vec{x}]_{\mathcal{B}}\right. \text {. }
$$

Recall that $\vec{x}=P[\vec{x}]_{\mathcal{B}}$ where $P=P_{\mathcal{E B}}=[\mathcal{B}]$. So $[\vec{y}]_{\mathcal{B}}=P^{-1} \vec{y}$ and we see that

$$
\begin{aligned}
{[T]_{\mathcal{B}}[\vec{x}]_{\mathcal{B}} } & =[T(\vec{x})]_{\mathcal{B}}=[\vec{y}]_{\mathcal{B}}=P^{-1} \vec{y} \\
& =P^{-1} A \vec{x}=P^{-1} A P[\vec{x}]_{\mathcal{B}} .
\end{aligned}
$$

$$
\begin{array}{r}
\vec{x} \quad \stackrel{\vec{y}=A \vec{x}}{\mathbb{R}^{n}} \xrightarrow{T} \mathbb{R}^{n} \\
{\left[\left.\left.\cdot[]_{\mathcal{B}}\right|_{\mathbb{R}^{n}} \longrightarrow\right|_{\mathbb{R}^{n}} \longrightarrow[]_{\mathcal{B}}\right.} \\
{[\vec{x}]_{\mathcal{B}} \longmapsto[\vec{y}]_{\mathcal{B}}}
\end{array}
$$

It follows that the $\mathcal{B}$-matrix for $T$ is given by $[T]_{\mathcal{B}}=P^{-1} A P$, so $A=P[T]_{\mathcal{B}} P^{-1}$. Thus $A=[T]_{\mathcal{E}}$ and $[T]_{\mathcal{B}}$ are similar matrices!
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This says that $D=[T]_{\mathcal{B}}=[T]_{\mathcal{B B}}$.
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Since $\mathcal{B}=\left\{\vec{v}_{1}, \vec{v}_{2}, \overrightarrow{v_{3}}\right\}$ is a basis for $\mathbb{R}^{3}, A$ is diagonalizable with

$$
A=P D P^{-1} \quad \text { where } P=\left[\begin{array}{ccc}
1 & -1 & 1 \\
1 & 0 & -2 \\
1 & 1 & 1
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Here $D$ is the $\mathcal{B}$-matrix for the $\mathrm{LT} \vec{x} \mapsto A \vec{x}$.

