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“Finding” Null Space and Column Space

To “find” the null space N'S(A) and column space CS(A) of a matrix A:
@ row reduce A to E, a REF (or RREF) for A
@ columns of E containing row leaders correspond to pivot columns of A
@ the pivot columns of A are LI and span CS(A)
o write the SS for AX = 0 in parametric vector form

o identify LI vectors that span N'S(A)

So, “find” means to find a linearly independent spanning set.

A linearly independent spanning set for a vector subspace is called a basis.
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Example—Null Space and Column Space

Find bases for the null space and column space of

1 2 3 4 5 1 2 3 45 1010 1
A 0111 0O - 01110 - 0110 -2
36 9 2 -5 0 001 2 0 001 2
2 4 6 1 —4 0 00 0O 0000 O

Using elem row ops, we find the indicated REF and RREF for A.
Thus columns 1,2,4 are pivot columns for A, so a basis for CS(A) is given
1 2 4

by { g , (13 , ; } and we see that CS(A) is a 3-plane in R*.

2 4 1
Let’s focus on N'S(A). So, we need to “solve” AX = 0. The free variables
are x3 = S, x5 = t; then x4 = —2t, xo = —s + 2t, xy = —s — t.
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Example—Null Space and Column Space

1 2 3 4 5
0111 O
A= 36 9 2 -5
2 4 61 —4

NS(A) is a vector subspace of R5.

~y

O O O =
OO =N
OO = W
O R = N
oON O O

o O o

To “find” NS(A), we solve AX = 0.

01 0 1
110 -2
0 01 2
000 O

Free vrbls are x3 = s, x5 = t; then x4 = —2¢t, xp = —s + 2t, xy = —s — t.
X1 =S 4F & —1
X2 —s+ 2t 2
Thus AX=0iff X = |x3| = s =5 +t]| 0
X4 —2t —2
X5 t 1

So, NS(A) is a 2-plane in R® and the above two vectors form a basis.
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