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Super-linear Processes

Notation e J is a countable set
e [;, j € J are DFs with mean 0 and unit variance
o (i i~F;, 1€/, j¢€ J,areindependent.

® c; j, are square summable.

Then
Xk = Z Z Ci.jCk—ij

jeJicz

is a super-linear process. Let

S, =X1+---+X,.




Herndorff’s Theorem
(1984, Ann. Stat.)

There is a strongly mixing super-linear process for which,

liminf P [S,, = 0]

n—oo

In the Proof:

e ¢; ; have large values for large j

e ¢; j have finite range and } ., ¢; ; = 0 for each j




Causal Processes
If ¢;; = 0 for ¢ <0, then

Xe=Y ) cijbi-ij

jeJ i=0

and the process is said to causal. Let

bn,j = coj+ -+ Cny

bn,j — (bn,l + bn,n)/na
b, = (b,,;:Je€J)cl*(J) and b, =(b,,:J€EJ).

S =D ) lbnig—boijléi; + ) Y buijij

jeJ i<0 jeJ i=1

Fr=0{& i<k, jeJ}.




Conditional Normality

Suppose that

02 = E(S?) — oo

and let
S

On

B, (w;z) = P [—" < z\]—"()] (w).

Then the conditional central limit theorem holds if ¢,, =7 &,
the standard normal DF.

Note: --- X_1, Xy, X1, -+ can be any adapted stationary sequence

with mean 0 and finite variance.




Linear Processes
From WW (2004, AP)

Known Result: For a causal linear process (J = {0}), the
CCLThm holds iff

oo

> bign — bi* = O[Z byl

1=0

where b; = b; o, etc. ---

Note: Condition on the coeflicients




The Theorem

Theorem. For a causal super-linear process, the conditional

central theorem holds iff

Z Z n+v,7 z ] — O(nHBnH2)7

jed 1=0

2
=T 5 A

Py B jzl>e By

for each € > 0.

Notes 1. Recall b, j =co; +---+ ¢y 4, etc. ---

2. Interplay in (If).




Example

If F; assigns mass 27771 to £27 and 1 — 277 to 0 for j > 1, then
the CCLThm holds iff

. b
lim E = 0
n—oo . [br ]
27|bn,j[>€|lbn|lvn

for all € > 0.




Necessary Conditions
From WW (2004, AP)

Notation: e Let --- X_1, Xy, X1, -+ be any adapted stationary

sequence with mean 0 and finite variance; and let || - || be the norm
in L?(P).

e Recall that o2 = ||S,]|* — .

Proposition. If the conditional central limit theorem holds, then

| E(SnlFo)I* = olo7,); (%)

and if (*) holds, then

where £ is slowly varying.




Martingale Approximations
From WW (2004, AP)

For each n > 1, let M,, ,, k=0,1,2,--- be a martingale adapted

to Fi.. Then M, ia a martingale approximation iff

max ||Sy — My || = o(02).
kE<n

Dn,kz — Mn,k - Mn,kz—l-




Martingale Approximations

Continued

Theorem
|E(Sn|Fo)||? = o(o) ()

iff there is a martingale approximation M, with stationary

increments in which case o, ~ nE(D;, ;) and {(n) ~ E(D;, ;).

From the Proof. In the proof,

n

Dy = - > [E(SklF1) — E(SklFo)] -

k=1




Necessary and Sufficient Conditions
From WW (2004, AP)

Theorem The CCLThm holds iff 4 a martingale approximation for
which

1 mn
o2 > E(D7|Fe-1) —P 1
" k=1

1 mn
Ly(€) :i= — E(Dikl{ank\Zean}‘Fk—ﬁ —P 0

2
o
"N =1

forall e > 0.




The Theorem
Restated

Theorem. For a causal super-linear process, the conditional

central theorem holds iff

Z Z[bn+i,j - bi,j]2 = o(n|[b,*),

j€J i=0

gy 22Fj{dz} — 0 (Lf)

g
b, j2z|>€ ||bn|lv/n

for each € > 0.




From the Proof
Some Algebra

— Z Z[bn—i,j —b_; & + Z Z br—i,58i.55
JE€J i<0 jedJ i=1

oo

O =D | 2 [onsij —bij] +ZZ% i

jeJ | i=0 jeJ =1

_E(Sn j{:j{: n—i,j b—zggzy

jeJ <0

HE n‘}-O H2 ZZ n+i,j

jeJ 1=0




More From the Proof
More Algebra: From

S'L?b j{:j{: n—1,J b—zgﬁé

1€J <0

nLﬁi 2{:2{: n—1,J b—zgﬁéja

jeJ i<l

IDnJ_Z:EE:zﬁ%jij and l?n$:=::£:zﬁ%jfkg-

jeJ jeJ




The Stability Conditions
From Dn,k — ZjEJ En,jgk,ja

ZE nkl Fie—1) (Dyi) = nl[ba|*.

>3 o,

jed 1=0




The Lindeberg Feller Conditions

2 2
anH2 Zb / ) z“Fi{dz} — 0

s lbaszle [balva

Ly () := ) ZE (D7 x141Dys > cont | Frm1) =P 0
In

Notes 1. As above




Some Inequalities

The Baum Katz Inequalities:

2 2
PDnsl > 35 < (L251) 4 57 Plbn 1 > 51

$
j1€J

Integration by Parts.

bl |, 18nBa? .
ai )t e HG

L () < 162 ( 76

o




More Inequlities

Let Z;, 7 € J be independent with mean 0 and square summable

Y=Y Z; and Y_ ;=) Z.

j€ k]

variances b,

1 1
PIY > 52;|2;] = PIY—j > —5 2| Zj]




2
/ 72 < <1+4HbH )/ Z2%dP
J 62 J
Zi>c c<Z;<2Y

2
< <1+ 4Hb2H >/ 2Y Z;dP
c Y>%c

2
Z/ Z? < 2( 4“‘2” >/ Y?dp
Z;> ¢ Y>1ic

Zj = ign,jglﬂ,j and Y = :i:Dn,k

Apply to




