Homework 8

6 questions due when classes resume

Printed: March 30, 2020

Instructions. Solve the following (*) problems. You can talk to other people about how to solve the exercises,
but do not share written solutions. Be sure to state each exercise before solving it!

Notation: All random variables are defined on a probability space (2, F, P). X, Py X denotes convergence

in probability, X, Py X denotes convergence in distribution.

Two prelim-like questions.

Problem 1 (*). Suppose {X,} are independent with mean 0 and finite variances Var(X,) = %L, Let S, =
> opeq axX1X2 ... X Adapt the proof of Kolmogorov’s maximal inequality to show that

(k4 1a?
P( max |Sk| > t) < Zk:l( + )ak
1<k<n 12

Problem 2 (*). ‘Problem 3 from Homework 7, corrected‘ Suppose X1, Xo,...,X,,... are independent exponen-

tial! random variables with parameters A, — A > 0. Modify the proof of the law of large numbers (which one?)
to show that

1
— (X1 + -+ X,,) — 1/ with probability one
n

You can use "standard properties” of exponential random variables without proof. Hints: most proofs of SLLN
can be adapted to this setting. But some details may vary or need adjustment.

IRecall that X, is exponential with parameter Ay, > 0 if P(X,, > t) = e *nt fort >0



/Sﬁution: The limit value in this problem was mis-stated so as written the conclusion is false for am\
except A = 1.
Here is the proof with correct limit and missing positivity assumption. If A\, — A > 0 then

(1) ﬁ is a bounded sequence as it converges to 1/A\.

A 1
(ii) % >0 3, —F x as averages of convergent sequences converge.

Denote S, = X1 + -+ X,,. Then |15, — 1| < 1(S, — E(S ))H—]lZ] 1)\ — A, so we only need to
show that 1 (S, — E(S,)) — 0 with probability one. This can be proved in many ways:
(a) Since Var(Sy) = 14 )\12 < Mmn, we can use Borel-Cantelli to deduce that #(Si — E(S)2)) = 0

with probability one. So Skz — %, and then use the usual trick S_1)2 <5, < S,%. (Note that
to apply this technique we need to go back to the original un-centered sums!)

(b) One can compute a bound for the 4-th moments of the sum of independent centered random
variables X — E(X%). In this approach, we get %(Sn — E(S,)) — 0 with probability one directly
from Borel-Cantelli Lemma.

(c) One can use Kronecker’s Lemma and Kolmogorov’s one-series theorem:

o oo

1
n2Var( n) = Zn2/\%<oo

n=1 n=1

so the series » | n(Xn — E(X,)) converges with probability one. This is probably the simplest
proof for this question!!!

Lets compute exponential moments using extra parameter ¢ > 0 to be chosen later:
1 .

P(|=(Sn—E(Sp))| > ¢) = P(expt|Sp,—E(S,)| > ') < e “"Eexpt|S,—E(S,)| < e " Eexpt|S,—5S,|
n

Now el*l < e + e77 so Eexpt|S, — E(S,)| < Eexpt(S, — E(S,)) + Eexpt(E(S,)) — Sn) =
[[io; Eexpt(Xy — E(Xk)) + [ 112, Eexpt(EX) — Xj). This reduces the calculation to a single expo-
nential random variable X with parameter \:

00 —t/A\
Fet(X—E(X)) _ )\e—t/)\/ ol o= AT g0 — Ae !/
0 A—t

and similarly Ee t(X—E(X)) — /\/\ejr/;. To show that Y, P(|1(S,—E(S,))| > €) < 00, lets apply the root
test. Noting that for non-negative sequences lim,, ;oo /ay, + by, = max{lim, oo /an, lim,_oo Vb, } we
have limsup,,_,, log ’(/P(]%(Sn — E(Sp))| > ¢) < —te —t/A+1In52;. Value t = e)A/(1+cA) minimizes
this expression, and we get

1
lim sup log 7\1/P(n(5'n —E(Sp))|>¢e) < —e+In(l+eX) <0

n—o0

\%almost sure convergence follows from Borel-Cantelli Lemma. J

Convergence of series — turn in only 2 starred problems (*) (You may replace them with non-
starred problems from the same group, if you really have to).

Problem 3 (*). Suppose {X,} are independent identically distributed with mean 0 and finite variance. Show

that the series 7, nX Xnt1 converges almost surely.
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olution: Let Y,, = %Xan-H- Then E(Y,) = 0 and E(Y,?) = 0*/n?. Since Yl,Yg,...,an_s_g,x
are independent and Y3,Y4,...,Ya,, ... are independent, by Theorem ?? both series >~ Yar+1 and
> pe Yoy, converge with probability one. If the first series converges on €2; and the second converges
on )y, then the sum of both series converges on (€; N g, and this is the set of probability one:
PQiNQy)=1-P(QLUQL) >1—P() — P(Q) =
Let S, = > p_; Y. The above argument shows that partial sums > ;_((Yort1 + Yort2) = Song2
converge to some (random) limit S. To prove convergence of the series, we need to show more: we
need to show that all partial sums S, converge to the same limit. To complete the proof, we note
that S, = Saom or S = Som41 = Som + Yoms1. To complete the proof, we prove that Sy, — S
by showing that Y5,4+1 — 0 with probability one. The latter follows from convergence of the series.
Or from Borel-Cantelli: P(|Y,| > &) < -2 so Y on P(Yn| > €) < oco. (Hence for any € > 0 we have

— £2n2
\&Y|>ezo )=0.) J

Problem 4. Suppose X,, are independent identically distributed integrable with symmetric distribution: X1 has
the same law as —X;. Prove that the series ) %Xn converges with probability one. Hint: Apply Kolmogorov’s
Three Series Theorem.

/So/lution: We verify condition (??) with ¢ = 1. \
R >
PR >1) =) P(Xi|>n) < | P(X|>t)dt=E|X| < o0

By symmetry, E(X, 1 ‘ Xn\gn) = 0, so the second series converges. The verification of the last condition
is based on Fubini’s theorem as in the proof of Kolmogorov’s SLLN. This proof uses the fact that
Zn>x =5 ~ C/x for x > 1, which is re-proved within the argument.

1
2 ﬁE<X’%I|Xn|Sn) =B() pXiﬂxusn)
n

n

) X1 du
—E|X Z E(X?Iixj<1)+ E XIX|>1/ =
1

n>\X|

= BE(X*I)xj<1) + E <X2I|X|<1(|1| - 1))

< B(X?Ly1) + E <X2 ) <1+ B|X|<

00
K | X| J
Problem 5 (*). Suppose Zi, Z, ... are independent normal random variables with F(Z,) = 0 and E(Z2) = n.

For what 6 > 0 the series ) 7, WJFZTnH)G converges?

Problem 6. Suppose X1, Xs,... are independent random variables such that

P(X,=n)=1/(2n), P(X,=0)=1/2—1/n, P(X,=—1)=1/(2n)

Xn

Use the three series theorem to determine for what values of 6 the series Y > | converges.

Convergence in distribution — turn in only 2 starred problems (*) (You may replace them with
non-starred problems from the same group, if you really have to).

Problem 7. Suppose P(X,, = k) =1/n for k=1,2,...,n. Show that 21X, 2 x.

Solution: Indeed, F,(z) = [nz + 1]/n — z. Note however that P(1X,, € V) may fail to converge to
A(V') for some Borel sets V' € B.

Problem 8. Suppose {X}} are independent exponential. Show that max;<g<, Xx —Inn 2, ¥ and determine the
limiting distribution.



Solution: Indeed, P(maxj<k<p Xp —Inn < z) = P(maxij<g<n, X < z+1nn) = P(X; <z +1nn)" =
(1 o e—xlnn)n _ (1 o %)n N 6—€7Z

Problem 9 (*). Suppose {X}} are independent uniform U(0,1) random variables. Show that

. D
n min X; —Y
1<k<n

and determine the law od Y.

Problem 10 (*). Suppose X, has density f,(x) = 1+ cos(2wnz) on [0,1]. Prove that X, NS (and determine
the law of X).



