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Facts to use
p(t) = E exp(itX)

» For standard normal distribution (t) = e t/2

» The following are equivalent:

> X, 2 X
> ©n(t) — (t) for all t € R.

» If X is square integrable with mean zero and variance ¢ then

< E(mln{f\tX]?’ (tX)?}) (1)

o) - (1- =8)

Proof: o(t) = Ee=tX |
This relies on two integral identities applied to x = tX(w) under
the integral: |e™ — (14 ix — %2)‘ = ‘éfox(x — 5)2ei5d5‘ < @

e — (1+ ix = 3| = [ 5 (x — s)(e* — 1)ds]| < O




Last time we used inequality |z — zJ| < n|z; — z2| complex
numbers of modulus at most 1 which we now generalize.

Lemma
Ifz1,...,zm and wi, ..., wp are complex numbers of modulus at
most 1 then

m
]zl...zm—wl...wm]§Z|zk—wk (2)
k=1

Proof.
Write the left hand side of (2) as a telescoping sum:

Z1 e Zm—W1 ... Wy =21...2m—W12Z2 ... Zm+W12Z0...Zm— W1 W>o. ..

e WIWo L W 1Zm — WIWo ... W

m
= E Wi .. Wik—1(Zk — Wik)Zk41 - - - Zm
k=1



Lindeberg’s theorem

For each n we have a triangular array of random variables that are independent

in each row
X110, X2, -0 5 X1
X2,1, %02, .. X2
Xn1Xn2, - 5 Xnyrp

and we set S, = Xp1 + -+ + Xa,r,. We assume that random variables are
square-integrable with mean zero, and we use the notation

E(Xnk) =0, o = E(XZ), 5o = > ome (3)
k=1

Definition (The Lindeberg condition)
We say that the Lindeberg condition holds if

Voo fim 5[ Xidp =0 4)
X

n=00 Sh 47 V1 Xak | >esn



Remark (Important Observation)

Under the Lindeberg condition, we have

2

_ o
lim max ”2k =0 (5)
n—o0 k<r, Sg

Proof.

02 = / X2 dP + / X2 dP < es? + / X2 dP
[ Xnk|<esn [ Xnk|>€sn [ Xnk|>€sn

So

o 1 2
max —5~ < € + — max X5 dP
[ Xnk|>€sn

k<rp 5,21 53 k<rp

1 &

<et 5y / X2, dP
Sp k=1 [ Xnk|>¢€sn



Theorem (Lindeberg CLT)

Suppose that for each n the sequence Xp1 ... Xp r, is independent
with mean zero. If the Lindeberg condition holds for all € > 0 then

Sn/sn 2 Z.

Example (Suppose Xi, Xz, ..., are iid mean m variance
O' > 0. Then Snszk:l( k—m)—>Z.)

» Triangular array: X, x = X\%:’ and s, = 1.
» The Lindeberg condition is

X _ 2
lim Z/ X = m)” 4p
n—oon [ Xk—m|>eo+/n o
= lim 12/ (Xl — m)2dP =0
=00 0% J|X,—m|>eo\/n

by Lebesgue dominated convergence theorem.



Proof of Lindeberg CLT |
Without loss of generality we may assume that s2 = 1 so that

22”21 O nk

» Denote @, = E(e™). By (1) we have

<E (min{\tXnklz, \ankP})

“Pnk( ) - (1 - Et Jnk)

g/ |tX,,k]3dP—|—/ |t X |2 dP
|Xnk|§€ ‘X,,k‘>6

§t3z—:/ X2 dP+t/ X2 dP < t3co? +t/ X3
|Xnk|dP<e;" |X,,k|>€ |X,,k‘>6

> Using (2), | |z1-.-Zm — w1 ... Wm| <> 4 q |2k — wil| | we see

that for n large enough so that %tza,%k <1

I'n

ps,(t) = 11— 38207

k=1

rn o op




Proof of Lindeberg CLT Il

Since € > 0 is arbitrary and t € R is fixed, this shows that

I'n

: 1,2 2
lim |s, () — [[(1 - §£%0%)| =0
k=1
It remains to verify that lim,_, ’e*f2/2 ~ T, (1 %t%gk) = 0.

To do so, we apply the previous proof to the triangular array
Zy k = opkZk of independent normal random variables. Note that

—t%02, /2 _ e—t2/2

r'n
@Zgzlzﬂk(t) = H e
k=1

We only need to verify the Lindeberg condition for {Z,}.



Proof of Lindeberg CLT IlI

/ 72, dP = o2, / x*f(x)dx
| Zpi|>€ |x|>e/0nk

So for £ > 0 we estimate (recall that >, 02, = 1)

Z/ Z%dP < Zaﬁk/ X?f(x)dx
k=1"1Znk|>e k=1 |

x| >e/0nk

< max/ x?f(x)dx
1<k<r, |x|>e/0onk

= / x?f(x)dx
|x|>e/ maxy ok

The right hand side goes to zero as n — oo, because by
Mmaxi<k<r, Onk — 0 by (5) QED



Lyapunov’s theorem

Theorem
Suppose that for each n the sequence X1 ... X, is independent
with mean zero. If the Lyapunov's condition

1
lim 2+5ZE|X,,,<\2+5 =0 (7)

n—>oo$ —1

holds for some 6 > 0, then S,/s, Ny

Proof.
We use the following bound to verify Lindeberg's condition:

1 246
ED9) NNNECTIEE0 o) B
M k=1" 17 nk|=ESn

| Xok|>esn

1 &
< —— Y E X
= 5249
E¥Sn —1



Corollary

Suppose X are independent with mean zero, variance o and that
D

supy E|X|?t? < co. Then S,/\/n = oZ.

Proof.
Let C = supy E|Xx|?*°. WLOG o > 0. Then s, = oy/n and

C C 1
—Sgﬂé Sh_  E(JXk>T0) < 5572 = gavesz — 0, 50 Lyapunov's

condition is satisfied. O

Corollary
Suppose X are independent, uniformly bounded, and have mean

zero. If Y Var(X,) = oo, then S,/+/ Var(Sy) 2, N(0,1).

Proof.
Suppose |X,| < C for a constant C. Then

1 — s? C
EZE\X,,|3§CS—’3’:S——>O
n k=1 n n



The end

Lets stop here

» Homework 11, due Monday - two exercises from Ch 11 of the
notes.

» There is also a sizeable list of exercises from past prelims

» Things to do on Friday:
» CLT without Lindeberg condition, when normalization is not
by variance
» Multivariate characteristic functions and multivariate normal
distribution.

Thank you
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