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Abstract

“It doesn’t ma�er what we cover. It ma�ers what you discover.”

[A�ributed to Viktor Weisskopf, theoretical physicist, 1908 – 2002]
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particle spin/helicity baryon number lepton number electric charge

up, charm, top 1/2 1/3 0 2/3

down, strange, bo�om 1/2 1/3 0 -1/3

νe, νµ, ντ 1/2 0 1 0

electron, µ, τ 1/2 0 1 -1

photon 1 0 0 0

gluon 1 0 0 0

W±
, Z 1 0 0 ± 1, 0

h 0 0 0 0

Table 1: SM particle content

symmetry conserved quantity

Spatial translations Momentum

Time translations Energy

Rotations Angular momentum

Global inner symmetries Charge (electric, color, . . . )

“Accidental” symmetries baryon number, lepton number

Table 2: Symmetries

1 Introductory Remarks
Elementary particle physics is the search for the fundamental laws of nature. �e theoretical

framework is given by relativistic quantum �eld theories (QFT – a consistent combination

of quantum mechanics and special relativity). While QFT gives the general framework, it is

brought to life by assigning a speci�c particle content (a “model”).

“Elementary” means roughly “no substructure”. More precisely, a QM state that is charac-

terized by its energy, its momentum, and further discrete quantum numbers, such as charge,

spin, etc. I.e. we label each free one-particle state as |Epppn〉, where the discrete index n de-

notes particle type, spin, charge, etc. �e most important model of particle physics is the

Standard Model. Its particle content is summarized in Tab. 1.

What are suitable observables? According to the principles of QM, we cannot exactly

observe particle trajectories.

Time-independent: bound states (energy spectra, . . . )

Time-dependent: sca�ering processes, particle decays, . . .

Example: muon decay µ− → e−ν̄eνµ
�enumber of possible processes is restriced by symmetries: (Non-)examples: µ− → e−νe,

p→ e+
, p→ e+γ, e− → µ−ν̄µνe.
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2 Relativistic Kinematics
See this PDG article for a good review. In general, the PDG has excellent review articles on

the topics of this lecture.

2.1 Lorentz transformations
�e laws of nature are invariant under Lorentz transformations – space-time transformations

of all four-vectors

xµ ≡ (x0,xxx) (2.1)

that leave the Lorentz scalar product

x · y ≡ x0y0 − xxx ··· yyy (2.2)

invariant. De�ning the metric tensor

ηµν ≡


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 , (2.3)

Eq. (2.2) can be wri�en

x · y =
∑
µν

xµyνηµν ≡
∑
µ

xµyµ (2.4)

(the summation sign is o�en dropped by convention). It follows that Lorentz transformations

x′µ = Λµ
νx

ν
(2.5)

must satisfy

ηµνΛ
µ
ρΛ

ν
σ = ηρσ , (2.6)

because then

x′ · y′ = x′µy′νηµν = Λµ
ρΛ

ν
σx

ρyσηµν = xρyσηρσ = x · y . (2.7)

Application: Four-momentum. For a particle with mass m in the rest system, we de�ne

pµ = (m,000), and p2 = m2
is invariant.

2.2 Kinematics of sca�ering processes
We can deduce several properties of papb → pcpd sca�ering without knowledge of the de-

tailed dynamics of the process. Conservation of energy and momentum implies

pa + pb = pc + pd . (2.8)

In the center-of-mass system (c.m.s.), denoted here by the asterisk, we have

ppp∗a + ppp∗b = ppp∗c + ppp∗d = 0 . (2.9)
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As an example, we would like to express energy and momentum of particle a in the rest

frame of particle b (“lab frame”) in terms of Lorentz-invariant quantities. We de�ne

s ≡ (pa + pb)
2 = (E∗a + E∗b )

2︸ ︷︷ ︸
c.m.s.

= p2
a + p2

b + 2pa · pb
= m2

a +m2
b + 2Eamb︸ ︷︷ ︸

lab frame

.

(2.10)

From this expression we obtain the energy

Ea =
s−m2

a −m2
b

2mb

(2.11)

and the absolute value of the momentum

|pppa| =
√
E2
a −m2

a

=
1

2mb

√
s2 +m4

a +m4
b − 2sm2

a − 2sm2
b + 2m2

am
2
b − 4m2

am
2
b

≡ 1

2mb

λ(s,m2
a,m

2
b) ,

(2.12)

with the symmetric phase-space function

λ(x, y, z) ≡
√
x2 + y2 + z2 − 2xy − 2xz − 2yz . (2.13)

More generally, we can express all kinematic variables in 2→ 2 sca�ering in terms of the

Lorentz-invariant Mandelstam variables

s ≡ (pa + pb)
2 , (2.14)

t ≡ (pa − pc)2 , (2.15)

u ≡ (pa − pd)2 . (2.16)

�ey are not linearly independent:

s+ t+ u = (pa + pb)
2 + (pa − pc)2 + (pa − pd)2

= m2
a +m2

b +m2
c +m2

d + 2pa · (pa + pb − pc − pd) =
∑
i

m2
i .

(2.17)

(�ere are only two independent kinematic variables for 2 → 2 sca�ering: of the 8 compo-

nents of the momenta pc and pd, the energies are �xed by Ei =
√
m2
i + |pppi|2. Conservation

of energy and momentum yields four more conditions, so we have 8-2-3-1 = 2 independent

variables.) Every choice of two variables (energies, sca�ering angles, . . . ) can be expressed

in terms of two Mandelstam variables.
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Integration on the mass shell
�e Lorentz-invariant integral of an arbitrary (Lorentz-)scalar function f(p) of the four-

momentum pµ with p2 = m2 > 0 and p0 > 0 can be wri�en as∫
d4p δ(p2 −m2)θ(p0)f(p)

=

∫
d3pppdp0δ

(
(p0)2 − ppp2 −m2

)
θ(p0)f(ppp, p0)

=

∫
d3ppp

f(ppp,
√
ppp2 +m2)

2
√
ppp2 +m2

.

(2.18)

It follows that the Lorentz-invariant integration measure for integration “on the mass shell”

is d3ppp/
√
ppp2 +m2

. �e Dirac delta function is de�ned by

F (ppp) =

∫
F (ppp′)δ

(
ppp− ppp′

)
d3ppp =

∫
F (ppp′)

[√
ppp′2 +m2δ

(
ppp− ppp′

)] d3ppp√
ppp′2 +m2

, (2.19)

so the invariant delta function is given by√
ppp′2 +m2δ

(
ppp− ppp′

)
= p0δ

(
ppp− ppp′

)
. (2.20)

3 Sca�ering theory

3.1 The S-matrix
We are interested in sca�ering experiments. For t→ −∞: particles far apart, not interacting;

for �nite t: interaction; for t→∞: particles far apart, not interacting.

Assume we can split the HamiltonianH of a system into a free partH0 and an interaction

term V ,

H = H0 + V , (3.1)

such thatH0 describes an arbitrary number of non-interacting particles, and V is Hermitian,

describes the interaction, and vanishes if all particles are far apart from each other.

We will use the Heisenberg picture and de�ne incoming and outgoing states, |α,+〉 and
|α,−〉, as eigenstates of the full Hamiltonian,

H|α,±〉 = Eα|α,±〉 , (3.2)

such that they appear, for measurements at t→ ∓∞, like eigenstates |α〉0 of the free Hamil-

tonian,

H0|α〉0 = Eα|α〉0 . (3.3)

Our normalization convention for the states is

0〈α|β〉0 = δ(α− β) = δ3(ppp′1 − ppp1)δσ′1σ1δn′1n1
· · · . (3.4)
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�e states |α,+〉 and |α,−〉 are elements of the same Hilbert space, so we can express, e.g.,
the |α,+〉 in terms of the |α,−〉:

|α,+〉 =

∫
dβSβα|β,−〉 . (3.5)

�is de�nes the S-matrix Sβα. �e incoming state |α,+〉 looks, for t → −∞, like a state

of free particles, |α〉0, and for t → +∞ like the superposition

∫
dβSβα|β〉0. �erefore, Sβα

contains the full information about the sca�ering process.

One can show that the states |α,+〉 and |α,−〉 are orthonormal, so

〈β,−|α,+〉 =

∫
dγSγα〈β,−|γ,−〉 =

∫
dγSγαδ(β − γ) = Sβα . (3.6)

We see that Sβα is the transition amplitude for the process |α,+〉 → |β,−〉. As the incoming

and outgoing states are orthonormal, the S-matrix is unitary.

3.2 Decay rates and cross sections
Time and translation invariance imply conservation of total energy and momentum, respec-

tively; hence, we can write

Sβα = δ(β − α)− 2πiδ(Eβ − Eα)δ3(pppβ − pppα)Mβα . (3.7)

What is the transition probability |Sβα|2? Imagine the system in a �nite box (Volume V ) for

a �nite time T (later V, T →∞). �en

ppp =
2π

L
(n1, n2, n3) , (3.8)

with ni ∈ N and L3 = V , and the delta functions become

δ3
V (ppp′ − ppp) ≡ 1

(2π)3

∫
V

d3xei(ppp
′−ppp)·xxx =

V

(2π)3
δppp′, ppp . (3.9)

Hence, the “box states” have a factor (V/(2π)3)N in the scalar product (N is the number of

particles in the box state). �erefore, de�ne normalized states

ΨBOX

α ≡
(

(2π)3

V

)Nα/2
Ψα , (3.10)

with

(ΨBOX

α ,ΨBOX

β ) = δαβ . (3.11)

�e time delta function becomes

δT (Eα − Eβ) ≡ 1

2π

T/2∫
−T/2

dt ei(Eα−Eβ)t . (3.12)
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�e transition probability into a speci�c �nal state is

P (α→ β) =
∣∣SBOX

βα

∣∣2 =

(
(2π)3

V

)Nα+Nβ ∣∣Sβα∣∣2 . (3.13)

�e number of one-particle box states in momentum volume element d3p is V d3p/(2π)3
(see

Eq. (3.9)). We de�ne dβ = d3p′1 · · · d3p′Nβ , such that the number of states in dβ is

dNβ =

(
V

(2π)3

)Nβ
dβ . (3.14)

Hence the total probability for the transition into the range dβ is

dP (α→ β) = P (α→ β)dNβ =

(
(2π)3

V

)Nα∣∣Sβα∣∣2dβ . (3.15)

Interpretation of the squares of delta functions:

[
δ3
V (pppβ − pppα)

]2
= δ3

V (pppβ − pppα)δ3
V (0) = δ3

V (pppβ − pppα)
V

(2π)3
, (3.16)[

δT (Eβ − Eα)
]2

= δT (Eβ − Eα)δT (0) = δT (Eβ − Eα)
T

2π
, (3.17)

(3.18)

and Eq. (3.15) becomes

dP (α→ β)
(3.7)

= (2π)2

(
(2π)3

V

)Nα−1
T

2π

∣∣Mβα

∣∣2δ3
V (pppβ − pppα)δT (Eβ − Eα)dβ . (3.19)

�e transition probability is proportional to T ; the coe�cient is the di�erential transition rate
dΓ. For V, T →∞

dΓ(α→ β) ≡ dP (α→ β)/T = (2π)3Nα−2V 1−Nα
∣∣Mβα

∣∣2δ4(pβ − pα)dβ , (3.20)

where (for α 6= β)
Sβα ≡ −2πiδ4(pβ − pα)Mβα . (3.21)

Nα = 1: Decay rate
Here, the volume cancels and

dΓ(α→ β) = 2π
∣∣Mβα

∣∣2δ4(pβ − pα)dβ . (3.22)
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Nα = 2: Collision of two particles
Rate is proportional to 1/V , density of one particle at the position of the other particle.

Usually, one measures the rate per �ux Φα of incoming particles,

Φα =
uα
V
, (3.23)

where uα is the relative velocity between the two particles. �is is called the di�erential cross
section

dσ(α→ β) ≡ dΓ(α→ β)

Φα

= (2π)4u−1
α

∣∣Mβα

∣∣2δ4(pβ − pα)dβ . (3.24)

�e cases Nα ≥ 3 play a role in astrophysics, cosmology, and chemistry, but rarely in

particle physics.

What is uα? One can show that∑
spins

|Mβα

∣∣2∏
β

E
∏
α

E ≡ Rβα (3.25)

is a Lorentz scalar function of all four-momenta. Hence the decay rate (3.22), summed over

particle spins, can be wri�en as∑
spins

dΓ(α→ β) = 2πE−1
α Rβαδ

4(pβ − pα)
dβ∏
β E

. (3.26)

�is is Lorentz invariant apart from factor E−1
α – the faster the particle moves, the slower it

decays (time dilation).

Similarly, we write the spin-summed di�erential cross section as∑
spins

dσ(α→ β) = (2π)4u−1
α E−1

1 E−1
2 Rβαδ

4(pβ − pα)
dβ∏
β E

. (3.27)

To make this a Lorentz-invariant function, one usually de�nes uα such that uαE1E2 is a

Lorentz scalar. Moreover, in rest frame of one particle, uα is the velocity of the other particle.
Hence

uα =

√
(p1 · p2)2 −m2

1m
2
2

E1E2

. (3.28)

(If particle 1 is at rest, ppp1 = 0, E1 = m1, and p1 · p2 = m1E2. �erefore,

uα =

√
E2

2 −m2
2

E2

=
|ppp2|
E2

, (3.29)

the velocity of particle 2.)
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Phase space To calculate the phase space factor δ4(pβ − pα)dβ, we work in the center-of-

mass frame, such that

pppα = 0 . (3.30)

For a �nal state with momenta p′1, p
′
2, . . . we have

δ4(pβ − pα)dβ = δ3(ppp′1 + ppp′2 + . . .)δ(E ′1 + E ′2 + . . .− E)d3ppp′1d
3ppp′2 . . . , (3.31)

where E is the total energy of the initial state. �e integral over, e.g., ppp′1 can be easily solved

using the momentum delta function:

δ4(pβ − pα)dβ → δ(E ′1 + E ′2 + . . .− E)d3ppp′2 . . . , (3.32)

where now everywhere

ppp′1 = −ppp′2 − ppp′3 − . . . . (3.33)

What about δ(E)? �e easiest case is Nβ = 2:

δ4(pβ − pα)dβ → δ(E ′1 + E ′2 − E . . .)d3ppp′2

= δ(
√
|ppp′1|2 +m′21 +

√
|ppp′1|2 +m′22 − E)|ppp′1|2d|ppp′1|dΩ ,

(3.34)

where ppp′2 = −ppp′1 and the solid angle is dΩ = sin θdθdφ. Now we use

δ(f(x)) =
δ(x− x0)

|f ′(x0)| , (3.35)

where x0 is a simple zero of f . In our case, the zero of the argument of the energy delta

function is k′ ≡ |ppp′1|, where

k′ =

√
(E2 −m′21 −m′22 )2 − 4m′21 m

′2
2

2E
≡ λ(E2,m′21 ,m

′2
2 )

2E
, (3.36)

and, therefore,

E ′1 =
√
k′2 +m′21 =

E2 −m′22 +m′21
2E

, (3.37)

E ′2 =
√
k′2 +m′22 =

E2 −m′21 +m′22
2E

, (3.38)

and the derivative

d

d|ppp′1|
(√
|ppp′1|2 +m′21 +

√
|ppp′1|2 +m′22 − E

)∣∣∣
|ppp′1|=k′

=
k′

E ′1
+
k′

E ′2
=

k′E

E ′1E
′
2

. (3.39)

Finally, we have

δ4(pβ − pα)dβ → k′E ′1E
′
2

E
dΩ . (3.40)
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In particular, the di�erential decay rate of a particle at rest with energy E into two particles

is

dΓ(α→ β)

dΩ
=

2πk′E ′1E
′
2

E
|Mβα|2 , (3.41)

and the di�erential cross section for 2→ 2 sca�ering (in the c.m.s.) is

dσ(α→ β)

dΩ
=

(2π)4k′E ′1E
′
2

Euα
|Mβα|2 =

(2π)4k′E ′1E
′
2E1E2

E2k
|Mβα|2 , (3.42)

where
1 k ≡ |ppp1| = |ppp2|.

For Nβ = 3 we have

δ4(pβ − pα)dβ → δ4
(√

(ppp′2 + ppp′3)2 +m′21 +
√
ppp′22 +m′22 +

√
ppp′23 +m′23 − E

)
d3ppp′2d

3ppp′3 .

(3.46)

We de�ne the polar and azimuthal angles of ppp′2 with respect to the ppp′3 direction as θ23 and

φ23, and write

d3ppp′2d
3ppp′3 = |ppp′2|2d|ppp′2||ppp′3|2d|ppp′3|dΩ3d cos θ23dφ23 , (3.47)

with the di�erential solid angle dΩ for ppp′3. �e angle θ23 is �xed by energy conservation,√
(|ppp′2|2 + 2|ppp′2||ppp′3| cos θ23 + |ppp′3|2 +m′21 +

√
|ppp′2|2 +m′22 +

√
|ppp′3|2 +m′23 = E . (3.48)

�e derivative with respect to cos θ23 of the argument of the delta function is

∂E ′1
∂ cos θ23

=
|ppp′2||ppp′3|
E ′1

, (3.49)

and so

δ4(pβ − pα)dβ → |ppp′2|d|ppp′2||ppp′3|d|ppp′3|E ′1dΩ3dφ23 . (3.50)

Using dE/dp = d
√
p2 +m2/dp = p/E we �nally obtain

δ4(pβ − pα)dβ → E ′1E
′
2E
′
3dE

′
2dE

′
3dΩ3dφ23 . (3.51)

Eq. (3.25) shows that

∑
spins
|Mβα|2

∏
αEα

∏
β Eβ is a scalar of four-momenta. If we assume

this function is constant, Eq. (3.51) tells us that the �nal states are uniformly distributed in

the E ′2 − E ′3 plane. Any departure from a uniform distribution of events gives useful clues

about resonances or asymmetries in the decay process (“Dalitz plot” [1]).

1
Here, we have used

uα =

√
(E1E2 + k2)2 − (E2

1 − k2)(E2 − k2)

E1E2
(3.43)

=

√
E2

1E
2
2 + 2kE1E2 + k4 − E2

1E
2
2 − k4 + k2(E2

1 + k2)

E1E2
(3.44)

=
kE

E1E2
. (3.45)
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3.3 Perturbation Theory
We will calculate the S-matrix as a power series in the interaction term V (see Eq. (3.1)).

As a preparation, we need to �nd a slightly di�erent form of the S-matrix. We have de�ned

in and out states via the condition

lim
t→∓∞

exp(−iHt)|α,±〉 = lim
t→∓∞

exp(−iH0t)|α〉0 . (3.52)

�en we have

|α,±〉 = Ω(∓∞)|α〉0 , (3.53)

with

Ω(τ) = exp(+iHτ) exp(−iH0τ) . (3.54)

Now we can write the S-matrix as

Sβα = 〈β,−|α,+〉 = 0〈β|Ω†(+∞)Ω(−∞)|α〉0 ≡ 0〈β|U(+∞,−∞)|α〉0 , (3.55)

where

U(t, t′) ≡ Ω†(t)Ω(t′) = exp(iH0t) exp[−iH(t− t′)] exp(−iH0t
′) . (3.56)

To derive a perturbative expansion of the S-matrix, we di�erentiate Eq. (3.56) with respect

to t:

i
d

dt
U(t, t′) = i

d

dt

[
exp(iH0t) exp(−iH(t− t′)) exp(−iH0t

′)
]

= i
[

exp(iH0t)(iH0 − iH) exp(−iH(t− t′)) exp(−iH0t
′)
]

=
[

exp(iH0t)V exp(−iH0t)
][

exp(iH0t) exp(−iH(t− t′)) exp(−iH0t
′)
]

≡ VI(t)U(t, t′) .

(3.57)

Here, the index “I” denotes the interaction picture (time dependence of operators given by

free Hamiltonian H0). �e initial condition for U is

U(t, t) = 1 . (3.58)

Eq.s (3.57) and (3.58) are equivalent to the integral equation

U(t, t′) = 1− i
t∫

t′

dτ VI(τ)U(τ, t′) . (3.59)

Solve through iteration:

U(t, t′) = 1− i
t∫

t′

dτ1 VI(τ1) + (−i)2

t∫
t′

dτ1

τ1∫
t′

dτ2 VI(τ1)VI(τ2)

+ (−i)3

t∫
t′

dτ1

τ1∫
t′

dτ2

τ2∫
t′

dτ3 VI(τ1)VI(τ2)VI(τ2) + . . . .

(3.60)
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�is may be rewri�en using the time-ordered product, s.th. operators with larger (later) time

argument appear to the le� of the earlier ones:

T{V (τ)} = V (τ) , (3.61)

T{V (τ1), V (τ2)} = θ(τ1 − τ2)V (τ1)V (τ2) + θ(τ2 − τ1)V (τ2)V (τ1) , (3.62)

etc., with n! terms in the time-ordered product of n operators V . Each term, integrated

between t′ and t, gives the same integral as the n-th term in Eq. (3.60). Hence we have

U(t, t′) =
∞∑
n=0

(−i)n
n!

t∫
t′

dτ1 . . . dτnT{V (τ1) · · ·V (τn)} . (3.63)

From Eq. (3.63) we obtain the Dyson series for the S-matrix (F. Dyson 1949 [2]):

S = 1+
∞∑
n=1

(−i)n
n!

∞∫
−∞

dτ1 . . . dτnT{V (τ1) · · ·V (τn)} . (3.64)

Short-hand notation:

S = T exp

(
− i

∞∫
−∞

dt V (t)

)
. (3.65)

However, in general the series does not converge; it may be regarded as an asymptotic series

in some coupling constants.

What about Lorentz invariance? One can show [3] that S commutes with the generators

of the Lorentz group if

V (t) =

∫
d3xH(xxx, t) , (3.66)

whereH(x) is a scalar “Hamilton density”, in the sense that

U(Λ, a)H(x)U−1(Λ, a) = H(Λx+ a) . (3.67)

We can then write

S = 1+
∞∑
n=1

(−i)n
n!

∫
d4x1 . . . d

4xnT{H(x1) · · ·H(xn)} . (3.68)

�e time ordering of two events x1, x2 is Lorentz invariant unless their di�erence is space-

like, (x1 − x2)2 < 0. If all H(x) commute at space-like distances, no special inertial system

is introduced:

[H(x),H(x′)] = 0 for (x− x′) ≤ 0 . (3.69)
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3.4 Unitarity and optical theorem
Using

Sβα = δ(β − α)− 2πiδ4(pβ − pα)Mβα , (3.70)

the unitarity condition S†S = 1 can be wri�en as

δ(γ − α) =

∫
dβS∗βγSβα

= δ(γ − α)− 2πiδ4(pγ − pα)Mγα + 2πiδ4(pγ − pα)M∗
αγ

+ 4π2

∫
dβδ4(pβ − pγ)δ4(pβ − pα)M∗

βγMβα .

(3.71)

For pα = pγ this gives

0 = −iMγα + iM∗
αγ + 2π

∫
dβδ4(pβ − pα)M∗

βγMβα . (3.72)

For the special case α = γ, this is

Im(Mαα) = −π
∫
dβδ4(pβ − pα)|Mβα|2 . (3.73)

We can use this result to calculate the total rate for a given initial state (see Eq. (3.21))

Γα ≡
∫
dβ
dΓ(α→ β)

dβ
= (2π)3Nα−2V 1−Nα

∫ ∣∣Mβα

∣∣2δ4(pβ − pα)dβ

= − 1

π
(2π)3Nα−2V 1−Nα

Im(Mαα) .

(3.74)

If α is a two-particle state and σα the total cross section,

σα ≡
∫
dβ
dσ(α→ β)

dβ
= (2π)4u−1

α

∫ ∣∣Mβα

∣∣2δ4(pβ − pα)dβ , (3.75)

we can write Eq. (3.74) as

Im(Mαα) = −uασα
16π3

. (3.76)

Introducing the sca�ering amplitude

f(α→ β) ≡ −4π2

E

√
E ′1E

′
2E1E2

√
k′

k
Mβα , (3.77)

we can write Eq. (3.42) as

dσ(α→ β)

dΩ
= |f(α→ β)|2 . (3.78)

For elastic sca�ering, we have k′ = k, E ′i = Ei, and so (using Eq. (3.28))

Im[f(α→ α)] =
k

4π
σα . (3.79)

�is is the optical theorem.
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3.5 Partial-wave expansions∗

Frequently, it is useful to choose a basis of states where all variables, other than total energy

and momentum, are discrete. (For instance, for two particles in the c.m.s., the components

of the particle momenta lie on a two-dimensional spherical surface and can be expanded in

spherical harmonics. More generally, for �xed total momentum and energy, the components

of the individual particle momenta always form a compact space.) �erefore, we label the

free-particle states as |EpppN〉, normalized as

〈E ′ppp′N ′|EpppN〉 = δ(E ′ − E)δ3(ppp′ − ppp)δN ′N . (3.80)

�e S-matrix elements are then

〈E ′ppp′N ′|S|EpppN〉 = δ(E ′ − E)δ3(ppp′ − ppp)SN ′N(E,ppp) , (3.81)

where SN ′N is a �nite unitary matrix. �e transition matrix elements are now de�ned by

SN ′N(E,ppp) = δN ′N − 2iπMN ′N(E,ppp) . (3.82)

As an example, consider a state of two non-identical particles n1, n2, with non-zero masses

m1,m2, and spins s1, s2. We can label the state by the total momentumppp = ppp1+ppp2, the energy

E, the species labels n1, n2, and use Clebsch-Gordan coe�cients (see Sec. B) to combine the

two spins into a total spin s with z-component µ, and then combine the total spin with the

orbital angular momentum ` with z-component m into a total angular momentum j with
z-component σ. I.e. we label the states as |Epppjσ`sn〉. �ese states have scalar products with

states of de�nite individual momenta and spins

〈ppp1σ1ppp2σ2n
′|Epppjσ`sn〉 =

δ3(ppp− ppp1 − ppp2)δ
(
E −

√
|ppp1|2 +m2

1 −
√
|ppp2|2 +m2

2

)
δn′n√

|ppp1|E1E2/E

×
∑
m,µ

Cs1s2(s, µ;σ1, σ2)C`,s(j, σ;m,µ)Y m
` (p̂pp1) .

(3.83)

Here, Y m
` are the usual spherical harmonics. With this de�nition, the states are properly

normalized in the c.m.s.:

〈E ′ppp′j′σ′`′s′n′|E000jσ`sn〉 = δ3(ppp′)δ(E ′ − E)δj′jδσ′σδ`′`δs′sδn′n . (3.84)

If the transition operator M is translationally and rotationally invariant, its matrix ele-

ments in the c.m.s. must take the form

〈E ′ppp′j′σ′`′s′n′|M |E000jσ`sn〉 = δ3(ppp′)δ(E ′ − E)M j
`′s′n′,`sn(E)δj′jδσ′σ . (3.85)
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It follows that the sca�ering amplitude in the c.m.s. is given by

f
(
kkkσ1,−kkkσ2, n→ kkk′σ′1,−kkk′σ′2, n′

)
≡ −4π2

√
k′E ′1E

′
2E1E2

kE2
〈kkk′σ′1 − kkk′σ′2n′|M |kkkσ1 − kkkσ2n〉

= −4π2

k

∑
jσ`′m′s′µ′`msµ

Cs1s2(s, µ;σ1, σ2)C`,s(j, σ;m,µ)

× Cs′1s′2(s
′, µ′;σ′1, σ

′
2)C`′,s′(j, σ;m′, µ′)Y m∗

` (k̂kk)Y m′

`′ (k̂kk
′
)M`′s′n′,`sn(E) .

(3.86)

wherewe inserted two completeness relations, used Eq. (3.83), and note that theM amplitude

is de�ned with a total energy and momentum conservation delta function factored out.

We will now take the z-axis in direction of the initial momentum kkk, such that

Y m
` (k̂kk) = δm0

√
2`+ 1

4π
. (3.87)

�e di�erential sca�ering cross section is given by |f |2. Integrating this over the direction

of the �nal momentum kkk′ and summing and averaging over �nal and initial spins, we obtain

the total cross section for the transition n→ n′,

σ(n→ n′;E) =
π

k2(2s1 + 1)(2s2 + 1)

∑
j`s`′s′

(2j + 1)
∣∣δ`′`δs′sδn′n − Sj`′s′n′,`sn(E)

∣∣2 . (3.88)

(Here, we used several standard sum rules for the Clebsch-Gordan coe�cients, see Eq. (B.3)-

(B.5).) Summing over all two-body channels then gives the total cross section for all two-body

reactions, ∑
n′

σ(n→ n′;E) =
π

k2(2s1 + 1)(2s2 + 1)

∑
j`s

(2j + 1)

×
[
(1− Sj(E))†(1− Sj(E))

]
`sn,`sn

.

(3.89)

We can compare this to the total cross. Using Eqs. (3.82), (3.86), and (3.87), the spin-

averaged forward sca�ering amplitude is

f(n;E) =
i

2k(2s1 + 1)(2s2 + 1)

∑
j`s

(2j + 1)
[
1− Sj(E)

]
`sn,`sn

. (3.90)

�e optical theorem then gives the total cross section

σtotal(n;E) =
2π

k2(2s1 + 1)(2s2 + 1)

∑
j`s

(2j + 1)Re
[
1− Sj(E)

]
`sn,`sn

. (3.91)

�is agrees with Eq. (3.89) if only two-body �nal states can be reached at energy E, because
then the S-matrix (or at least the submatrix relevant for 2-to-2 sca�ering) is unitary, and so[

(1− Sj(E))†(1− Sj(E))
]
`sn,`sn

= 2Re
[
1− Sj(E)

]
`sn,`sn

. (3.92)
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If �nal stateswithmore than two particles are accessible, then the di�erence between Eqs. (3.91)

and (3.89) gives the total cross section for producing extra particles,

σproduction(n;E) =
π

k2(2s1 + 1)(2s2 + 1)

∑
j`s

(2j + 1)
[
1− Sj(E)†Sj(E)

]
`sn,`sn

. (3.93)

If the relevant part of the S-matrix is diagonal (e.g. for π+ − π+
sca�ering below the

threshold for producing additional pions), then unitarity requires

Sj`′s′n′,`sn = exp[2iδj`sn(E)]δ`′`δs′sδn′n , (3.94)

where real phase δj`sn(E) is called the phase shi�. �e elastic and total cross sections are

then given by

σ(n→ n;E) = σtotal(n;E) =
4π

k2(2s1 + 1)(2s2 + 1)

∑
j`s

(2j + 1) sin2 δj`sn(E) . (3.95)

Threshold behaviour of cross sections

We expect the matrix element 〈kkk′σ′1 − kkk′σ′2n′|M |kkkσ1 − kkkσ2n〉 to be an analytic function of

the momenta kkk and kkk′ near k = 0 and / or k′ = 0 (if the interaction falls o� su�ciently fast in

position space). �is allows us to obtain some information about the threshold behaviour of

the sca�ering amplitudes. First, we note that k`Y m
` (k̂kk) is a polynomial function of kkk, so look-

ing at the partial-wave expansion Eq. (3.86), we see thatM j
`′s′n′,`sn must go as k`+1/2k′`

′+1/2

as k, k′ → 0, and in this limit the sca�ering amplitude is dominated by the lowest partial

waves. �ere are three di�erent cases:

Exothermic reactions

In this case, k′ → const. for k → 0, soM j
`′s′n′,`sn → k`min+1/2

, and the cross section goes

as k2`min−1
. Here, `min is the lowest contributing orbital momentum; typically, `min = 0. Note

that the reaction rate is given by the cross section multiplied by the �ux, so for `min = 0
the reaction rate approaches a constant. However, the probability of absorption for a beam

crossing a target is proportional to the sca�ering cross section. An example is the absorption

of slow neutrons in a nuclear reactor.

Endothermic reactions

Here, the reaction is forbidden until k reaches a threshold, at which k′ = 0. Just above
threshold M j

`′s′n′,`sn → (k′)`
′
min

+1/2
, where `′

min
is the lowest orbital momentum that can be

produced, typically `′
min

= 0. �e sca�ering cross section goes as (k′)2`′
min

+1
; for `′

min
= 0, this
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is
2 k′ ∼ √E − Ethreshold. Example: associate production of strange particles, e.g. p + π− →

Λ0 +K0
.

Elastic reactions

Here, k′ = k, and the lowest orbital momenta are ` = `′ = 0. Hence, the sca�ering cross

section approaches a constant value. �is is conventionally wri�en in terms of a sca�ering
length, de�ned by

M s
0sn′,0sn → −

k

π
as(n→ n′) . (3.97)

�e sca�ering amplitude becomes

f
(
kkkσ1,−kkkσ2, n→ kkk′σ′1,−kkk′σ′2, n′

)
→
∑
sσ

Cs1s2(s, σ;σ1, σ2)Cs1s2(s, σ;σ′1, σ
′
2)as(n→ n′) . (3.98)

�e total cross section is 4π|f |2; summing and averaging over �nal and initial spins gives

σ(n→ n′; k = 0)

=
4π

(2s1 + 1)(2s2 + 1)

∑
sσσ1σ2s′σ′σ′1σ

′
2

Cs1s2(s, σ;σ1, σ2)Cs1s2(s
′, σ′;σ1, σ2)

× Cs1s2(s, σ;σ′1, σ
′
2)Cs1s2(s

′, σ′;σ′1, σ
′
2)as(n→ n′)as′(n→ n′)

=
4π

(2s1 + 1)(2s2 + 1)

∑
sσs′σ′

(
δs′s
)2(

δσ′σ
)2
as(n→ n′)as′(n→ n′)

=
4π

(2s1 + 1)(2s2 + 1)

∑
s

(2s+ 1)a2
s(n→ n′) .

(3.99)

Example: neutron - proton sca�ering, with a0 � a1.

2
At threshold, we must have Ethreshold = m′1 +m′2, hence (for E ≈ Ethr.)

2k′ =

√
(E2 −m′21 −m′22 )2 − 4m′21 m

′2
2

E

=

√
(E2 − E2

thr.
+ 2m′1m

′
2)2 − 4m′21 m

′2
2

E

=

√
(E2 − E2

thr.
)2 + 2m′1m

′
2(E2 − E2

thr.
)

E

=
√

(E − Ethr.)2(E + Ethr.)2/E2 + 2m′1m
′
2(E − Ethr.)(E + Ethr.)/E2

=
√

2(E − Ethr.)2 + 4m′1m
′
2(E − Ethr.)/Ethr.

∼
√
E − Ethr. .

(3.96)
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3.6 Resonances∗

4 �antum fields
Goal: construction of a Lorentz-invariant interaction Lagrangian

4.1 Fock space of multi-particle states
Denote the state containing N particles with momenta pppi, spins σi, of type ni, by
|ppp1, σ1, n1; . . . ;pppN , σN , nN〉. All known particles are either bosons or fermions; i.e., for iden-
tical particles we have

| . . . pppσn . . . ppp′σ′n . . .〉 = ±| . . . ppp′σ′n . . . pppσn . . .〉 . (4.1)

We choose the normalization accordingly:

N = 0 : 〈0|0〉 = 1 , (4.2)

N = 1 : 〈q′|q〉 ≡ 〈ppp′σ′n′|pppσn〉 = δ3(ppp′ − ppp)δσ′σδn′n ≡ δ(q′ − q) , (4.3)

N = 2 : 〈q′1q′2|q1q2〉 = δ(q′1 − q1)δ(q′2 − q2)± δ(q′2 − q1)δ(q′1 − q2) , (4.4)

and in general

〈q′1q′2 . . . q′M |q1q2 . . . qN〉 = δNM
∑
P

δP
∏
i

δ(q′i − qPi) , (4.5)

where P is a permutation operator. We de�ne the creation operator a†(pppσn) by

a†(q)|q1q2 . . . qN〉 = |qq1q2 . . . qN〉 . (4.6)

�us, we can obtain the N -particle state from the vacuum state |0〉 as

|q1q2 . . . qN〉 = a†(q1)a†(q2) · · · a†(qN)|0〉 . (4.7)

�e adjoint annihilation operator a(pppσn) removes a particle from the state. In particular,

a(q)|q〉 = |0〉 , (4.8)

a(q)|0〉 = 0 . (4.9)

One can show [3] that these operators satisfy the following (anti-)commutation relations

[a(q), a†(q′)]∓ ≡ a(q)a†(q′)∓ a†(q′)a(q) = δ(q′ − q) , (4.10)

[a(q), a(q′)]∓ = [a†(q), a†(q′)]∓ = 0 . (4.11)

All operators acting on the Hilbert space of multi-particle states can be wri�en as a sum of

products of creation and annihilation operators (see Ref. [3] for a proof). In particular, this

applies to the interaction Hamiltonian (density) H(x). �e interaction Hamiltonian must

be a Lorentz scalar and satisfy the condition (3.69). �is is achieved in the simplest way of

constructing the Hamiltonian out of quantum �elds.
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4.2 Dirac algebra and spinors
Reminder: Lie algebra of the Lorentz group. �e generator of the rotations, JJJ , satisfy the

commutation relations

[J i, J j] = iεijkJk . (4.12)

Together with the generators of the Lorentz boosts,KKK , we have in addition

[J i, Kj] = iεijkKk , (4.13)

[Ki, Kj] = −iεijkJk . (4.14)

De�ning JJJ ≡ (J23, J31, J12) andKKK ≡ (J01, J02, J03), this can be wri�en in a compact way

as [
Jµν , Jρσ

]
= i
(
ηνρJµσ − ηµρJνσ − ησµJρν + ησνJρµ

)
, (4.15)

where Jµν = −Jνµ are the generators of the Lorentz group, i.e.

D(Λ) = exp
(
− i

2
ωµνJ

µν
)
, (4.16)

with ωµν = −ωνµ. For instance, for four-vectors we have D(Λ) = Λ; for a boost in the z
direction we �nd the familiar expression

Λα
β = exp

(
−iω03J

03
)α
β

= exp


0 0 0 η
0 0 0 0
0 0 0 0
η 0 0 0

 =


cosh η 0 0 sinh η

0 0 0 0
0 0 0 0

sinh η 0 0 cosh η

 . (4.17)

Goal: construction of the spin-1/2 representation of the Lorentz group (“spinor represen-

tation”).

Start with a set of four 4× 4 matrices γµ satisfying the Cli�ord relation

{γµ, γν} ≡ γµγν + γνγµ = 2ηµν . (4.18)

We then de�ne

J µν ≡ i
4
[γµ, γν ] . (4.19)

It is tedious but straightforward to show that these J µν
satisfy Eq. (4.15). One can also show

D(Λ)1D−1(Λ) = 1 , (4.20)

D(Λ)γρD−1(Λ) = Λ ρ
σ γ

σ , (4.21)

D(Λ)J ρσD−1(Λ) = Λ ρ
µ Λ σ

ν J µν . (4.22)

We now de�ne

γ5 ≡ iγ0γ1γ2γ3 . (4.23)

It is easy to show that

{γ5, γ
µ} = 0 , (4.24)
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and

1 ; γµ ; J µν ; γµγ5 ; γ5 (4.25)

form a basis of the Cli�ord algebra.
We can introduce a “parity transformation” using

β ≡ γ0 = β−1 . (4.26)

We have

β1β = 1 . . . scalar (4.27)

βγiβ = −γi ; βγ0β = γ0
. . . vector (4.28)

βJ ijβ = J ij ; βJ i0β = −J i0
. . . tensor (4.29)

βγiγ5β = γiγ5 ; βγ0γ5β = −γ0γ5 . . . axial vector (4.30)

βγ5β = −γ5 . . . pseudoscalar (4.31)

A useful explicit representation of the Dirac matrices is the so-called chiral representation:

γ0 =

(
0 1

1 0

)
, γi =

(
0 σi

−σi 0

)
, (4.32)

with the Pauli matrices

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (4.33)

In this representation,

γ5 =

(
−1 0
0 1

)
. (4.34)

�ematricesD(Λ) in this representation act on four-componentDirac spinors (not on Lorentz
four-vectors!). �e generators are (in the chiral representation):

J ij =
1

2
εijk
(
σk 0
0 σk

)
, J j0 = − i

2

(
σj 0
0 −σj

)
. (4.35)

Now we choose a basis for the Dirac spinors:

u(0, 1
2
) =

1√
2

(
ξ
ξ

)
, u(0,−1

2
) =

1√
2

(
η
η

)
,

v(0, 1
2
) =

1√
2

(
η
−η

)
, v(0,−1

2
) =

1√
2

(
−ξ
ξ

)
,

(4.36)

where

ξ =

(
1
0

)
, η =

(
0
1

)
. (4.37)
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�ese are eigenvectors of the spin-z operator

J 3 = J 12 =
1

2

(
σ3 0
0 σ3

)
, (4.38)

with eigenvalues
1
2
, −1

2
, −1

2
,

1
2
. How do the spinors transform under a L.T.?

Reminder: four-momentum
E
0
0
p3

 = exp
(
−iθK3

)
m
0
0
0

 = exp


0 0 0 θ
0 0 0 0
0 0 0 0
θ 0 0 0



m
0
0
0

 =


m cosh θ

0
0

m sinh θ

 . (4.39)

We have E = m cosh θ = m
2

(eθ + e−θ), p3 = m sinh θ = m
2

(eθ − e−θ), and therefore

eθ =
E + p3

m
, e−θ =

E − p3

m
. (4.40)

Now let us perform the same boost for spinors. We write u(0, σ) = (χ, χ)T/
√

2, where
χ = ξ, η; and ppp = (0, 0, p3):3

u(ppp, σ) =

√
m

2E
exp

[
− θ

2

(
σ3 0
0 −σ3

)](
χ
χ

)

=

√
m

2E


e−θ/2

eθ/2

eθ/2

e−θ/2

(χχ
)

=

√
m

2E

eθ/2(1−σ3

2

)
+ e−θ/2

(
1+σ3

2

)
0

0 eθ/2
(

1+σ3

2

)
+ e−θ/2

(
1−σ3

2

)(χ
χ

)
(4.41)

Now we use

√
meθ/2 =

√
E + p3

and

√
me−θ/2 =

√
E − p3

, and �nd

u(ppp, σ) =
1√
2E


[√

E + p3
(

1−σ3

2

)
+
√
E − p3

(
1+σ3

2

)]
χ[√

E + p3
(

1+σ3

2

)
+
√
E − p3

(
1−σ3

2

)]
χ

 . (4.42)

One can easily show, by an explicit calculation, that

u†(ppp, σ)u(ppp, σ) = 1 . (4.43)

For χ = ξ = (1, 0)T and a large boost (E ≈ p3
), Eq. (4.42) becomes

u(ppp, 1/2) =
1√
2E

(√
E − p3ξ√
E + p3ξ

)
→
(

0
ξ

)
. (4.44)

3
�e presence of the normalization factor

√
m/E is required such that the quantum �elds (to be de�ned later)

have the desired Lorentz transformation properties. See Ref. [3] for details.
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For χ = η = (0, 1)T

u(ppp,−1/2) =
1√
2E

(√
E + p3η√
E − p3η

)
→
(
η
0

)
. (4.45)

�e spinors (4.44), (4.45) are eigenstates of the helicity operator

h =
ppp · JJJ
|ppp| =

1

2
p̂k
(
σk 0
0 σk

)
, (4.46)

with eigenvalues +1
2
and −1

2
, respectively. Generally, using

PR ≡ 1
2

(
1 + γ5

)
(4.23)

=

(
0 0
0 1

)
, PL ≡ 1

2

(
1− γ5

)
(4.23)

=

(
1 0
0 0

)
, (4.47)

we can decompose every spinor Ψ into a “le�-handed” and a “right-handed” part:

Ψ = (PR + PL)Ψ ≡ ΨL + ΨR . (4.48)

Lorentz-covariant bilinears
Not all generators in Eq. (4.35) are Hermitian: (J ij)† = J ij

, but (J 0j)† = −J 0j
. Hence, in

general D(Λ)† 6= D(Λ)−1
, and u†u is not a Lorentz scalar. We can use a “trick” to construct

a Lorentz scalar, as follows: De�ne ū ≡ u†β = u†γ0
. �en

ūu = u†βu
L.T.→ (D(Λ)u)†βD(Λ)u

= u†D(Λ)†βD(Λ)u

= u† exp
(
i
2
ωµνJ µν†)β exp

(
− i

2
ωµνJ µν

)
u

(4.29)

= u†β exp
(
i
2
ωµνJ µν

)
exp
(
− i

2
ωµνJ µν

)
u

= ūu .

(4.49)

In analogy, we can construct Lorentz four-vectors ūγµu, etc.
�e Dirac spinors u(ppp, σ), u(ppp, σ) satisfy the Dirac equation (here, we introduce Feynman’s

short-hand notation pµγ
µ = /p):

(/p−m)u(ppp, σ) = 0 , (4.50)

(/p+m)v(ppp, σ) = 0 . (4.51)

Consider, e.g., Eq. (4.50) in the rest frame:

(/p−m)u(ppp, σ) = (mγ0 −m)u(0, σ)
(4.32),(4.36)

=
m√

2

(
−1 1

1 −1

)(
ξ
ξ

)
= 0 . (4.52)

Perform a Lorentz boost (drop global factor

√
m/E):

0 = D(Λ)(mγ0 −m)u(0, σ) = [mD(Λ)γ0D−1(Λ)−m]D(Λ)u(0, σ)

(4.21)

= [mΛ 0
µ γ

µ −m]u(ppp, σ)
k=(m,000)

= [kνΛ
ν
µ γ

µ −m]u(ppp, σ)

= (/p−m)u(ppp, σ) .

(4.53)

Similarly for v(ppp, σ).
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4.3 The Dirac field
Using the Dirac spinors, we can write the Dirac �eld as

ψ`(x) =
∑
σ

∫
d3p

(2π)3/2

[
u`(ppp, σ)a(ppp, σ)e−ip·x + v`(ppp, σ)ac†(ppp, σ)eip·x

]
. (4.54)

Here, the u`, v` are given by Eq. (4.36). One can show [3] that a(ppp, σ) annihilates a spin-1/2
fermion with momentum ppp, spin-z component σ, and mass m. ac†(ppp, σ) creates the cor-

responding antiparticle with opposite charge. �e four-momenta are on-shell, i.e. p0 =√
|ppp|2 +m2

. We also have

ψ̄`(x) ≡ ψ`β =
∑
σ

∫
d3p

(2π)3/2

[
v̄`(ppp, σ)ac(ppp, σ)e−ip·x + ū`(ppp, σ)a†(ppp, σ)eip·x

]
. (4.55)

Eq.s (4.50), (4.51) immediately imply that the Dirac �elds satisfy the Dirac equation

(i/∂ −m)ψ`(x) = 0 . (4.56)

Let’s calculate the equal-time commutators for the Dirac �eld:

{ψ(xxx, t), ψ†(yyy, t)} =

∫
d3pd3p′

(2π)3

∑
σσ′

[
u(ppp, σ)u†(ppp′, σ′)e−ip·x+ip′·y′

δ3(ppp−ppp′)δσσ′︷ ︸︸ ︷
{a(ppp, σ), a†(ppp′, σ′)}

+ v(ppp, σ)v†(ppp′, σ′)eip·x−ip
′·y′ {ac†(ppp, σ), ac(ppp′, σ′)}︸ ︷︷ ︸

δ3(ppp−ppp′)δσσ′

]
=

∫
d3p

(2π)3

∑
σ

[
u(ppp, σ)u†(ppp, σ)e−ippp·(xxx−yyy) + v(ppp, σ)v†(ppp, σ)eippp·(xxx−yyy)

]
.

(4.57)

Calculate the spin sums:∑
σ

u(ppp, σ)u†(ppp, σ)

=
m

p0

∑
σ

D(L(p))u(0, σ)
(
D(L(p))u(0, σ)

)†
=
m

p0
D(L(p))

∑
σ

u(0, σ)u(0, σ)†D(L(p))†

(4.36)

=
m

2p0
D(L(p))(1 + γ0)D(L(p))†

=
m

2p0

[
D(L(p))γ0D−1(L(p)) +D(L(p))D−1(L(p))

]
γ0

=
1

2p0
(/p+m)γ0 .

(4.58)
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(Here, we used βD† = D−1β and 1 = γ0γ0
in the second-to-last line, and the same “trick”

as in the derivation of the Dirac equation in the last line.) Similarly, one shows∑
σ

v(ppp, σ)v†(ppp, σ) =
1

2p0
(/p−m)γ0 . (4.59)

Insert into Eq. (4.57):

{ψ(xxx, t), ψ†(yyy, t)} =

∫
d3p

(2π)3

1

2p0

[
(p0γ0 − ppp · γγγ +m)e−ippp·(xxx−yyy)

+ (p0γ0 − ppp · γγγ −m)eippp·(xxx−yyy)
]
γ0

ppp→−ppp
in 2nd term

=

∫
d3p

(2π)3

1

2p0

[
(p0γ0 − ppp · γγγ +m+ p0γ0 + ppp · γγγ −m)

]
γ0︸ ︷︷ ︸

2p0

e−ippp·(xxx−yyy)

= δ3(xxx− yyy) ,

(4.60)

or, with explicit indices,

{ψ`(xxx, t), iψ†k(yyy, t)} = iδ3(xxx− yyy)δ`k . (4.61)

�e other anticommutators are (exercise)

{ψ`(xxx, t), ψk(yyy, t)} = {iψ†`(xxx, t), iψ†k(yyy, t)} = 0 . (4.62)

4.4 Canonical formalism for the Dirac field
Eqs. (4.61) and (4.61) show that we can regard q = Ψ, p = iΨ† as canonically conjugated

variables.

�e Lagrangian L = L[Ψ(t), Ψ̇(t)] is a functional of the �elds and their time derivatives.

�e conjugated �elds are de�ned as

Π`(xxx, t) ≡
δL[Ψ(t), Ψ̇(t)]

δΨ̇`(t)
. (4.63)

�e equations of motion (e.o.m.) are

Π̇`(xxx, t) =
δL[Ψ(t), Ψ̇(t)]

δΨ`(t)
. (4.64)

�e e.o.m. follow from a variational principle: De�ne the action as

I[Ψ] ≡
∞∫

−∞

dt L[Ψ(t), Ψ̇(t)] . (4.65)
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For an arbitrary variation δΨ with δΨ(±∞) = 0 we have

δI[Ψ] =

∞∫
−∞

dt

[
δL

δΨ`(x)
δΨ`(x) +

δL

δΨ̇`(x)
δΨ̇`(x)

]

P.I.

=

∞∫
−∞

dt

∫
d3x

[
δL

δΨ`(x)
− d

dt

δL

δΨ̇`(x)

]
δΨ`(x)

(4.66)

(action principle). In Lorentz-invariant �eld theories, we write L as an integral over a La-
grangian density L,

L[Ψ(t), Ψ̇(t)] =

∫
d3xL

(
Ψ(xxx, t),∇Ψ(xxx, t), Ψ̇(xxx, t)

)
, (4.67)

such that the action becomes (∂µ ≡ ∂/∂xµ)

I[Ψ] =

∫
d4xL

(
Ψ(x), ∂µΨ(x)

)
. (4.68)

�e variation of L under Ψ→ Ψ + δΨ becomes

δL =

∫
d3x

[
∂L
∂Ψ`

δΨ` +
∂L

∂(∇Ψ`)
∇δΨ` +

∂L
∂Ψ̇`

δΨ̇`

]
=

∫
d3x

[(
∂L
∂Ψ`
−∇ ∂L

∂(∇Ψ`)

)
δΨ` +

∂L
∂Ψ̇`

δΨ̇`

]
,

(4.69)

and comparing with Eq. (4.66) we get

δL

δΨ`
=

∂L
∂Ψ`
−∇ ∂L

∂(∇Ψ`)
(4.70)

δL

δΨ̇`
=

∂L
∂Ψ̇`

. (4.71)

�e e.o.m. (4.64) are then the Euler-Lagrange equations

∂µ
∂L

∂(∂µΨ`)
=

∂L
∂Ψ`

. (4.72)

�e Hamiltonian is given by the Legendre transformation

H =
∑
`

∫
d3xΠ`(xxx, t)Ψ̇

`(xxx, t)− L[Ψ(t), Ψ̇(t)] . (4.73)
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4.5 Global symmetries
Assume that the action (4.65) is invariant under the in�nitesimal �eld transformation

Ψ`(x)→ Ψ`(x) + iεF `(x) , (4.74)

i.e.

0 = δI = iε

∫
d4x

δI[Ψ]

δΨ`(x)
F `(x) . (4.75)

For ε a constant this is a global symmetry. (NB: �e e.o.m. need not be satis�ed, otherwise

Eq. (4.75) is trivially satis�ed.) Now consider ε = ε(x). In order that δI = 0 for constant ε,
we must have

δI = −
∫
d4xJ µ(x)

∂ε(x)

∂xµ
, (4.76)

for some current J µ(x). If now the �elds satisfy the e.o.m., we have δI = 0, and integrating
by parts yields

0 =
∂J µ(x)

∂xµ
. (4.77)

�is is Noether’s theorem: symmetries imply conservation laws. For each conserved current

J µ
, Gauss’ theorem implies that

F ≡
∫
d3xJ 0

(4.78)

is conserved:

0 =
dF

dt
. (4.79)

If the Lagrangian density L is invariant under the transformation (4.74), we can calculate

J µ
explicitly. �e variation of the action, with ε = ε(x), is

δI[Ψ] = i

∫
d4x

[
∂L
∂Ψ`
F `(x)ε(x) +

∂L
∂(∂µΨ`)

∂µ(F `(x)ε(x))

]
. (4.80)

�e invariance of L for constant ε requires

0 =
∂L
∂Ψ`
F `(x) +

∂L
∂(∂µΨ`)

∂µF `(x) , (4.81)

hence the variation of I for arbitrary �elds is

δI[Ψ] = i

∫
d4x

∂L
∂(∂µΨ`)

F `(x)∂µε(x) . (4.82)

Comparison with (4.76) yields

J µ = −i ∂L
∂(∂µΨ`)

F ` . (4.83)
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Application to the Dirac field

�e Lagrangian density for the free Dirac �eld is

L = ψ̄(i/∂ −m)ψ . (4.84)

�e Euler-Lagrange equations give

0 = ∂µ
∂L

∂(∂µψ)
− ∂L
∂ψ

= ∂µiψ̄γ
µ +mψ̄ , (4.85)

and, a�er multiplying by β and Hermitian conjugation,

(i/∂ −m)ψ = 0 . (4.86)

(�is is the Dirac equation again.)

Invanriance of Eq. (4.84) under ψ → eiεψ = ψ + iεψ gives the corresponding Noether

current

Jµ = −i ∂L
∂(∂µψ)

= ψ̄γµψ . (4.87)

Spin∗

4.6 Vector fields
In analogy to Eq. (4.54) we now de�ne a quantum vector �eld (for now, we only consider

massive particles), i.e. here we have D(Λ)µν = Λµ
ν . We have

V µ(x) =
∑
σ

∫
d3p

(2π)3/2
√

2p0

[
eµ(ppp, σ)a(ppp, σ)e−ip·x + eµ∗(ppp, σ)ac†(ppp, σ)eip·x

]
. (4.88)

Here, a(ppp, σ) annihilates a massive spin-1 particle with momentum ppp and spin-z component

σ, and ac†(ppp, σ) creates the corresponding antiparticle. We can choose the polarization vectors
as follows. For ppp = 0 we de�ne

eµ(0, 0) =


0
0
0
1

 , eµ(0,+1) = − 1√
2


0
1
i
0

 , eµ(0, 0) =
1√
2


0
1
−i
0

 . (4.89)

�e polarization vectors for non-zero momenta ppp 6= 0 can then be obtained by a Lorentz

boost. We denote by L(ppp) the L.T. that transforms (M,000) into (E,ppp). �en we have

eµ(ppp, σ) ≡ L(p)µνe
ν(0, σ) , (4.90)

For the polarization sum we obtain (exercise!)

Πµν(ppp) ≡
∑
σ

eµ(ppp, σ)eν∗(ppp, σ) = −ηµν +
pµpν

M2
. (4.91)
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�e �eld V (x) satis�es an important �eld equation. De�ning kµ ≡ (M,000) and using

Eq. (4.90), we see

pµe
µ(ppp, σ) = ηµρp

ρeµ(ppp, σ) = ηµρL
ρ
σ(p)Lµν(p)k

σeµ(0, σ) = ησνk
σeν(0, σ) = 0 , (4.92)

and therefore
4

∂µV
µ(x) = 0 . (4.95)

4.7 Massless vector fields?
Consider the “object”

Aµ(x) =
∑
σ=±1

∫
d3p

(2π)3/2
√

2p0

[
eµ(ppp, σ)a(ppp, σ)e−ip·x + eµ∗(ppp, σ)a†(ppp, σ)eip·x

]
. (4.96)

Here, a, a† annihilate / create massless spin-one particles. We can choose polarization vectors

as follows. Let kµ = (κ, 0, 0, κ), k2 = 0, and de�ne

eµ(kkk,±1) =
1√
2


0
1
±i
0

 . (4.97)

Denote by R(p̂) the rotation that brings the z-axis into the direction of ppp. �en the eµ for

general momenta are (note that a boost in z direction does not a�ect eµ(kkk,±1))

eµ(ppp,±1) = R(p̂)µνe
ν(kkk,±1) . (4.98)

In particular, e0(kkk,±1) = 0 and kkk · eee(kkk,±1) = 0, so

e0(ppp,±1) = 0 (4.99)

and

ppp · eee(ppp,±1) = 0 . (4.100)

4
Interestingly, these would be the equations of electrodynamics forM → 0 in Lorentz gauge. Is it allowed to

take this limit? Assume a Hamilton density of the formH = JµV
µ
, where Jµ is some four-vector current.

�e squared transition matrix element then has the form∑
σ

∣∣〈Jµ〉eµ∗(ppp, σ)
∣∣2 = 〈Jµ〉〈Jν〉∗

(
− ηµν +

pµpν

M2︸ ︷︷ ︸
−→∞ as M→0

)
. (4.93)

We see that 〈Jµ〉pµ has to vanish, or, equivalently, Jµ has to be conserved:

∂µJ
µ = 0 . (4.94)
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�erefore, Aµ(x) saties�es the �eld equations

A0(x) = 0 (4.101)

and

∇ ·AAA(x) = 0 . (4.102)

�is shows immediately thatAµ(x) cannot be a Lorentz four-vector. In fact, it can be shown [3]
that under a L.T. Aµ transforms like a four-vector only up to a gauge transformation,

Aµ(x)→ Λν
µAν(Λx) + ∂νΩ(x) , (4.103)

with a scalar function Ω(x). One has to constructH(x) in terms of

Fµν = ∂µAν(x)− ∂νAµ(x) (4.104)

(this is a Lorentz tensor, due to antisymmetry), or with terms of the formAµJ
µ
, with ∂µJ

µ =
0. �is is the origin of gauge invariance.
From Eq.s (4.97), (4.98) we obtain the polarization sum∑

σ=±

ei(ppp, σ)ej∗(ppp, σ) = δij − pipj

|ppp|2 . (4.105)

5 �antum electrodynamics

5.1 Gauge invariance
How can we construct a Lorentz-invariant interaction out of the �elds (4.96), (4.54), (4.55)?

Recall Aµ → Aµ + ∂µΩ. Require that the action be invariant under the gauge transformation

Aµ(x)→ Aµ(x) + ∂µε(x) . (5.1)

To this end, couple Aµ(x) to a conserved current:

IM ⊃ −
∫
d4xJ µAµ(x) . (5.2)

�en under the transformation (5.1)

δIM = −
∫
d4xJ µ∂µε(x)

P.I.

=

∫
d4x ∂µJ µε(x) = 0 . (5.3)

We have seen that the symmetry transformation ψ(x)→ ψ(x) + δψ(x), with

δψ(x) = −iεψ(x) , (5.4)

yields a conserved current for constant ε, and for ε = ε(x) (see Eq. (4.76))

δIM =

∫
d4xJ µ∂µε(x) , (5.5)
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so we can couple Aµ to this current J µ
. In summary, the action must be invariant under the

combined transformations

δAµ(x) = ∂µε(x) , (5.6)

δψ(x) = −iε(x)eψ(x) , (5.7)

where we factored out the electric charge e. �is is a local or gauge symmetry.
�e antisymmetric tensor �eld

Fµν(x) ≡ ∂µAν(x)− ∂νAµ(x) (5.8)

is invariant under (5.1). We use (5.8) to construct the kinetic term of QED:

Iγ = −1

4

∫
d4xFµν(x)F µν(x) . (5.9)

5.2 �antization of electrodynamics
�antizing electrodynamics is a complicated business, due to gauge invariance and several

constraints (such as A0 ≡ 0). In this lecture, I will not a�empt to explain it and refer to

Ref. [3] or my lecture notes on QFT. Instead, I will just give the result of the analysis in a few

lines. For the rest of the lecture, we will just use these results to calculate physical processes.

�e QED Lagrangian in the interaction picture is given by

L = ψ̄(i/∂ −m)ψ − 1
4
FµνF

µν − JµAµ , (5.10)

with

J µ = eψ̄(x)γµψ(x) . (5.11)

�e interaction Hamiltonian can be obtained by a Legendre transformation. In particular,

the interaction term is given by

V (t) =

∫
d3xJµ(xxx, t)Aµ(xxx, t) , (5.12)

where

J µ(xxx, t) = exp(iH0t)J µ(xxx, 0) exp(−iH0t) . (5.13)

5.3 Propagators
As a preparation for later, we will calculate the propagators.

5.3.1 The propagator for the Dirac field

�e propagator is de�ned as the vacuum expectation value of the time-ordered product

〈0|T{ψl(x)ψ̄m(y)}|0〉
= θ(x0 − y0)〈0|ψl(x)ψ̄m(y)|0〉 − θ(y0 − x0)〈0|ψ̄m(y)ψl(x)|0〉 . (5.14)
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Consider the �rst term:

〈0|ψl(x)ψ̄m(y)|0〉

= 〈0|
∫
d3pd3p′

(2π)3

∑
σσ′

[(
ul(ppp, σ)e−ip·xa(ppp, σ) + vl(ppp, σ)eip·xac†(ppp, σ)

)
×
(
v̄m(ppp′, σ′)e−ip

′·yac(ppp′, σ′) + ūm(ppp′, σ′)eip
′·ya†(ppp′, σ′)

)]
|0〉 .

(5.15)

Only the term with aa† survives. We use

〈0|a(ppp, σ)a†(ppp′, σ′)|0〉 = −0 + δ3(ppp− ppp′)δσσ′ (5.16)

to �nd

〈0|ψl(x)ψ̄m(y)|0〉 =

∫
d3p

(2π)3
e−ip·(x−y)

∑
σ

ul(ppp, σ)ūm(ppp′, σ′)

(4.58)

=

∫
d3p

(2π)3

(/p+m)lm

2p0
e−ip·(x−y) .

(5.17)

In complete analogy we �nd

〈0|ψ̄m(y)ψl(x)|0〉 =

∫
d3p

(2π)3

(−/p+m)lm

2p0
eip·(x−y) . (5.18)

�us, we can write the propagator as

〈0|T{ψl(x)ψ̄m(y)}|0〉
= θ(x0 − y0)(i/∂ +m)∆+(x− y) + θ(y0 − x0)(i/∂ +m)∆+(y − x) .

(5.19)

Now we use

∂

∂x0
θ(x0 − y0) = − ∂

∂x0
θ(y0 − x0) = δ(x0 − y0) (5.20)

to move the time derivatives in Eq, (5.19) past the θ functions:

〈0|T{ψl(x)ψ̄m(y)}|0〉
= (i/∂ +m)

[
θ(x0 − y0)∆+(x− y) + θ(y0 − x0)∆+(y − x)

]
− iγ0δ(x0 − y0)

[
∆+(x− y)−∆+(y − x)

]
.

(5.21)

For x0 = 0, ∆+(x) is even in x (compensate xxx → −xxx by shi�ing the integration variables

ppp→ −ppp), hence the terms in the second line cancel, and we have

〈0|T{ψl(x)ψ̄m(y)}|0〉 = (i/∂ +m)lm i∆F (x− y) , (5.22)

with the Feynman propagator

i∆F (x) ≡ θ(x0)∆+(x) + θ(−x0)∆+(−x) . (5.23)
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−iǫ

Im(s)

Re(s)

Figure 1: Fourier representation of the θ function.

We can rewrite this as follows, using the Fourier representation of the θ function

θ(t) =
−1

2πi

∞∫
−∞

ds
exp(−ist)
s+ iε

. (5.24)

(�is can be seen as follows. �e integrand has a simple pole at s = −iε. For t > 0, the
integrand converges for Im(s) < 0, so we can close the contour in the lower half plane. �e

residue theorem gives−2πi for the integral. For T < 0 we can close the contour in the upper
half plane, and the residue theorem gives zero. See Fig. 1.)

Insert Eq. (5.24) into the Feynman propagator:

i∆F (x) = − 1

2πi

∫
d3p

(2π)3

∞∫
−∞

ds
1

2p0

[
exp(−ip · x− isx0)

s+ iε
+

exp(ip · x+ isx0)

s+ iε

]
. (5.25)

Now we perform a change of integration variables: qqq = ppp, q0 = p0 + s in the �rst term, and
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qqq = −ppp, q0 = −p0 − s in the second term. We then �nd

i∆F (x) = − 1

2πi

∞∫
−∞

dq0

∫
d3q

(2π)3

exp(iqqq · xxx− iq0x0)

2
√
qqq2 +m2

×
[

1

q0 −
√
qqq2 +m2 + iε

+
1

−q0 −
√
qqq2 +m2 + iε

]
︸ ︷︷ ︸

−2
√
qqq2+m2

−(q0)2+qqq2+m2−iε2
√
qqq2+m2+O(ε2)

,
(5.26)

and so (q2 = (q0)2 − qqq2
)

∆F (x) =

∫
d4q

(2π)4

e−iq·x

q2 −m2 + iε
. (5.27)

Hence, the Dirac propagator is

〈0|T{ψ(x)ψ̄(y)}|0〉 =

∫
d4q

(2π)4

i(/q +m)

q2 −m2 + iε
e−iq·(x−y) . (5.28)

5.3.2 The propagator for the photon field

�e calculation of the photon propagator proceeds along similar lines, but is slightly more

involved. It can really be understood only using path integrals. �erefore, we just quote the

result. �e photon propagator is de�ned as

i∆µν(x− y) ≡ 〈0|T{Aµ(x)Aν(y)}|0〉 . (5.29)

�e explicit calculation gives the result

i∆µν(x− y) =

∫
d4q

(2π)4

−iηµν
q2 + iε

e−iq·(x−y) . (5.30)

6 Elementary processes of QED

6.1 e+e− → µ+µ−

Our interaction density for QED is (cf. Eq. (5.12))

H(x) = Jµ(x)Aµ(x) , (6.1)

with the current

Jρ(x) = e ψ̄eγρψe(x) + e ψ̄µγρψµ(x) . (6.2)

We insert this into the S-matrix (3.68). Now consider an e+e− initial state, with momenta ppp,
ppp′ and spins s, s′, and an µ+µ− �nal state, with momenta kkk, kkk′ and spins r, r′. I.e. our “in
state” is

|ppp, s;ppp′, s′〉 = a†(ppp, s, e−)a†(ppp′, s′, e+)|0〉 , (6.3)
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and the “out state” is

〈kkk, r;kkk′, r′| = 〈0|a(kkk, r, µ−)a(kkk′, r′, µ+) . (6.4)

By a suitable choice of the vacuum energy we can write all creation operators to the le� of

all annihilation operators in Eq. (6.2); this is called normal ordering, in symbols : H(x) :.
It is easy to see that, in our case, the �rst non-vanishing term in (3.68) is n = 2. �erefore,

we need to calculate

Sβα = −2πiδ4(pβ − pα)Mβα

=
(−i)2

2!

∫
d4x

∫
d4y〈0|a(kkk, r, µ−)a(kkk′, r′, µ+)

× e2T
{(

: ψ̄e(x) /A(x)ψe(x) : + : ψ̄µ(x) /A(x)ψµ(x) :
)

×
(

: ψ̄e(y) /A(y)ψe(y) : + : ψ̄µ(y) /A(y)ψµ(y) :
)}

× a†(ppp, s, e−)a†(ppp′, s′, e+)|0〉 .

(6.5)

Our strategy is, as usual, to move all annihilation operators to the right, until the annihi-

late the vacuum state. �e only non-zero le�-over terms originate from the arising delta

functions. Reminder:

ψ̄e ∼ a†(e−) + a(e+) ,

ψe ∼ a(e−) + a†(e+) ,

ψ̄µ ∼ a†(µ−) + a(µ+) ,

ψµ ∼ a(µ−) + a†(µ+) .

We denote the “(anti-)commutation” of an annihilation-creation-pair as a contraction; nota-

tion: . . . a . . . a† . . . . �e following contractions contribute to the matrix element in (6.5):

〈0|a(µ−)a(µ+)T
{(
ψ̄e /Aψe + ψ̄µ /Aψµ

)
(x)
(
ψ̄e /Aψe + ψ̄µ /Aψµ

)
(y)
}
a†(e−)a†(e+)|0〉 ,

and

〈0|a(µ−)a(µ+)T
{(
ψ̄e /Aψe + ψ̄µ /Aψµ

)
(x)
(
ψ̄e /Aψe + ψ̄µ /Aψµ

)
(y)
}
a†(e−)a†(e+)|0〉 .

(In addition, we need to contract the corresponding photon �elds.)

�e contraction of the external states with the �elds gives (we write only the relevant

�elds, for simplicity)

〈0|a(kkk, r, µ−)ψ̄µ(x) . . . |0〉
(4.54)

= 〈0|a(kkk, r, µ−)

∫
d3p

(2π)3/2

∑
σ

(
ū(ppp, σ)eip·xa†(ppp, σ) + . . .

)
. . . |0〉

(4.10),(4.11)
= − 0 + 〈0|

∫
d3p

(2π)3/2

∑
σ

ū(ppp, σ)eip·xδ3(kkk − ppp)δrσ . . . |0〉

=
ū(kkk, r, µ−)

(2π)3/2
eik·x〈0| . . . |0〉 .

(6.6)
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Similarly, we �nd

〈0|a(kkk′, r′, µ+)ψµ(x)|0〉 =
v(kkk′, r′, µ+)

(2π)3/2
eik
′·x , (6.7)

〈0|ψe(y)a†(ppp, s, e−)|0〉 =
u(ppp, s, e−)

(2π)3/2
e−ip·y , (6.8)

〈0|ψe(y)a(ppp′, s′, e+)|0〉 =
v̄(ppp′, s′, e+)

(2π)3/2
e−ip

′·y . (6.9)

In total, we get the two terms

Sβα = −e
2

2

∫
d4x

∫
d4y

1

(2π)6

× (ū(kkk, r)γµv(kkk′, r′))(v̄(ppp′, s′)γνu(ppp, s))

×
[
eik·x+ik′·x−ip·y−ip′·y 〈0|T{Aµ(x)Aν(y)ψe(x)}|0〉

+ eik·y+ik′·y−ip·x−ip′·x 〈0|T{Aµ(y)Aν(x)ψe(x)}|0〉
]

(5.30)

= − e2

(2π)6
(ū(kkk, r)γµv(kkk′, r′))(v̄(ppp′, s′)γνu(ppp, s))

×
∫
d4x

∫
d4y

∫
d4q

(2π)4

−iηµν
q2 + iε

e−iq·(x−y)ei(k+k′)·xe−i(p+p
′)·y

=
ie2

(2π)6
(ū(kkk, r)γµv(kkk′, r′))(v̄(ppp′, s′)γµu(ppp, s))

×
∫

d4q

(2π)4

1

q2 + iε
(2π)4δ4(−q + k + k′)(2π)4δ4(q − p− p′)

=
ie2

(2π)2

(ū(kkk, r)γµv(kkk′, r′))(v̄(ppp′, s′)γµu(ppp, s))

(p+ p′)2
δ4(k + k′ − p− p′)

≡ −2πiδ4(k + k′ − p− p′)Mβα .

(6.10)

where in the second equality we used that the expression is symmetric under the exchange

x↔ y.
Next, we would like to calculate |Mβα|2. As a preparation, we need the following relation

for the Hermitian conjugate of the Dirac matrices (exercise!):

(γµ)† = βγµβ , µ = 0, 1, 2, 3 . (6.11)

Our matrix element is

Mβα = − e2

(2π)3

1

(p+ p′)2
(ū(kkk, r)γµv(kkk′, r′))(v̄(ppp′, s′)γµu(ppp, s)) . (6.12)

We have

(ūγµv)∗ = (u†βγµv)† = v†γ†µβ
†u = v†βγµββu = v̄γµu , (6.13)

and similarly

(v̄γµu)∗ = ūγµv . (6.14)
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�erefore, we �nd

|Mβα|2 =
e4

(2π)6

1

((p+ p′)2)2
(ū(kkk, r)γµv(kkk′, r′))(v̄(kkk′, r′)γνu(kkk, r))

× (v̄(ppp′, s′)γµu(ppp, s))(ū(ppp, s)γνv(ppp′, s′)) .

(6.15)

In realistic experiments one frequently does not know the polarization of the electrons in the

initial state. If we are not interested in the polarization of the muons in the �nal state, we

average the cross section over the spin states of the initial-state particles and sum over the

spin states in the �nal state. Hence, we need to calculate

1
2

∑
s

1
2

∑
s′

∑
rr′

|Mβα|2 .

We insert (6.15) and use the spin sums (4.58), (4.59). �e �rst factor in Eq. (6.15) gives (writing

the spinor indices explicitly):∑
rr′

∑
abcd

(ūa(kkk, r)(γµ)abvb(kkk
′, r′)v̄c(kkk

′, r′)(γν)cdud(kkk, r))

=
∑
abcd

[
(/k +mµ)da(γµ)ab(/k

′ −mµ)bc(γν)cd
] 1

2k02k′0

=
1

4k0k′0
Tr

{
(/k +mµ)γµ(/k

′ −mµ)γν
}
.

(6.16)

Similar for the second factor in (6.15). In total, we have for the “summed and averaged”

absolute value squared,

|M |2 ≡ 1
4

∑
spins

|M |2 , (6.17)

writing p+ p′ = q,

|M |2 =
1

4

e4

(2π)6

1

q4

1

16k0k′0p0p′0
Tr

{
(/k +mµ)γµ(/k

′ −mµ)γν
}
Tr

{
/p
′γµ/pγ

ν
}

(6.18)

wherewe neglected the electronmass (the electrons in this process are always ultra-relativistic,

sincemµ � me). Next we need to evaluate the traces. We have

Tr{γµ} = Tr{γµγ5γ5} = −Tr{γ5γ
µγ5} = −Tr{γµγ5γ5} = −Tr{γµ} (6.19)

and so Tr{γµ} = 0. In general, the trace of a product of an odd number of Dirac matrices

vanishes. Furthermore,

Tr{γµγν} = 1
2
Tr{γµγν + γνγµ} = 1

2
· 2 · ηµνTr{1} = 4ηµν . (6.20)

Similarly, one can show that

Tr{γµγνγργσ} = 4
(
ηµνηρσ − ηµρηνσ + ηµσηνρ

)
. (6.21)
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p = (E, 0, 0, E)

e− e+

µ−

µ+

θ p′ = (E, 0, 0,−E)

x

y
z k = (E,k)

k′ = (E,−k)

Figure 2: Kinematics for e+e− → µ+µ− in the center-of-mass system.

Using these results, we get

Tr

{
/p
′γµ/pγ

ν
}

= p′ρpσTr
{
γργµγσγν

}
= 4(p′µpν − (p′ · p) ηµν + p′νpµ) (6.22)

and

Tr

{
(/k +mµ)γµ(/k

′ −mµ)γν
}

= −4m2
µηµν + 4(k′µkν − (k′ · k) ηµν + k′νkµ) . (6.23)

Inserting this into (6.18) yields

|M |2 =
1

4

e4

(2π)6

1

q4

1

16k0k′0p0p′0

× 16
[
2m2

µ(p′ · p) + 2(p′ · k′)(p · k) + 2(p′ · k)(p · k′)
]
.

(6.24)

To simplify this further, consider kinematics in center-of-mass system (see Fig. 2). Here,

|kkk| =
√
E2 −m2

µ and kz = |kkk| cos θ. We have q2 ≡ (p + p′)2 = 4E2
; p · p′ = 2E2

;

p · k = p′ · k′ = E2 − E|kkk| cos θ; p · k′ = p′ · k = E2 + E|kkk| cos θ. With this we get

|M |2 =
1

4

2e4

(2π)6

1

16E4

1

EeE ′eEµE
′
µ

×
[
2m2

µE
2 + E2(E − |kkk| cos θ)2 + E2(E + |kkk| cos θ)2︸ ︷︷ ︸

2E4+2E2(E2−m2
µ) cos2 θ

]
=

1

4

2e4

(2π)6

1

16E4

1

E4
2E4

[
1 +

m2
µ

E2
+

(
1− m2

µ

E2

)
cos2 θ

]
.

(6.25)
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Inserting into (3.42) gives

dσ(e+e− → µ+µ−)

dΩ
=

(2π)4|kkk|E4

4E2 · E |M |2

=
1

4

e4

(2π)2

1

4E4

[
1 +

m2
µ

E2
+

(
1− m2

µ

E2

)
cos2 θ

]
E(E2 −m2

µ)1/2

4

=
α2

4s

√
1− m2

µ

E2

[
1 +

m2
µ

E2
+

(
1− m2

µ

E2

)
cos2 θ

]
,

(6.26)

with s ≡ (2E)2
the square of the center-of-mass energy and α = e2/(4π) ≈ 1/137 the �ne

structure constant. Integrating over dΩ = 2πd cos θ we obtain the total cross section

σ(e+e− → µ+µ−) =
4πα2

3s

√
1− m2

µ

E2

(
1 +

1

2

m2
µ

E2

)
. (6.27)

In the high-energy limit (E � mµ) we obtain

dσ

dΩ

E�mµ−→ α2

4s
(1 + cos2 θ) , (6.28)

σ
E�mµ−→ 4πα2

3s
+O

(
m4
µ

E4

)
. (6.29)

For E � mµ, the energy is the only dimensionful quantity in the process, so Eq. (6.29)

follows (up to the constant factor) from “naive dimensional analysis” (NDA).

6.2 The Feynman rules for QED
Our strategy to calculate the S-matrix element by bringing all annihilation operators to

the right generalizes (“Wicks theorem”, C. G. Wick 1950 [4]). Formally, one transforms a

time-ordered into a normal-ordered product. �e appearing contractions can be represented

graphically. As usual, we classify external states by their three-momentum ppp and spin-z
component (or helicity) σ. �en we have for an

incoming fermion:

ℓ
:

u`(ppp, σ)

(2π)3/2
, (6.30)

incoming antifermion:

ℓ
:

v̄`(ppp, σ)

(2π)3/2
, (6.31)

outgoing fermion:

ℓ
:

ū`(ppp, σ)

(2π)3/2
, (6.32)

outgoing antifermion:

ℓ
:

v`(ppp, σ)

(2π)3/2
, (6.33)

incoming photon:

µ
:

eµ(ppp, σ)

(2π)3/2
√

2p0
, (6.34)
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outgoing photon:

µ
:

e∗µ(ppp, σ)

(2π)3/2
√

2p0
. (6.35)

�e interactions are symbolized by vertices. �e integration over x1, x2, . . . in (3.68) e�ec-

tively yields a momentum-conservation delta function for each xi. Hence, each vertex gives

a factor

ℓ

m

µ
k

k′
q

: −iQf (γ
µ)`m(2π)4δ4(k + k′ − q) .

(6.36)

Here, Qf denotes the charge of fermion f . �e contraction of two internal �elds yields a

factor

ℓ k
q →

:
1

(2π)4

i(/q +m)

q2 −m2 + iε
(6.37)

for fermions, and

µ ν
q →

:
1

(2π)4

−iηµν
q2 + iε

(6.38)

for photons. �e Feynman rules to obtain the transition matrix elements are:

1. Draw all Feynman diagrams contributing to a given process, with a given maximal

number of vertices, using the building blocks (6.30)-(7.43).

2. Replace each building block by its mathematical expression.

3. Integrate over the momenta of all internal lines, and sum over contracted Lorentz and

Dirac index pairs.

4. Add the contributions of all diagrams.

5. Each closed fermion line yields a factor (−1). If two Feynman diagrams di�er by an

odd number of permutations of fermionic annihilation or creation operators, they get

a relative minus sign.

Example: Muon pair production.

e−

e+

µ−

µ+

k

p

p′

k′

NB: We symbolize all contributions obtained by a mere renumbering of internal vertices

by the same Feynman diagram! �is cancels the factor 1/n! in (3.68).
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6.3 e+e− → µ+µ−: High-energy limit and helicity structure
In this section we will treat electrons andmuons as massless (high-energy limit). Where does

the angular dependence (1+cos θ) in Eq. (6.28) come from? As an exercise, we construct the

transition amplitude using the Feynman rules:

−2πiδ4(k + k′ − p− p′)M

=

∫
d4q

[
ū(kkk, r)

(2π)3/2
(−ie)γµv(kkk′, r′)

(2π)3/2
(2π)4δ4(k + k′ − q)

× 1

(2π)4

−iηµν
q2 + iε

× v̄(ppp′, s′)

(2π)3/2
(−ie)γν u(ppp, s)

(2π)3/2
(2π)4δ4(q − p− p′)

]
=

ie2

(2π)2

(ū(kkk, r)γµv(kkk′, r′))(v̄(ppp′, s′)γµu(ppp, s))

(p+ p′)2
δ4(k + k′ − p− p′) .

(6.39)

NB: When not writing explicit spinor indices, all fermion lines must be “evaluated” against
the direction of arrows.

We will evaluate the amplitude separately for all helicities (massless fermions!). First, we

decompose all spinors into their LH and RH components:

ψ = PLψ + PRψ = ψL + ψR = 1
2
(1− γ5)ψ + 1

2
(1 + γ5)ψ . (6.40)

We have seen that themassless LH and RH spinors, u(ppp,−1/2) = PLu(ppp,−1/2) andu(ppp, 1/2) =
PRu(ppp, 1/2), are eigenstates of the helicity operator with eigenvalues −1/2 and +1/2, re-
spectively. Similarly, v(ppp,−1/2) = PLv(ppp,−1/2) and v(ppp, 1/2) = PRv(ppp, 1/2), are eigen-
states with eigenvalues +1/2 and −1/2, respectively. Using this, we can project onto the

di�erent spin states. Consider, for instance, the second factor in (6.39). We replace

v̄(ppp′, s′)γµu(ppp, s)→ v̄(ppp′, s′)γµ 1
2
(1 + γ5)u(ppp, s) . (6.41)

�en the amplitude vanishes for a LH polarized electron (h = −1/2), while it is unchanged
for a RH electron (h = +1/2). We have

v̄γµ
1
2
(1 + γ5)u = v†βγµ 1

2
(1 + γ5)u = v† 1

2
(1 + γ5)βγµu = (1

2
(1 + γ5)v)†βγµu , (6.42)

so the positron must be RH polarized! In general, the amplitude vanishes unless electron and

positron have opposite helicity.

Let’s calculate the squared matrix element. �e “electron factor” yields now∑
spins

∣∣v̄(ppp′, s′)γµ 1
2
(1 + γ5)u(ppp, s)

∣∣2 = Tr

{
/p
′γµ 1

2
(1 + γ5)/pγ

ν 1
2
(1 + γ5)

}
= Tr

{
/p
′γµ/pγ

ν 1
2
(1 + γ5)

}
.

(6.43)

Now we use

Tr

{
γµγνγργσγ5

}
= −4iεµνρσ (6.44)

42



and obtain∑
spins

∣∣v̄(ppp′, s′)γµ 1
2
(1 + γ5)u(ppp, s)

∣∣2 =
2

4p0p′0
(
p′µpν + p′νpµ − ηµνp · p′ − iεαµβνp′αpβ

)
. (6.45)

�e analogous calculation for a RH µ− and a LH µ+
yields∑

spins

∣∣ū(kkk, r)γµ
1
2
(1 + γ5)v(kkk′, r′)

∣∣2 =
2

4k0k′0
(
k′µkν + k′νkµ − ηµνk · k′ − iερµσνkρk′σ

)
. (6.46)

�erefore, the squared matrix element for e−Re
+
L → µ−Rµ

+
L is

|M |2 =
e4

(2π)6

1

q4

4

16p0p′0k0k′0

×
[
2(p · k)(p′ · k′) + 2(p′ · k)(p · k′)− εαµβνερµσνp′αpβkρk′σ

]
=

e4

(2π)6

1

q4

16

16p0p′0k0k′0
(p′ · k)(p · k′)

c.m.s.

=
e4

(2π)6

1

16E4
(1 + cos θ)2 ,

(6.47)

with p0p′0k0k′0 = E; q2 = 4E2
, (p′ · k) = (p · k′) = E2(1 + cos θ). In the �rst line, we used

εαµβνερµσν = 2(δασδ
β
ρ − δαρ δβσ). Inserting into (3.42) yields the cross section

dσ(e−Re
+
L → µ−Rµ

+
L)

dΩ
=
α2

4s
(1 + cos θ)2 . (6.48)

To calculate the remaining three non-vanishing amplitudes, we just need to reverse the sign

of γ5 in (6.45) and / or (6.46). �at just changes the signs of the terms with the Levi-Civita

tensor, and we get

dσ(e−Re
+
L → µ−Lµ

+
R)

dΩ
=
α2

4s
(1− cos θ)2 , (6.49)

dσ(e−Le
+
R → µ−Rµ

+
L)

dΩ
=
α2

4s
(1− cos θ)2 , (6.50)

dσ(e−Le
+
R → µ−Lµ

+
R)

dΩ
=
α2

4s
(1 + cos θ)2 . (6.51)

Summing the four terms and dividing by 4 for spin averaging, we reproduce (6.28).

�e physical meaning of, for instance, Eq. (6.48) can be understood as follows. For θ = π
the cross section vanishes. �is is nothing but conservation of angular momentum:

before : e− e+

µ− µ+after :

Since the total angular momentum is conserved, the amplitude must vanish (see Ref. [5],

ch. 5.2 for more details). Helicity is conserved in the high-energy limit.
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6.4 e+e− → µ+µ−: Nonrelativistic limit
For E ≈ mµ, the unpolarized cross section (6.26) becomes

dσ(e+e− → µ+µ−)

dΩ
=
α2

4s

√
1− m2

µ

E2︸ ︷︷ ︸
|kkk|/E

[
1 +

m2
µ

E2︸ ︷︷ ︸
≈2

+

(
1− m2

µ

E2︸ ︷︷ ︸
≈0

)
cos2 θ

]
E≈mµ−→ α2

2s

|kkk|
E
. (6.52)

How can we understand the absence of the angular dependence? Let’s calculate (6.52) ex-

plicitly in the NR limit.

Consider again the “electron factor” in (6.39). Since e+
and e− must be ultrarelativistic

(mµ � me!), we choose helicity eigenstates, e.g. RH e− in z direction, LH e+
in−z direction.

�e corresponding spinors are (cf. Eq. (4.44))

u(ppp, 1/2) =


0
0
1
0

 ; v(ppp, 1/2) =


0
0
0
−1

 . (6.53)

Using (4.32) we obtain

v̄(ppp, 1/2)γµu(ppp, 1/2) = (0,−1)σµ
(

1
0

)
, (6.54)

with

σµ ≡ (1,σσσ) . (6.55)

A simple calculation gives

v̄(ppp, 1/2)γµu(ppp, 1/2) = (0,−1,−i, 0) . (6.56)

For the “muon factor” we use the general basis in the NR limit, Eq. (4.36). We write

u(0, σ) =
1√
2

(
χ
χ

)
; v(0, σ) =

1√
2

(
χ′

−χ′
)
, (6.57)

where (see Eq. (4.36))

χ =

(
1
0

)
, χ′ =

(
0
1

)
, for σ = +1

2
;

χ =

(
0
1

)
, χ′ =

(
−1
0

)
, for σ = −1

2
.

(6.58)

De�ning

σ̄µ ≡ (1,−σσσ) , (6.59)

Eq. (4.32) becomes

γµ =

(
0 σµ

σ̄µ 0

)
, (6.60)
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and we get

ū(kkk, r)γµv(kkk′, r′)
kkk,kkk′→0

=
1

2
(χ†, χ†)

(
σµ 0
0 σ̄µ

)(
χ′ −χ′

)
=

{
0 , µ = 0 ,

−χ†σiχ′ , µ = 1, 2, 3 .

(6.61)

�e Lorentz scalar product of (6.56) and (6.61) �nally gives the sca�ering amplitude (q2 =
4m2

µ)

M(e−Re
+
L → µ+µ−) = − e2

(2π)3

1

4m2
µ

χ†
(

0 1
0 0

)
χ′ . (6.62)

�is expression is independent of the sca�ering angle; the orbital angular momentum of the

µ+µ− pair is zero (“swave”). We see from (6.58), (6.62) that we need to choose σ = +1/2 for

both µ+
and µ− to get a non-vanishing sca�ering amplitude. �is is again conservation of

angular momentum!

before :

e− e+

µ−

µ+

after :
z

We �nd the sca�ering cross section for this process by summing over the muon spins (only

one terms contributes); this gives (cf. (3.42))

dσ(e−Re
+
L → µ+µ−)

dΩ
=
α2

s

|kkk|
E
. (6.63)

�e amplitude for the process e−Le
+
R → µ+µ− yields the same cross section. Summing the

two terms and dividing by 4 (spin average) yields again (6.52).

6.5 e−µ− → e−µ− and “crossing symmetry”
We now consider the process e−µ− → e−µ−. To leading order in QED we have
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e− e−

µ− µ−

p1 p′1

p′2p2

q = p1 − p′1

�e corresponding sca�ering amplitude is

−2πiM =
ie2

(2π)2

(ū(ppp′1, s
′)γµu(ppp1, s))(ū(ppp′2, r

′)γµu(ppp2, r))

(p1 − p′1)2
. (6.64)

�e summed and spin-averaged square is then (takingme = 0 as before)

|M |2 =
1

4

e4

(2π)6

1

((p1 − p′1)2)2

1

16p0
1p
′0
1 p

0
2p
′0
2

× Tr

{
/p
′
1
γµ/p1

γν
}
Tr

{
(/p
′
2

+mµ)γµ(/p2
+mµ)γν

}
.

(6.65)

�is is the same expression as (6.18) a�er the replacements

p→ p1 , p′ → −p′1 , k → p′2 , k′ → −p2 . (6.66)

We can do the same replacements in (6.24), so we do not need to calculate the traces again.

�at gives

|M |2 =
1

4

e4

(2π)6

1

(p1 − p′1)4

1

16p0
1p
′0
1 p

0
2p
′0
2

× 16
[
− 2m2

µ(p1 · p′1) + 2(p′1 · p′2)(p1 · p2) + 2(p′1 · p2)(p1 · p′2)
]
.

(6.67)

�e kinematics for this process is, however, totally di�erent. We work again in the c.m.s. (see

Fig. 3), where E2 = k2 +m2
µ, kkkz = k cos θ,

√
s = E + k. With this we get p1 · p2 = p′1 · p′2 =

k(E + k); p′1 · p2 = p1 · p′2 = k(E + k cos θ); p1 · p′1 = k2(1 − cos θ); q2 = (p1 − p′1)2 =
−2p1 · p′1 = −2k2(1− cos θ), and obtain

|M |2 =
1

4

e4

(2π)6

1

16p0
1p
′0
1 p

0
2p
′0
2

× 1

4k2(1− cos θ)2

[
(E + k)2 + (E + k cos θ)2 −m2

µ(1− cos θ)
]
.

(6.68)

Inserting into (3.42) gives the di�erential cross section

dσ(e−µ− → e−µ−)

dΩ
=

α2

2k2s(1− cos θ)2

×
[
(E + k)2 + (E + k cos θ)2 −m2

µ(1− cos θ)
]
,

(6.69)
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p1 = (k, 0, 0, k)

e− µ−

e−

µ−

θ p2 = (E, 0, 0,−k)

x

y
z p′1 = (k,k)

p′2 = (E,−k)

Figure 3: Kinematics for e−µ− → e−µ− in the center-of-mass system.

and in the high-energy limit (mµ → 0, E ≈ k)

dσ(e−µ− → e−µ−)

dΩ
=

α2

2s(1− cos θ)2

[
4 + (1 + cos θ)2

]
. (6.70)

Remark: �e di�erential cross section diverges like 1/θ4
for θ → 0 (“Rutherford peak”).

�e crossing relation becomes more transparent if we use Mandelstam variables:

p k

k′p′

s = (p+ p′)2 = (k + k′)2 , (6.71)

t = (k − p)2 = (k′ − p′)2 , (6.72)

u = (k′ − p)2 = (k − p′)2 . (6.73)

Example: e+e− → µ+µ− in the high-energy limit

Here, t = −2p · k = −2p′ · k′, u = −2p′ · k = −2p · k′, and the squared amplitude becomes

(cf. (6.24))

|M |2 =
1

4

e4

(2π)6

1

k0k′0p0p′0
1

s2

[
t2

2
+
u2

2

]
. (6.74)

Crossing:
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e−

e+

µ−

µ+

e− e−

µ− µ−

k

p

p′

k′

p k

k′p′

Hence, we have to perform the following replacements (particles in initial state→ antipar-

ticles in �nal state and vice versa; momentum with opposite sign)

p′ → −k , k′ → −p′ , p→ p , k → k′ , (6.75)

and hence

s = (p+ p′)2 → (p− k)2 = t , (6.76)

t = (k − p)2 → (k′ − p)2 = u , (6.77)

u = (k − p′)2 → (k′ + k)2 = s . (6.78)

�erefore,

|M |2 → 1

4

e4

(2π)6

1

p0
1p
′0
1 p

0
2p
′0
2

1

t

[
u2

2
+
s2

2

]
. (6.79)

�is agrees with (6.67).

If only a single diagram contributes to a given process, once refers to “s-channel, t-channel,
u-channel”. �ey lead to a characteristic angular dependence of the sca�ering amplitude:

s-channel: ∼ 1
s

= 1
E2

c.m.s.

;

t-channel: ∼ 1
t

= 1
1−cos θ

;

u-channel: ∼ 1
u

= 1
1+cos θ

.

6.6 Compton sca�ering∗

Compton sca�ering plays a large role in cosmology and astrophysics, so we discuss it here in

detail. �e two lowest-order Feynman diagrams are shown in Fig. 4. �ey give the amplitude

− 2πiδ4(k + p− k′ − p′)M =
(−ie)2

(2π)2
√

2k0
√

2k′0
eµ(k, σ)e∗ν(k

′, σ′)

×
[
ū(ppp′, s′)(γν(/p+ /k +me)γ

µ)u(ppp, s)

(p+ k)2 −m2
e

+
ū(ppp′, s′)(γµ(/p− /k′ +me)γ

ν)u(ppp, s)

(p− k′)2 −m2
e

]
× δ4(k + p− k′ − p′) .

(6.80)
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k k

k′
k′p p

p′ p′q q

Figure 4: Leading-order diagrams for Compton sca�ering.

Simplifying the denominators, this gives

M =
i(−ie)2

4(2π)3
√
k0k′0

eµ(k, σ)e∗ν(k
′, σ′)

×
[
ū(ppp′, s′)(γν(/p+ /k +me)γ

µ)u(ppp, s)

p · k − ū(ppp′, s′)(γµ(/p− /k′ +me)γ
ν)u(ppp, s)

p · k′
]
.

(6.81)

Now we simplify the numerators by using the Cli�ord relations and the Dirac equation:

(/p+me)γ
µu(ppp, s) = [2pµ − γµ(/p−me)]u(ppp, s) = 2pµu(ppp, s) , (6.82)

and similarly for (/p+me)γ
νu(ppp, s). �is gives

M = − ie2

4(2π)3
√
k0k′0

eµ(k, σ)e∗ν(k
′, σ′)

× ū(ppp′, s′)

[
2γνpµ + γν/kγµ

p · k − 2γµpν − γµ/k′γν
p · k′

]
u(ppp, s)

= − ie2

4(2π)3
√
k0k′0

ū(ppp′, s′)

[
2/e′∗(p · e) + /e′∗/k/e

p · k − 2/e(p · e∗)− /e/k′/e′∗
p · k′

]
u(ppp, s) .

(6.83)

Next, we calculate the squared matrix element, summing over the �nal and averaging over

the initial electron spins. For this, we need to evaluate the trace

Tr

{
(/p
′ +me)

[
2/e′∗(p · e) + /e′∗/k/e

p · k − 2/e(p · e∗)− /e/k′/e′∗
p · k′

]
× (/p+me)

[
2/e′(p · e∗) + /e∗/k/e′

p · k − 2/e∗(p · e)− /e′/k′/e∗
p · k′

]}
.

(6.84)

�is can be further simpli�ed observing that (p · e) = (p · e′) = (p · e∗) = (p · e′∗) = 0, which
can be seen to be true in the rest frame of the initial-state electron and in Coulomb gauge.

�e trace simpli�es to

Tr

{
(/p
′ +me)

[
/e′∗/k/e

p · k +
/e/k
′
/e′∗

p · k′
]
(/p+me)

[
/e∗/k/e′

p · k +
/e′/k
′
/e∗

p · k′
]}

. (6.85)

Before we proceed, we need to say a few words about the photon polarization. (We do not

want to immediately sum over photon polarizations, as the polarized cross section plays a

role in both astrophysics and cosmology.)
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6.6.1 Photon polarization

In Sec. 4.7, we have de�ned the polarization vectors for photons of helicity ±1 as

eµ(ppp,±1) = R(p̂)


0

1/
√

2

±i/
√

2
0

 . (6.86)

�e matrix element for absorbing or emi�ing a photon in a general superposition of helicity

eigenstates α+|ppp,+1〉+α−|ppp,−1〉, with |α+|2 + |α−|2 = 1, can be obtained by simply using

the corresponding linear combination of polarization vectors

eµ(ppp) = α+e
µ(ppp,+1) + α−e

µ(ppp,−1) (6.87)

in the Feynman rules. Eq. (6.86) shows that the polarization vectors for de�nite helicity are

normalized as

e∗µ(ppp, σ′)eµ(ppp, σ) = δσ′σ , (6.88)

and therefore the general polarization vectors satisfy

e∗µ(ppp)eµ(ppp) = 1 . (6.89)

�e limiting cases are circular polarization, with α+ = 0 or α− = 0, and linear polarization
with |α+| = |α−| = 1/

√
2. By adjusting an overall phase, we can choose the coe�cients for

linear polarization as α± = e∓iφ/
√

2, such that the polarization vector is

eµ(ppp) = R(p̂)


0

cosφ
sinφ

0

 , (6.90)

with φ the angle of photon polarization in a plane perpendicular to the photon momentum

ppp. In this case, the polarization vector is real.

In general, the initial photon state may be in a statistical mixture of polarization states

e
(r)
µ (ppp) with probabilities Pr, normalized as

∑
r Pr = 1. �e rate for absorbing such a photon

is then proportional to ∑
r

Pr|e(r)
µ (ppp)Mµ|2 = Mµ∗Mνρνµ(ppp) , (6.91)

which can be expressed in terms of a density matrix

ρνµ(ppp) =
∑
r

Pre
(r)
ν (ppp)e(r)∗

µ (ppp) . (6.92)

It is straightforward to see that the matrix ρ(ppp) is Hermitian, positive de�nite, and has unit

trace, and further that ρ0µ(ppp) = ρν0(ppp) = 0 and ρνµ(ppp)pµ = ρνµ(ppp)pν = 0. �erefore, it can

be diagonalized with two real, positive eigenvalues λ1, λ2 satisfying λ1 + λ2 = 1, i.e.

ρνµ(ppp) =
∑
s

λseν(ppp, s)e
∗
µ(ppp, s) , (6.93)
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where eµ(ppp, s) are the two normalized eigenvectors coresponding to λs, satisfying

e0(ppp, s) = eµ(ppp, s)pµ = 0 . (6.94)

It follows that the rate for absorbing the photon is proportional to∑
s

λs|e(r)
µ (ppp, s)Mµ|2 , (6.95)

showing that any statistical mixture of initial photon polarization states is equaivalent to

two orthonormal polarization states with probabilities λs. In particular, if the initial photon

polarization is unknown, we have λ1 = λ2 = 1/2, and

ρij(ppp) =
1

2

∑
s

ei(ppp, s)e
∗
j(ppp, s) =

1

2
(δij − p̂ip̂j) (6.96)

(see Eq. (4.105)). �is result does not depend on which particular orthonormal pairs of po-

larization vectors we average. Similarly, if we do not measure the �nal photon polarization,

we may sum over any pair of orthonormal �nal photon polarization vectors.

6.6.2 Polarized cross section

We now proceed to evaluate the trace (6.97). A straightforward calculation leads to a lengthy

result that can, however, be simpli�ed by using the on-shell conditions k2 = (k′)2 = 0, the
normalization conditions |e|2 = |e′|2 = 1 and e∗ ·e′ = 0, as well as the relations p′ ·k = p ·k′,
p′ · k′ = p · k, p · p′ = k · k′ + m2

e , e
′ · p′ = e′ · k, and e · p′ = −e · k′ that follow from the

conservation of total four-momentum. We obtain

Tr

{
(/p
′ +me)

[
/e′∗/k/e

p · k +
/e/k
′
/e′∗

p · k′
]
(/p+me)

[
/e∗/k/e′

p · k +
/e′/k
′
/e∗

p · k′
]}

= 32(e · e′)2 +
8(k · k′)2

(p · k)(p · k′) ,
(6.97)

and the squared matrix element, summed over initial and �nal electron spins, becomes∑
s,s′

|M |2 =
e4

64(2π)6p0p′0k0k′0

[
32(e · e′)2 +

8(k · k′)2

(p · k)(p · k′)

]
. (6.98)

Evaluating this in the laboratory frame, with k = (ω, 0, 0, ω), k′ = (ω′, kkk′), p = (me,000),
we �nd k · k′ = ωω′(1− cos θ), p · k = meω, and p · k′ = meω

′
, and so∑

s,s′

|M |2 =
e4

64(2π)6mep′0ωω′

[
32(e · e′)2 +

8ωω′(1− cos θ)2

m2
e

]
. (6.99)

According to problem set 1, the sca�ering cross section in the laboratory frame is given

by

dσ(e−γ → e−γ)

dΩ
=

(2π)4p′0ω′ω

me + ω − ω cos θ

ω′

ω
|M |2 . (6.100)
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�is can be wri�en more compactly by using the relation between ω and ω′ that is given by

the kinematics of the process; conservation of energy gives

me + ω =
√
m2
e + (ppp′)2 + ω′ =

√
m2
e + ω2 + (ω′)2 − 2ωω′ cos θ + ω′ . (6.101)

It follows that

(me + ω − ω′)2 = m2
e + ω2 + (ω′)2 − 2ωω′ cos θ , (6.102)

or

ω′ = ω
me

me + ω(1− cos θ)
. (6.103)

Alternatively, this can be wri�en as a shi� in wavelength,

1

ω′
− 1

ω
=

1− cos θ

me

. (6.104)

Using Eq. (6.103), the cross section formula (6.100) becomes

dσ(e−γ → e−γ)

dΩ
=

(2π)4p′0(ω′)3

meω
|M |2 . (6.105)

Inserting the matrix element, using Eq. (6.103) again, and including a factor 1/2 for electron

spin averaging gives

dσ(e− + γ, e→ e− + γ, e′)

dΩ
=

α2

4m2
e

ω′2

ω2

[
ω

ω′
+
ω′

ω
− 2 + 4(e · e′)2

]
. (6.106)

�is is the Klein-Nishina formula.

Frequently, the polarization of the initial-state photon is not known, while the polarization

of the �nal-state photon can be measured (for instance, in measuring the polarization of the

cosmic microwave background). In this case, we should average over the helicities of the

photons in the initial state, as explained in Sec. 6.6.1. Using Eq. (6.96) then gives

dσ(e− + γ → e− + γ, e)

dΩ
=

α2

4m2
e

ω′2

ω2

[
ω

ω′
+
ω′

ω
− 2(k̂̂k̂k · eee′)2

]
. (6.107)

�e sca�ered photon tends to be polarized perpendicular not only to the outgoing, but also

the incoming photon momentum, i.e. perpendicular to plane in which the sca�ering takes

place.

6.6.3 Unpolarized cross section and Thomson sca�ering

If the �nal photon polarization is not measured either, we sum over its possible polarizations.

Applying Eq. (6.96) (without the factor 1/2) for the �nal polarizations, we �nd

dσ(e− + γ → e− + γ)

dΩ
=

α2

2m2
e

ω′2

ω2

[
ω

ω′
+
ω′

ω
− sin2 θ

]
. (6.108)
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where cos θ = k̂̂k̂k · k̂̂k̂k′.
In the non-relativistic limit, i.e. ω � me, Eq. (6.103) shows that ω = ω′, and the di�erential

cross section reduces to

dσ(e− + γ → e− + γ)

dΩ
=

α2

2m2
e

(
1 + cos2 θ

)
. (6.109)

Performing the integration over dΩ, we obtain the �omson cross section

σT =
8πα2

3m2
e

. (6.110)

We conclude this section by pointing out a shortcut to the calculation of the unpolarized

cross section. As a consequence of gauge invariance, in calculating the squared matrix el-

ement summed over initial and / or �nal photon helicities, it is permissible to replace the

photon polarization sum (4.105) by an “e�ective” polarization sum∑
σ=±

eµ(ppp, σ)eν∗(ppp, σ) = −ηµν . (6.111)

Instead of proving this statement, we will just use it to calculate the unpolarized cross section

and verify that we obtain the same result. We start with the amplitude

M = − ie2

4(2π)3
√
k0k′0

eµ(k, σ)e∗ν(k
′, σ′)

× ū(ppp′, s′)

[
2γνpµ + γν/kγµ

p · k − 2γµpν − γµ/k′γν
p · k′

]
u(ppp, s) .

(6.112)

Taking the absolute value squared and using the relation (6.111), we obtain

∑
σσ′

|M |2 =
e4

16(2π)6k0k′0
ū(ppp′, s′)

[
2γνpµ + γν/kγµ

p · k − 2γµpν − γµ/k′γν
p · k′

]
u(ppp, s)

× ū(ppp, s)

[
2γνpµ + γµ/kγν

p · k − 2γµpν − γν/k′γµ
p · k′

]
u(ppp′, s′) .

(6.113)

Summing now also over initial and �nal electron spins leads to the trace

Tr

{
(/p
′ +me)

[
2γνpµ + γν/kγµ

p · k − 2γµpν − γµ/k′γν
p · k′

]
× (/p+me)

[
2γνpµ + γµ/kγν

p · k − 2γµpν − γν/k′γµ
p · k′

]}
=

32

4p0p′0

[
p · k′
p · k +

p · k
p · k′ + 2m2

e

(
1

p · k −
1

p · k′
)

+m4
e

(
1

p · k′ −
1

p · k

)2]
.

(6.114)
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Evaluating the dot products in the laboratory frame gives, as before, p ·k = meω and p ·k′ =
meω

′
, so the spin averaged squared matrix element becomes (in the frame where the electron

is initially at rest)

1

4

∑
σσ′

|M |2 =
32e4

64(2π)64ωω′mep′0

[
ω′

ω
+
ω

ω′
+ 2me

(
1

ω
− 1

ω′

)
+m2

e

(
1

ω′
− 1

ω

)2]
, (6.115)

or, using Eq. (6.104),

1

4

∑
σσ′

|M |2 =
2π2α2

(2π)6ωω′mep′0

[
ω′

ω
+
ω

ω′
− sin2 θ

]
. (6.116)

Inserting this into Eq. (6.105), we recover the cross section (6.108).

7 �antum chromodynamics
Short reminder: QED as gauge theory

We have seen in Sec. (4.6) that the description of massless spin-one particles (such as the

photon) requires the invariance of the action under local gauge transformations:

Aµ(x)→ Aµ(x) + ∂µα(x) , (7.1)

ψ(x)→ e−ieα(x)ψ(x) = ψ(x)− ieα(x)ψ(x) + . . . . (7.2)

�e photon �eld must couple to a conserved fermion current. In total, the QED Lagrangian

is

L = ψ̄
(
i/∂ − e /A−m

)
ψ − 1

4
FµνF

µν . (7.3)

We can write this more neatly by introducing the covariant derivative

Dµ ≡ ∂µ + ieAµ . (7.4)

�en we can write Eq. (7.3) as

L = ψ̄
(
i /D −m

)
ψ − 1

4
FµνF

µν . (7.5)

�e combinationDµψ(x) transforms linearly under local transformations, in the sense that

Dµψ(x) =
(
∂µ + ieAµ(x)

)
ψ(x)

→
[
∂µ + ieAµ(x) + ie(∂µα(x))

]
e−ieα(x)ψ(x)

= e−ieα(x)
[
∂µ + ieAµ(x) + ie(∂µα(x))− ie(∂µα(x))

]
ψ(x)

= e−ieα(x)Dµψ(x) ,

(7.6)

and so ψ̄Dµψ (and hence the Lagrangian (7.5)) is gauge invariant. More generally we can

construct gauge-invariant Lagrangians by replacing ordinary by covariant derivatives.
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7.1 Lie algebras and gauge invariance
Eqs. (7.1) and (7.2) tell us that the QED Lagrangian in invariant under a local phase transfor-

mation of the ma�er �elds. �e gauge group of QED is U(1). �e standard model of particle

physics uses a generalization of this construction.

We consider a number of fermion �elds ψ`(x), with ` = 1, . . . , N , and require that the

Lagrangian be invariant under the local transformation

ψ`(x)→ U m
` (x)ψm(x) , (7.7)

whereU is an element of the special unitary groupSU(N) (these are complexN×N matrices

that satisfy the conditions U †U = 1 and det(U) = 1). Any such matrix can be wri�en as

U(x) = exp
[
iαa(x)T a

]
, (7.8)

where the generators T a satisfy the conditions (T a)† = T a and Tr{T a} = 0. One can show

that the generators T a form a Lie algebra with the commutation relations[
T a, T b

]
≡ T aT b − T bT a = iCabcT c . (7.9)

�e structure constantsCabc
can be chosen completely antisymmetric and uniquely determine

the group structure.

By explicit calculation, it is straighforward to verify the Jacobi identity

0 =
[[
T a, T b

]
, T c
]

+
[[
T c, T a

]
, T b
]

+
[[
T b, T c

]
, T a
]
. (7.10)

Inserting Eq. (7.9) yields a further condition on the structure constants:

0 = CdabCedc + CdcaCedb + CdbcCeda . (7.11)

�is allows us to de�ne matrices (
taA
)
bc
≡ −iCabc

(7.12)

that satisfy the conditions (7.9):[
taA, t

b
A

]
cd

=
(
taA
)
ce

(
tbA
)
ed
−
(
tbA
)
ce

(
taA
)
ed

= −CaceCbed + CbceCaed

= −CeacCdeb + CecbCdea

= −CebaCdec = CabeCecd

= iCabe
(
− iCecd

)
= iCabe

(
teA
)
cd
.

(7.13)

�is is called the adjoint representation of the Lie algebra.
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Example: �arks and color SU(3)

Each quark appears in one of three indistinguishable “color” states (r, g, b). Hence, for each
quark we introduce a triplet of �elds,

q(x) ≡

qr(x)
qg(x)
qb(x)

 , (7.14)

and require that the QCD Lagrangian be invariant under SU(3) rotation of the quark �elds

q(x)→ U · q(x) , (7.15)

with U ∈ SU(3). If we further require that these rotations be a local (“gauge”) symmetry,

we can couple the quarks to massless spin-one particle (gluons), in analogy to QED.

7.2 The Lagrangian for QCD
�e kinetic term for the quark �elds,

LtextQCD,kin = q̄(x)
(
i/∂ −mq

)
q(x) , (7.16)

contains a derivative. We want to replace this by a covariant derivative constructed such

that the Lagrangian is invariant under local SU(3) transformations.

How many generators does SU(3) have? T a hasN2
complex, hence 2N2

real parameters.

T † = T gives N2
conditions, and Tr{T} = 0 gives one further condition, so we have 2N2−

N2 − 1 = N2 − 1 independent generators.

We can choose the eight Gell-Mann matrices as generators for SU(3): T a = 1
2
λa, with

λ1 =

0 1 0
1 0 0
0 0 0

 , λ2 =

0 −i 0
i 0 0
0 0 0

 , λ3 =

1 0 0
0 −1 0
0 0 0

 ,

λ4 =

0 0 1
0 0 0
1 0 0

 , λ5 =

0 0 −i
0 0 0
i 0 0

 ,

λ6 =

0 0 0
0 0 1
0 1 0

 , λ7 =

0 0 0
0 0 −i
0 i 0

 , λ8 =
1√
3

1 0 0
0 1 0
0 0 −2

 .

(7.17)

�e normalization is chosen such that Tr{T aT b} = 1
2
δab.

Let’s �rst consider an in�nitesimal gauge transformation:

qi(x)→ qi(x) + iεa(x)T aijqj(x) . (7.18)

�en

∂qi(x)→ ∂qi(x) + iεa(x)T aij∂qj(x) + i∂εa(x)T aijqj(x) . (7.19)
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To construct an invariant Lagrangian we need to introduce a �eld whose transformation

property allows to cancel the last term. Since εa(x) carries an adjoint index a, we suspect

that the �eld transforms with taA. We write tentatively Ga
µ(x)→ Ga

µ(x) + δGa
µ(x), with

δGa
µ(x) = ∂µε

a(x) + iεb(x)
(
tbA
)ac
Gc
µ(x) = ∂µε

a(x) + iεb(x)f bacGc
µ(x) . (7.20)

Using this, we can again de�ne a covariant derivative, acting on quark �elds:(
Dµq(x)

)
i
≡ ∂µqi(x)− iGb

µ(x)T bijqj(x) . (7.21)

It transforms as

δ
(
Dµq(x)

)
i
≡ ∂µ

(
iεb(x)T bijqj(x)

)
− i
[
∂µε

b(x) + fdbcεd(x)Gc
µ(x)

]
T bijqj(x)

− iGb
µ(x)T bikT

d
kjiε

d(x)qj(x) .

(7.22)

Now we use

−ifdbcT bij = ifdcbT bij = T dikT
c
kj − T cikT dkj , (7.23)

and renaming the indices, we obtain

δ
(
Dµq(x)

)
i

= iεb(x)T bij∂µqj(x) + εb(x)T bikT
c
kjG

c
µ(x)qj(x)

= iεb(x)T bik
[
δkj∂µqj(x)− iT ckjGc

µ(x)qj(x)
]

= iεb(x)T bik
[
Dµq(x)

]
k
,

(7.24)

i.e. Dµq(x) transforms like q(x). �e �nite gauge transformations are

q(x)→ U(x)q(x) , (7.25)

Dµq(x)→ U(x)Dµq(x) , (7.26)

Ga
µ(x)T a → U(x)Ga

µ(x)T aU †(x)− i
(
∂µU(x)

)
U †(x) , (7.27)

where, as always, U(x) = exp
[
iαb(x)T b

]
.

Unfortunately we are not yet �nished, as the terms with derivatives acting on the gluon

�elds are still missing. �e term ∂µ∂νε
a(x) cancels in the transformation of the antisymmetric

combination ∂µG
a
ν − ∂νGa

µ; however, the second terms in Eq. (7.20) still contribute.

We start with the commutator of two covariant derivatives acting of a quark �eld,(
[Dµ, Dν ]q(x)

)
i

=
(
∂µδij − iGa

µT
a
ij

)(
∂νδjk − iGb

νT
b
jk

)
qk(x)− (µ↔ ν)

= ∂µ∂νqi − i(∂µGb
ν)T

b
ikqk − iGb

νT
b
ik∂µqk − iGb

µT
b
ik∂νqk

−Ga
µG

b
νT

a
ijT

b
jkqk − (µ↔ ν)

= −iT aik
(
∂µG

a
ν − ∂νGa

µ

)
qk − ifabcGa

µG
b
νqk

≡ −iT aikGa
µνqk ,

(7.28)

with the gluon �eld strength tensor

Ga
µν = ∂µG

a
ν − ∂νGa

µ + fabcGb
µG

c
ν . (7.29)
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�e transformation properties q → Uq and [Dµ, Dν ]q → U [Dµ, Dν ]q = U [Dµ, Dν ]U
†Uq

�nally imply

T aGa
µ → UT aGa

µU
† . (7.30)

Even though Ga
µν is not gauge invariant itself, we can now easily construct a Lorentz- and

gauge-invariant term:

Tr{T aGa
µνT

bGb µν} =
1

2
Ga
µνG

aµν . (7.31)

Conventially one makes the gauge coupling explicit by rescaling T a → gsT
a
, fabc → gsf

abc
.

In this way, we have now found all ingredients of the QCD Lagrangian,

LQCD = q̄(x)
(
i /D −mq

)
q(x)− 1

4
Ga
µν(x)Gaµν(x) , (7.32)

with the covariant derivative

Dµ = ∂µ − igsT aGa
µ(x) , (7.33)

and the �eld strength tensor

Ga
µν = ∂µG

a
ν − ∂νGa

µ + gsf
abcGb

µG
c
ν . (7.34)

7.3 The Feynman rules for QCD
Most of the QCD Feynman rules are a simple generalization of the rules for QED. Dropping

the spinor index and displaying the color index instead, we have the following factors for

external lines

incoming quark (color index i):
i

:
ui(ppp, σ)

(2π)3/2
, (7.35)

incoming antiquark:

i
:

v̄i(ppp, σ)

(2π)3/2
, (7.36)

outgoing quark:

i
:

ūi(ppp, σ)

(2π)3/2
, (7.37)

outgoing antiquark:

i
:

vi(ppp, σ)

(2π)3/2
, (7.38)

incoming gluon:

µ, a
:

eµ(ppp, σ, a)

(2π)3/2
√

2p0
, (7.39)

outgoing gluon:

µ, a
:

e∗µ(ppp, σ, a)

(2π)3/2
√

2p0
, (7.40)

as well as the quark-gluon vertex

i

j

µ, a
k

k′
q

: +igsγ
µT aij(2π)4δ4(k + k′ − q) .

(7.41)
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�ark propagator:

i j
q →

:
1

(2π)4

iδij(/q +m)

q2 −m2 + iε
(7.42)

Gluon propagator:

µ, a ν, b
q →

:
1

(2π)4

−iηµνδab
q2 + iε

(7.43)

In QCD, there are additional interaction terms involving three and four gluon �elds, re-

spectively. �eir Feynman rules can be most conveniently derived using the path integral

formalism. As an example, we will show the “conventional” derivation of the rule for the

three-gluon vertex. �e requisite term in the QCD Lagrangian is

LQCD ⊃ −1
4
Ga
µν(x)Gaµν(x)

⊃ −1
4

(
∂µG

a
ν − ∂νGa

µ

)
gsf

abcGµbGνc − 1
4
gsf

abcGb
µG

c
ν

(
∂µGνa − ∂νGµa

)
= −gsfabc

(
∂µG

a
ν

)
GµbGνc .

(7.44)

We consider the following, unphysical “sca�ering process”

�e corresponding sca�ering amplitude is

− 2iπMδ4(k + p+ q)

= +i

∫
d4x〈0| − gsfdef

(
∂λG

d
κ

)
GλeGκfa†(kkk, r, a)a†(ppp, s, b)a†(qqq, t, c)|0〉 .

(7.45)

Only the terms in the gluon �elds containing annihilation operators give a non-zero con-

tribution; they supply a factor e−i`·x. �erefore, the derivative yields a factor −i`λ. Next,
we need to calculate the contractions; there are 3! di�erent ones. �e contraction indicated

above gives

− 2iπMδ4(k + p+ q)

= −igs
∫
d4xfdef (−ikλ)

eκ(kkk, r, d)

(2π)3/2
√

2k0
δad

eλ(ppp, s, e)

(2π)3/2
√

2p0
δeb

× eκ(qqq, t, f)

(2π)3/2
√

2q0
δfce−i(k+p+q)·x

= −gsfabckληµκδλν δκρ
eµ(kkk, r, a)eν(ppp, s, b)eρ(qqq, t, c)

(2π)3/2
√

2k0(2π)3/2
√

2p0(2π)3/2
√

2q0︸ ︷︷ ︸
(∗)

(2π)4δ(k + p+ q) .

(7.46)

�e factor (∗) belongs to the Feynman rules for the external lines. In total, this contraction

then gives a contribution to the Feynman rule of the three-vertex of

. . . = −gsfabckνηµρ(2π)4δ(k + p+ q) . (7.47)
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�e remaining �ve contractions yield similar contributions, with permuted Lorentz and color

indices. Note that fabc is antisymmetric – sign changes!

By convention one represents by the same Feynman diagram all contributions that di�er

only by a permutation of indices. �e Feynman rule for the three-gluon vertex is therefore

µ, a

ν, b ρ, c

k
p

q

: gsf
abc
[
ηµν(k − p)ρ + ηνρ(p− q)µ + ηρµ(q − k)ν

]
(2π)4δ4(k + p+ q) .

(7.48)

Similarly, one �nds for the four-gluon vertex

−igs(2π)4δ4(k + p+ q + `)

×
[

fabef cde
(
ηµρηνσ − ηµσηνρ

)
+ facef bde

(
ηµνηρσ − ηµσηνρ

)
+ fadef bce

(
ηµνηρσ − ηµρηνσ

)]
.

(7.49)

NB: For a consistent quantization of QCD one should also include in the Lagrangian a

gauge-�xing term, as well as “Faddeev-Popov ghosts”.

7.4 Asymptotic freedom and confinement
You may have heard that the strong coupling constant αs ≡ g2

s/4π is “running”, i.e. it is a

function of the energy scale µ: αs = αs(µ). What is the meaning of this scale dependence?

In QED and QCD, the couplings and masses cannot be predicted by the theory; they must

be determined experimentally, e.g. by measuring sca�ering cross sections. �e divergences

that appear in calculations of higher-order terms in the perturbation series require the renor-
malization of the theory. One can show that physical observables (such as sca�ering cross

sections) do not depend on the renormalization procedure (“renormalization scheme”); the

values for the masses and coupling, however, are scheme dependent. �ey are “pseudo ob-

servables”; their values are not physical. One can use this dependence to improve the con-

vergence of the perturbation series: choose a scheme in which the couplings are small!

If physics at two (or several) di�erent energy scales contributes to a given process, then

radiative corrections are typically enhanced by logarithms of the ratios of the energy scales.

E.g. log(mb/MW ) in B physics. One can sum part of these enhanced corrections to all

orders in perturbation theory; this leads to the concept of running couplings and masses

(“renormalization-group improved perturbation theory”).
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Example: Running of the strong coupling constant

αs(µ) =
αs(MZ)

1 + αs(MZ) β0
2π

log µ
MZ

, (7.50)

with the one-loop coe�cient of the QCD beta function

β0 = 11− 2
3
Nf . (7.51)

Here,Nf counts the number of fermions. If αs(MZ) is extracted from data, one can calculate

αs(µ) at any other scale (as long as perturbation theory makes sense). Physical observables

do not depend on µ!

7.5 Production of quark - antiquark pairs
We consider the process e+e− → qq̄. �is is a simple generalization of e+e− → µ+µ−. �e

corresponding Feynman diagram is

e−

e+

qi

q̄i

where i = 1, 2, 3 is a color index. We can obtain the cross section from Eq. (6.29) by replacing

the muon charge −e by the electric charges of the quarks, Qqe (with Qu = Qc = Qt = 2/3,
Qd = Qs = Qb = −1/3), and summing over the three color states of the quarks. �at gives,

in the high-energy limit,

σ(e+e− → qq̄)
s→∞→ 3

(∑
i

Q2
i

)
σ0 , (7.52)

where

σ0 = σ(e+e− → µ+µ−) =
4πα2

3s
. (7.53)

�e sum in Eq. (7.52) runs over all quark �avors that are kinematically accessible (in depen-

dence on the center-of-mass energy

√
s). �e quarks in the �nal state will hadronize and

form two jets of hadrons, with an angular dependence given approximately by Eq. (6.28).

In the high-energy limit, the ratio

R =
σ(e+e− → hadrons)

σ(e+e− → µ+µ−)
(7.54)

is proportional to

(∑
iQ

2
i

)
Nc; that provides an experimental veri�cation of Nc = 3. See

Fig. 5

61



5 52. Plots of Cross Sections and Related Quantities

52.3 σ and R in e+e− Collisions
σ and R in e+e− Collisions
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Figure 52.2: World data on the total cross section of e+e− → hadrons and the ratio R(s) = σ(e+e− →
hadrons, s)/σ(e+e− → µ+µ−, s). σ(e+e− → hadrons, s) is the experimental cross section corrected for initial state
radiation and electron-positron vertex loops, σ(e+e− → µ+µ−, s) = 4πα2(s)/3s. Data errors are total below 2 GeV
and statistical above 2 GeV. The curves are an educative guide: the broken one (green) is a naive quark-parton model
prediction, and the solid one (red) is 3-loop pQCD prediction (see “Quantum Chromodynamics” section of this
Review, Eq. (9.7) or, for more details [99], Breit-Wigner parameterizations of J/ψ, ψ(2S), and Υ (nS), n = 1, 2, 3, 4
are also shown. The full list of references to the original data and the details of the R ratio extraction from them can
be found in [100]. Corresponding computer-readable data files are available at http://pdg.lbl.gov/current/xsect/.
(Courtesy of the COMPAS (Protvino) and HEPDATA (Durham) Groups, August 2019. Corrections by P. Janot
(CERN) and M. Schmitt (Northwestern U.))

21st May, 2020 7:49pm

Figure 5: Cross section σ(e+e− → hadrons) and R ratio. From Ref. [6].

7.6 Deep-inelastic sca�ering
�e next process we would like to consider is electron-proton sca�ering at large momentum

transfer:

proton

e−
e−

q

P

k k′

q

p + q
p
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�e momentum transfer q is space-like,

(k − k′)2 = [(k, 0, 0, k)− (k,kkk)]2 = (0,−kx,−ky, k − kz)2

= −|kkk|2 − k2 + 2k2 cos θ = 2k2(cos θ − 1) ≤ 0 ,
(7.55)

so one frequently de�nes Q2 ≡ −q2
. We see that Q2

can be determined by measuring the

electron momentum and energy.

We consider the process in the high-energy limit in the c.m.s. �e proton carries a light-

like momentum along the collision axis. In the “parton picture” we consider the proton to

be a loosely bound collection of massless constituents (“partons”); each of them carries a

fraction of the proton momentum P , and we write

p = ξP , (7.56)

with ξ ∈ [0, 1]. �e electron-proton sca�ering cross section is then given by the electron-

quark cross section, where p is given by Eq. (7.56), multiplied by the probability that the

quark carries the momentum fraction ξ, integrated over ξ, and summed over the partons.

�e probability that the proton contains a parton of type i and carries a fraction of momen-

tum between ξ and ξ + dξ is given by the non-perturbative, universal parton distributions

functions (PDF) ff (ξ)dξ. �e cross section is then given, in terms of the “partonic” cross

section, by

σ(e−p→ e−X) =

1∫
0

dξ
∑
f

ff (ξ)σ(e−qf → e−qf ) . (7.57)

�e cross section for the partonic process can be obtained from σ(e−µ− → e−µ−). Using
Eq. (6.79) we �nd (use t̂ = (k − k′)2 = −2k · k′ = −2k2(1− cos θ), and so dt̂ = 2k2d cos θ)

dσ(e−qf → e−qf )

dt̂
=

2πα2Q2
qf

ŝ2

[
ŝ2 + û2

t̂2

]
, (7.58)

where t̂ etc. are the Mandelstam variables for the partonic process. Using t̂ = (k − k′)2 =
−q2 = Q2

and ŝ = (p + k)2 = 2p · k = 2ξP · k = ξ(P + k)2 = ξs, as well as û = −ŝ − t̂,
we obtain �nally

dσ(e−p→ e−X)

dQ2
=

1∫
0

dξ
∑
f

ff (ξ)Q
2
qf

2πα2

Q4

[
1 +

(
1− Q2

ξs

)2]
θ(ξs−Q2) . (7.59)

�e theta function implements the kinematic restriction ŝ ≥ |t̂| (note that, for massless

partons and in the C.M.S., Eq. (7.55) reads t̂ = 1
2
ŝ(cos θ − 1)).

Interestingly, it is su�cient to measure the electron momentum in order to determine the

ξ dependence. Since the partons have negligible masses, we have

0 = (p+ q)2 = 2p · q + q2 = 2ξP · q −Q2 , (7.60)
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and so, de�ning the kinematic quantity

x ≡ Q2

2P · q , (7.61)

we have simply

x = ξ . (7.62)

Apart from the factor [1 + (1 − Q2/xs)2]/Q4
that characterizes the underlying partonic

process, Eq. (7.59) does not depend on Q2
; this is called Bjorken scaling.

It is useful to introduce dimensionless variables. In addition to x we de�ne

y ≡ 2P · q
2P · k =

2P · q
s

. (7.63)

In the rest system of the proton this evaluates to

y =
q0

k0
, (7.64)

i.e. the fraction of the electron energy that is transferred to the proton. We can express y in
terms of partonic Mandelstam variables,

y =
2p · (k − k′)

2p · k =
ŝ+ û

ŝ
, (7.65)

such that

û

ŝ
= y − 1 . (7.66)

Eq. (7.64) implies 0 ≤ y ≤ 1. Now we use

xys = Q2 , (7.67)

and hence

dξ dQ2 = dx dQ2 = dx
dQ2

dy
dy = xs dxdy , (7.68)

and obtain

d2σ(e−p→ e−X)

dxdy
=
∑
f

xff (x)Q2
qf

2πα2s

Q4

[
1 +

(
1− y

)2]
. (7.69)

�e factor

[
1+
(
1−y

)2]
is characteristic for sca�ering on partons of spin 1/2 (“Callan-Gross

relation”).

7.7 The parton distribution functions
Electron-proton sca�ering is not su�cient to determine the individual parton distribution

functions (see Eq. (7.69)). Deep-inelastic neutrino-proton sca�ering gives further informa-

tion. �e following processes contribute:
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W
ν νν̄ ν̄

µ− µ−µ+ µ+

d u ū ū

u d d̄ d̄

For instance, in the limit that the momentum transfer is much smaller than theW mass, the

�rst diagrams gives

dσ(νd→ µ−u)

dt̂
=

πg4

2(4π)2ŝ2

ŝ2

M4
W

≡ G2
F

π
, (7.70)

and the second diagram

dσ(ν̄u→ µ+d)

dt̂
=

πg4

2(4π)2ŝ2

û2

M4
W

=
G2
F

π
(1− y)2 . (7.71)

Following the same line of reasoning as before, we �nd

d2σ(νp→ µ−X)

dxdy
=
G2
F s

π

[
xfd(x) + xfū(x)(1− y)2

]
, (7.72)

and

d2σ(ν̄p→ µ+X)

dxdy
=
G2
F s

π

[
xfu(x)(1− y)2 + xfd̄(x)

]
. (7.73)

�e measurement of a suitable combination of sca�ering processes allows for the determi-

nation of the parton distribution functions. See Fig. 6.

To leading order in αs the distributions function are independent of Q2
; QCD corrections

lead to a small, logarithmic dependence on Q2
, ff (x)→ ff (x,Q

2).
�e PDFs satisfy several conditions. Since p ∼ [uud], we have

1∫
0

dx[fu(x)− fū(x)] = 2 , (7.74)

and

1∫
0

dx[fd(x)− fd̄(x)] = 1 . (7.75)

In the limit of exact isospin symmetry (u↔ d) we have for the neutron PDFs

fnu (x) = fd(x) , fnd (x) = fu(x) , fnū (x) = fd̄(x) , . . . (7.76)

(in practice, these relations are valid up to percent corrections). �e following relations are

exactly valid:

f p̄u(x) = fū(x) , f p̄ū(x) = fu(x) , . . . (7.77)
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Figure 6: Plot of the CTEQ parton distribution functions, evaluated for Q2 = 16 GeV 2.

�e total proton momentum must be carried by all partons, therefore

1∫
0

dxx[fu(x) + fd(x) + fū(x) + fd̄(x) + fg(x)] = 1 . (7.78)

Measurements tell us that about half of the proton momentum is carried by neutral partons

(gluons).

7.8 Hadron collision processes
If in a collision of hadrons a largemomentum perpendicular to the collision axis is transferred

(“high-pT ”), we can predict the process perturbatively.

7.8.1 Lepton pair production (“Drell-Yan”)

We expect a schematic form of the sca�ering cross section

σ(p(P1) + p(P2)→ `+`− +X)

=

1∫
0

dx1

1∫
0

dx2

∑
f

ff (x1)ff̄ (x2)σ(qf (x1P1) + qf̄ (x2P2)→ `+`−) .
(7.79)
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ℓ+ ℓ−

q

P1

q

x1p1

P2

x2p2

�e underlying partonic process is qq̄ → `+`−. We can read o� the partonic cross section

from Eqs. (7.52) and (7.53) (averaging rather than summing of initial color states gives the

relative factor 1/9):

σ(qf q̄f → `+`−) =
1

3
Q2
f

4πα2

3ŝ
. (7.80)

Measurement of the lepton momenta determines the four-momentum of the virtual photon.

We can even determine x1, x2! Let

M2 = q2 . (7.81)

We parameterize the component q0
, measured in the proton-proton C.M.S., in terms of the

rapidity Y (cf. Eq. (4.39); there, Y was called η):

q0 = M coshY . (7.82)

�e momenta in the proton-proton C.M.S. are (s = 4E2
)

P1 = (E, 0, 0, E) , P2 = (E, 0, 0,−E) , (7.83)

and so

q = x1P1 + x2P2 =
(
(x1 + x2)E, 0, 0, (x1 − x2)E

)
. (7.84)

Using this, we �nd

M2 = 4x1x2E
2 = x1x2s , (7.85)

as well as

coshY =
x1 + x2

2
√
x1x2

=
1

2

(√
x1

x2

+

√
x2

x1

)
, (7.86)

and consequently

expY =

√
x1

x2

. (7.87)

�is allows us to express x1 and x2 in terms ofM and Y :

x1 =
M√
s
eY , x2 =

M√
s
e−Y . (7.88)

In order to rewrite the integral in Eq. (7.79), we need the Jacobi determinant (Y = 1
2

log(x1/x2))

∂(M2, Y )

∂(x1, x2)
=

∣∣∣∣x2s x1s
1

2x1
− 1

2x2

∣∣∣∣ = s =
M2

x1x2

. (7.89)
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In total, we get (ŝ = q2 = M2
)

d2σ(pp→ `+`− +X)

dM2dY
=
∑
f

ff (x1)ff̄ (x2)Q2
f

4πα2

9M2
. (7.90)

7.8.2 General pair production

If we are interested also in the angular distribution of the �nal state, we can derive a triply dif-

ferential cross section. Allowing also for hadrons in the �nal state, the general cross section

is given by

P1

x1P1

P2

x2P2

3

4

d3σ(pp→ 3 + 4 +X)

dx1dx2dt̂
= f1(x1)f2(x2)

dσ(1 + 2→ 3 + 4)

dt̂
. (7.91)

As for Drell-Yan, we can express x1, x2, t̂ in terms of observable parameters. We choose

the common transverse momentum p⊥ ≡ |ppp⊥| of the �nal-state partons
5
as well as their

longitudinal rapidities y3, y4, de�ned by

Ei = p⊥ cosh yi , pi,‖ = p⊥ sinh yi . (7.92)

�e longitudinal rapidities parameterize the boost from the frame where the partons have

vanishing longitudinal momentum. �ey add under Lorentz boosts along the beam axis,

while the transverse momentum remains invariant under such a boost.

Let us use an asterisk to denote quantities in the partonic C.M.S. In this frame, the mo-

mentum of 3 is given by

p3,‖∗ = 1
2

√
ŝ cos θ∗ , p3,⊥∗ = 1

2

√
ŝ sin θ∗ , (7.93)

in terms of the partonic sca�ering angle θ∗, while ppp4∗ = −ppp3∗. Moreover, in the C.M.S.

we must have y3∗ = −y4∗ ≡ y∗. Since rapidities add under successive boosts, we see that

y3 = Y + y∗ and y4 = Y − y∗, and so

y∗ = 1
2
(y3 − y4) , Y = 1

2
(y3 + y4) . (7.94)

5
Note that, to leading order in QCD, the initial partons have parallel momentum, so the transverse momenta

of the �nal-state partons must be equal and opposite, while their longitudinal momenta are not constrained.
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To determine the sca�ering angle, note that the energies of the �nal-state partons in their

C.M.S. is given by E∗ = 1
2

√
ŝ = p⊥ cosh y∗, or (since p3,⊥∗ = p⊥ and using Eq. (7.93))

cosh y∗ =
1

sin θ∗
. (7.95)

�erefore, we can express the partonic Mandelstam variables as

ŝ = 4p2
⊥ cosh2 y∗ =

4p2
⊥

sin2 y∗
(7.96)

and
6

t̂ = 1
2
ŝ(1− cos θ∗) = −2p2

⊥ cosh y∗e
−y∗ . (7.97)

Using Eq. (7.88) and evaluating the Lorentz-invariant M2 = ŝ in the partonic C.M.S., this

gives

x1 =
2p⊥√
s

cosh y∗e
Y , x2 =

2p⊥√
s

cosh y∗e
−Y . (7.98)

Finally, to convert from the set of variables x1, x2, t̂ to the measurable quantities y1, y2,

p⊥, we need the Jacobian
7

∂(x1, x2, t̂)

∂(y3, y4, p⊥)
=

∣∣∣∣∣∣∣
p⊥√
s
ey∗+Y − p⊥√

s
e−y∗−Y p2

⊥e
−2y∗

p⊥√
s
e−y∗+Y − p⊥√

s
ey∗−Y −p2

⊥e
−2y∗

2√
s

cosh y∗e
Y 2√

s
cosh y∗e

−Y −4p⊥ cosh y∗e
−y∗

∣∣∣∣∣∣∣
= 2

p3
⊥
s

cosh y∗

∣∣∣∣∣∣
ey∗ −e−y∗ e−2y∗

e−y∗ −ey∗ −e−2y∗

1 1 −2e−y∗

∣∣∣∣∣∣
= 2

p3
⊥
s

cosh y∗|(e−y∗ + e−3y∗)− (−e−y∗ − e−3y∗)− 2(e−3y∗ − ey∗)|

= 2
p3
⊥
s

cosh y∗(2e
y∗ + 2e−y∗) = 8

p3
⊥
s

cosh2 y∗ =
2p⊥ŝ

s
.

(7.99)

�us, we can write Eq. (7.91) as

d3σ(pp→ 3 + 4 +X)

dy3dy4dp⊥
= f1(x1)f2(x2)

2p⊥ŝ

s

dσ(1 + 2→ 3 + 4)

dt̂
. (7.100)

Using ŝ = x1x2s and d
2ppp⊥ = 2πp⊥dp⊥ (using rotational symmetry about the beam axis), we

�nd the �nal form of the cross section for pair production in proton-proton collisions,

d4σ(pp→ 3 + 4 +X)

dy3dy4d2ppp⊥
= x1f1(x1)x2f2(x2)

1

π

dσ(1 + 2→ 3 + 4)

dt̂
. (7.101)

6
using 1− cos = 1−

√
(cosh2−1)/ cosh2 = (cosh− sinh)/ cosh

7
We have ∂x1/∂y3,4 = p⊥/

√
s(± sinh y∗ + cosh y∗)e

Y
, ∂x2/∂y3,4 = p⊥/

√
s(± sinh y∗ − cosh y∗)e

−Y
,

∂t̂/∂y3,4 = ∓p⊥/
√
s(sinh y∗ − cosh y∗)e

−y∗
,
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Example: Jet pair production at the LHC

7.9 Elastic electron-proton sca�ering and form factors
Now we want to calculate the sca�ering of electrons on protons at very low energies. Is the

situation hopeless?

If we naively replace the external quark states by proton states in the process e−q → e−q,

e− e−

q q

k k′

p′p

we obtain the following transition matrix element:

− 2iπMδ4(k + p− k′ − p−)

=
(−i)2

2!

∫
d4xd4y〈0|a(kkk′, s′, e−)a(ppp′, r′, p)

× e2T{
(
ē /Ae+Qf q̄f /Aqf

)
(x)
(
ē /Ae+Qf q̄f /Aqf

)
(y)}

× a†(kkk, s, e−)a†(ppp, r, p)|0〉 .

(7.102)

We can calculate the contractions of the electron and photon �elds in the usual way; summing

over f = u, d, s, this gives

− 2iπMδ4(k + p− k′ − p)

=
ie

(2π)3
ū(kkk′, s′)γµu(kkk, s)

×
∫
d4xd4y

∫
d4q

(2π)4

1

q2
e−iq·(x−y)e−iy·(k−k

′)〈ppp′, r′|Jµ(x)|ppp, r〉 ,

(7.103)
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with

Jµ(x) =
∑
f

eQf q̄f (x)γµqf (x) . (7.104)

�e proton matrix element must be evaluated to all orders in αs! Translational invariance
implies

〈ppp′, r′|J µ(x)|ppp, r〉 = e−i(p−p
′)·x〈ppp′, r′|J µ(0)|ppp, r〉 . (7.105)

Current conservation then requires

0 = (p− p′)µ〈ppp′, r′|J µ(0)|ppp, r〉 . (7.106)

Se�ing µ = 0 in Eq. (7.105), integrating over xxx, and recalling Eq. (4.78) gives

〈ppp′, r′|Q|ppp, r〉 = (2π)3δ3(ppp′ − ppp)〈ppp′, r′|J 0(0)|ppp, r〉 . (7.107)

�e electric charge of the proton is +e, so

〈ppp, r′|J 0(0)|ppp, r〉 =
e

(2π)3
δr′r . (7.108)

Lorentz covariance gives further constraints on the form of the matrix element. In general,

the matrix element is of the form

〈ppp′, r′|J µ(0)|ppp, r〉 =
e

(2π)3
ū(ppp′, r′)Γµ(p′, p)u(ppp, r) , (7.109)

where Γµ(p′, p) is a 4 × 4 matrix, and u(ppp, r) the proton spinor function. One can de-

compose the matrix Γµ(p′, p) in terms of the basis (4.25), with the following contributions:

Scalar: pµ, p′µ

Vector: γµ, pµ/p, p′µ/p, p′µ/p′, pµ/p′

Tensor: [γµ, /p], [γµ, /p′], [/p, /p′]pµ, [/p, /p′]p′µ

Axial vector: γ5γρε
ρµνσpνp

′
σ

with coe�cients that depend on the single Lorentz scalar p · p′ (or, alternatively, on q ≡
(p′ − p)2 = 2m2

p − 2p · p′). Using the Dirac equations

ū(ppp′, r′)(/p
′ −mp) = 0 , (/p−mp)u(ppp, r) = 0 , (7.110)

we can eliminate all terms apart from pµ, p′µ, and γµ (exercise!), and we obtain

ū(ppp′, r′)Γµ(p′, p)u(ppp, r)

=ū(ppp′, r′)

[
γµF (q2) +

(p+ p′)µ

2mp

G(q2) +
i(p− p′)µ

2mp

H(q2)

]
u(ppp, r) .

(7.111)

Since Jµ(0) is Hermitian, we have

〈ppp′, r′|J µ(0)|ppp, r〉† = 〈ppp, r|J µ(0)|ppp′, r′〉 = ū(ppp, r)Γµ(p, p′)u(ppp′, r′) , (7.112)

as well as

〈ppp′, r′|J µ(0)|ppp, r〉† =
(
ū(ppp′, r′)Γµ(p′, p)u(ppp, r)

)†
= ū(ppp, r)γ0Γµ†(p′, p)γ0u(ppp′, r′) , (7.113)
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and it follows that

γ0Γµ†(p′, p)γ0 = Γµ(p, p′) . (7.114)

�is implies that F (q2),G(q2), andH(q2) are real functions of q2 ≡ (p′−p)2 = 2m2
p−2p ·p′.

�e current conservation condition (7.106) is automatically satis�ed for the �rst two terms

on the right side of Eq. (7.111) since (use the Dirac equation)

(p− p′)µγµ = (/p−mp)− (/p
′ −mp) , (7.115)

(p− p′)µ(p+ p′)µ = p2 − p′2 = 0 . (7.116)

Since, in general, (p− p′)2 6= 0, we must have H(q2) ≡ 0.
In the limit ppp→ ppp′ we obtain

〈ppp, r′|J µ(0)|ppp, r〉 =
e

(2π)3
ū(ppp, r′)

[
γµF (0) +

pµ

mp

G(0)

]
u(ppp, r) . (7.117)

Now we use {γµ, /p−mp} = 2pµ − 2mpγ
µ
, and hence

8

ū(ppp, r′)γµu(ppp, r) =
pµ

mp

ū(ppp, r′)u(ppp, r)
(4.43)

=
pµ

p0
δr′r . (7.119)

�is gives

〈ppp, r′|J µ(0)|ppp, r〉 =
e

(2π)3

pµ

p0
δr′r
[
F (0) +G(0)

]
, (7.120)

Comparing with (7.108) gives the normalization condition

F (0) +G(0) = 1 . (7.121)

Frequently, one writes the vertex function in the form

ū(ppp′, r′)Γµ(p′, p)u(ppp, r) = u(ppp′, r′)

[
γµF1(q2) +

iσµνqν
2m

F2(q2)

]
u(ppp, r) , (7.122)

where q ≡ p′ − p and σµν = i[γµ, γν ]/2. One can use Gordon’s identity (exercise!)

ū(ppp′, r′)γµu(ppp, r) = u(ppp′, r′)

[
(p+ p′)µ

2m
+
iσµνqν

2m

]
u(ppp, r) , (7.123)

to show that

F1(q2) = F (q2) +G(q2) , (7.124)

F2(q2) = −G(q2) . (7.125)

8
In the last step, we used

ū(ppp)u(ppp) =
m

p0
u(000)†D†(Λ)γ0D(Λ)u(000) =

m

p0
u(000)†γ0u(000) =

m

p0
u(000)†u(000) =

m

p0
. (7.118)
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�e normalization condition is now

F1(0) = 1 . (7.126)

�e expressions (7.111) or (7.122) can be used in Eq. (7.103) in order to calculate the matrix

element. �e form factors F1, F2 (or F , G) be be determined experimentally (exercise!).

To understand the physics be�er, let’s rewrite (7.111) in a third way:

ū(ppp′, r′)Γµ(p′, p)u(ppp, r) = u(ppp′, r′)

[
(p+ p′)µ

2m
F1(q2) +

iσµνqν
2m

(
F1(q2) + F2(q2)

)]
u(ppp, r) .

(7.127)

Consider the nonrelativistic limit |ppp|, |ppp|′ � m. �e �rst term in the brackets in Eq. (7.127)

is spin independent and leads to Coulomb sca�ering. �e condition (7.126) ensures that the

e�ective proton charge in this limit is+e. �e second term is spin dependent and corresponds

(in the NR limit) to the magnetic moment of the fermion.

Now we consider an interaction with a classical static �eld Acl(xxx) = (0,AAA(xxx)). �e inter-

action Hamiltonian is

H =

∫
d4xAµ

cl
(x)Jµ(x) . (7.128)

Its matrix element is

〈ppp′, r′|H|ppp, r〉 =

∫
d4xAµ

cl
(x)e−iq·x

e

(2π)3
ū(ppp′, r′)

iσµνq
ν

2m

(
F1(q2) + F2(q2)

)
u(ppp, r)

=

∫
d4x e−iq·x∂νAµ

cl
(x)

e

(2π)3
ū(ppp′, r′)

σµν
2m

(
F1(q2) + F2(q2)

)
u(ppp, r) ,

(7.129)

where we integrated by parts and used qν = i∂νe−iq·x. Consider now the contributions with

µ = 1, ν = 2 (and µ = 2, ν = 1). We have

σ12 = −σ21 =

(
σ3 0
0 σ3

)
, (7.130)

and so (since the leading term in the interaction is linear in the momentum transfer, to obtain

the overall leading termwe can set themomenta to zero in the external spinor functions, such

that e�ectively only two components contribute)

σ12∂
2A1 + σ21∂

1A2 = σ3
(
∂2A1 − ∂1A2

)
= σ3

(
∇∇∇×××AAA

)3
= σ3B3 , (7.131)

with BBB = ∇ × AAA. If the magnetic �eld is nearly homogeneous, we can pull it out of the

integral. We then see that the matrix element contains a term proportional to

e

mp

BBB ··· σσσ(F1 + F2)(0) ≡ BBB ··· µµµp , (7.132)

where

µµµp ≡ gp

(
e

2mp

)
sss , (7.133)
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with sss = 1
2
σσσ the spin operator for the proton and the Landé g factor

gp ≡ 2[F1(0) + F2(0)] = 2 + 2F2(0) . (7.134)

Measurements give gp ≈ 2.79.
For elementary particles like the electron or the muon, F1(q2) = 1, F2(02) = 0 to leading

order in QED. Higher-order contribution yield corrections that are (mostly) calculable in

perturbation theory. �e most famous example is the anomalous magnetic moment of the

muon that has recently been measured very precisely at Fermilab.

A model for the form factor

Consider a spherically symmetric, exponentially falling charge distribution

ρ(r) = ρ0e
−µr , (7.135)

with the normalization condition

1 =

∫
d3x ρ(r) = 4πρ0

∞∫
0

r2dre−µr =
8π

µ3
, (7.136)

so ρ0 = µ3/8π. Taking the Fourier transform gives the form factor

F (qqq2) =
1(

1 + qqq2/µ2
)2 . (7.137)

�e mean square radius of the charge distribution is

〈r2〉 ≡ 4πρ0

∞∫
0

r2drr2e−µr =
96πρ0

µ5
=

12

µ2
, (7.138)

so we have

F (qqq2) =
1(

1 + 1
12
〈r2〉qqq2

)2 = 1− 1
6
〈r2〉qqq2 + . . . . (7.139)

In relativistic electron-nucleon sca�ering one typically uses the Sachs form factors

GE(q2) ≡ F1(q2) +
q2

4m2
N

F2(q2) , (7.140)

GM(q2) ≡ F1(q2) + F2(q2) . (7.141)

8 Spontaneous symmetry breaking
Spontaneously broken symmetries are symmetries of the underlying theory (the Lagrangian)

that are not realized as symmetry transformations on the physical states.
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8.1 Degenerate vacua
SSB is always associated with a degeneracy of the vacuum state (e.g. ferromagnetism).

As an example, consider the Lagragian

L = 1
2
∂µφ∂

µφ− 1
2
m2φ2 − V (φ) , (8.1)

where V is an even function of φ. If φ(x) = φ̄ is a minimum of V (vacuum state), then so is

φ(x) = −φ̄; we have two degenerate vacua, |VAC,±〉. Is the symmetry really broken? �e

symmetry of the Lagrangian under φ→ −φ implies

〈VAC,+|H|VAC,+〉 = 〈VAC,−|H|VAC,−〉 ≡ a , (8.2)

〈VAC,+|H|VAC,−〉 = 〈VAC,−|H|VAC,+〉 ≡ b . (8.3)

�e relevant part of the Hamiltonian can therefore be wri�en

H =

(
a b
b a

)
, (8.4)

with eigenstates |VAC,+〉 ± |VAC,−〉 and corresponding energies a ± |b|. �ese vacuum

states are symmetric.

For large volumina, however, the transition matrix elements b are suppressed (tunneling),
and the system will be in one of the non-symmetric superpositions |VAC,+〉 or |VAC,−〉.

8.2 Spontaneously broken global symmetries
We want to prove Goldstone’s theorem: For each spontaneously broken continuous symme-

try, the spectrum of physical states contains a massless particle with spin zero (a “Nambu-

Goldstone boson”; nobel prize 2008).

Consider a theory of N real scalar �elds φn(x), with n = 1, . . . , N . �e Lagrangian is

L = 1
2

∑
n

∂µφn∂
µφn − V (φ) , (8.5)

invariant under some symmetry with in�nitesimal transformation

φn(x)→ φn(x) + iε
∑
m

tnmφm(x) , (8.6)

where itnm is a real matrix. �e potential must be invariant:∑
n,m

∂V (φ)

∂φn
tnmφm = 0 . (8.7)

Di�erentiating with respect to φ` yields∑
n

∂V (φ)

∂φn
tn` +

∑
n,m

∂2V (φ)

∂φ`∂φn
tnmφm = 0 . (8.8)
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�e �rst term vanishes at the minimum, φ(x) = φ̄, so∑
n,m

∂2V (φ)

∂φ`∂φn

∣∣∣∣
φ=φ̄

tnmφ̄m = 0 . (8.9)

�e second derivative of the potential gives the masses. If the symmetry is spontaneously

broken, then

∑
m tnmφ̄m 6= 0 is an eigenvector of the mass matrix with eigenvalue zero.

�ere is a massless boson for each “broken” symmetry generator.

8.2.1 Example: the linear sigma model

Consider again N real scalar �elds, with Lagrangian

L = 1
2

∑
n

∂µφn∂
µφn +

µ2

2

∑
n

φnφn −
λ

4

(∑
n

φnφn
)2
. (8.10)

�e Lagrangian is invariant under the group O(N) of real rotations of the �elds. If µ2 < 0,
the minimum of the potential

V (φ) = −µ
2

2

∑
n

φnφn +
λ

4

(∑
n

φnφn
)2

(8.11)

is at φ = 0, which is invariant under O(N) rotations. If µ2 > 0, however, the minimum is at

φ(x) = φ̄, with ∑
n

φ̄2
n =

µ2

λ
. (8.12)

�e (tree-level) mass matrix is then given by

M2
nm =

∂2V (φ)

∂φn∂φm
= −µ2δnm + λδnm

∑
`

φ̄2
` + 2λφ̄nφ̄m = 2λφ̄nφ̄m . (8.13)

It has an eigenvector φ̄ with non-vanishing eigenvalue

m2 = 2λ
∑
`

φ̄2
` = 2µ2 , (8.14)

and N − 1 eigenvectors, orthogonal to φ̄, with eigenvalue zero. �e “symmetry breaking

pa�ern” is O(N)→ O(N − 1) (the la�er group leaves the vacuum invariant), so there are

1
2
N(N − 1)− 1

2
(N − 1)(N − 2) = N − 1 (8.15)

Goldstone bosons. We can choose “coordinates” in �eld space such that

φ̄ = (0, 0, . . . , 0, v) , (8.16)

with v = µ/
√
λ, and de�ne shi�ed �elds

φ(x) = (πππ(x), v + σ(x)) . (8.17)

�e Lagrangian (8.10) is then

L = 1
2

(
∂µπππ
)2

+ 1
2

(
∂µσ
)2− 1

2

(
2µ2
)
σ2−
√
λµσ3−

√
λµπππ2σ− λ

4
σ4− λ

2
πππ2σ2− λ

4

(
πππ2
)2
. (8.18)

Note that the N − 1 �elds πππ are massless. For N = 4, this leads to a model of pions.
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8.2.2 Chiral symmetry of QCD

Consider QCD with two quark �avors (up and down) in the massless limit:

L = ūi /Du+ d̄i /Dd = ūLi /DuL + ūRi /DuR + (u→ d) . (8.19)

�is Lagrangian is invariant under the global chiral symmetry SU(2)L × SU(2)R ×U(1)×
U(1)A. To see this, we de�ne doublets

Q =

(
u
d

)
, (8.20)

then we can write

L = Q̄Li /DQL + Q̄Ri /DQR , (8.21)

and we see that the Lagrangian is invariant under the rotationsQL → ULQL, QR → URQR,

with UL ∈ SU(2)L, UR ∈ SU(2)R. Furthermore, the Lagrangian is invariant under Q →
eiαQ. For eiαγ5inU(1)A we have

q̄i /Dq = q†γ0i /Dq → q†e−iαγ5γ0i /Deiαγ5q = q†γ0i /De−iαγ5eiαγ5q = q̄i /Dq . (8.22)

However, the full symmetry is not realized:

1. U(1): baryon number conservation; Jµ = Q̄γµQ

2. UL = UR ∈ SU(2)L × SU(2)R: isospin (approximate); Jµa = 1
2
Q̄γµσaQ

3. U(1)A is broken by quantum e�ects (“anomalies”)

4. the non-vectorial part of SU(2)L × SU(2)R is spontaneously broken.

�e pions can be interpreted as the Goldstone bosons associated with the spontaneously

broken axial symmetry.

8.3 Spontaneously broken local symmetries
�e Goldstone bosons are unphysical if SSB occurs in a theory with a local gauge symmetry;

instead, the corresponding gauge bosons become massive. �is is the Higgs mechanism.

8.3.1 Example: Abelian Higgs mechanism

We consider a complex scalar �eld with self couplings and electromagnetic interactions,

L = −1
4
FµνF

µν + |Dµφ|2 − V (φ) , (8.23)

where, as usual, Dµ = ∂µ + ieAµ. Assume that the Lagrangian is invariant under the local

U(1) transformation

φ(x)→ eiα(x)φ(x) , Aµ(x)→ Aµ(x)− 1

e
∂µα(x) . (8.24)
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For instance, if we choose

V (φ) = −µ2φ∗φ+
λ

2

(
φ∗φ
)2
, (8.25)

with µ2 > 0, we �nd a non-vanishing vacuum expectation value (“vev”) for φ (cf. the lin-

ear sigma model), and the U(1) symmetry is spontaneously broken. �e minimum of the

potential is at |φ| =
√
µ2/λ, e.g.

〈φ〉0 ≡ φ̄ =

√
µ2

λ
. (8.26)

Again, we expand the Lagrangian about φ̄. For this, we decompose φ into its real and imag-

inary parts,

φ(x) = φ̄+
1√
2

(
φ1(x) + iφ2(x)

)
. (8.27)

�en the potential becomes

V (φ) = −1

2

µ4

λ
+

1

2
· 2µ2φ2

1 +O(φ3
i ) . (8.28)

�e �eld φ1 has mass 2µ2
; the �eld φ2 is massless (Goldstone boson). �e kinetic term be-

comes

|Dµφ|2 =
(
Dµφ

)∗
Dµφ =

(
∂µ − ieAµ

)
φ∗
(
∂µ + ieAµ

)
φ

= 1
2

(
∂µφ1

)2
+ 1

2

(
∂µφ2

)2
+

1√
2
∂µ(φ1 − iφ2)ieAµφ̄− 1√

2
∂µ(φ1 + iφ2)ieAµφ̄

+ e2φ̄2AµA
µ + (cubic and quartic terms)

= 1
2

(
∂µφ1

)2
+ 1

2

(
∂µφ2

)2
+
√

2eφ̄Aµ∂
µφ2 + 1

2
m2
AAµA

µ + . . . .

(8.29)

We have a photon-Goldstone coupling ∝
√

2µ2/λe and a photon mass term with m2
A =

2e2µ2/λ.
NB:�e Goldstone boson is unphysical and can be eliminated by a suitable choice of gauge

(“unitarity gauge”): choose eiα(x)
such that φ(x) is real at each point x. �e degree of freedom

of the original �eld φ2 appears as the third degree of freedom for the now massive photon

(three spin-z components vs. two helicity states!). (In abhorrent language, one o�en says

that the photon became massive by eating the Goldstone boson.)

8.3.2 Example: non-Abelian Higgs mechanism

We now consider a triplet of SU(2) gauge �elds, Aaµ, and a SU(2) doublet of complex scalar

�elds, Φ. �e covariant derivative acting on Φ is

DµΦ = ∂µΦ− igAaµτaΦ , (8.30)
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where τa = σa/2. If Φ obtains a vev, we can perform a SU(2) rotation to bring it into the

form

〈Φ〉0 =
1√
2

(
0
v

)
. (8.31)

�e kinetic term in the Lagrangian then yields a mass term

|DµΦ|2 ⊃ 1

2
g2(0, v)τaτ b

(
0
v

)
AaµA

bµ =
g2v2

8
AaµA

aµ , (8.32)

with equal massmA = gv/2 for all three gauge bosons. None of the three generators leaves

the vacuum invariant.

9 The weak interaction
In order to describe the weak interaction, we extend our previous example by a U(1) sym-

metry; hence, the gauge symmetry is SU(2)×U(1). We assign the U(1) charge +1/2 to the

scalar �eld; in total,

Φ→ eiα
aτaeiβ/2Φ . (9.1)

Assume that again Φ obtains a vev that can be rotated into the form

〈Φ〉0 =
1√
2

(
0
v

)
; (9.2)

this is invariant under a gauge transformation with generator(
1 0
0 0

)
= 1

2

(
1 0
0 −1

)
+ 1

2

(
1 0
0 1

)
(9.3)

(this corresponds to α1 = α2 = 0, α3 = β). �us, we expect one massless and three massive

gauge bosons.

9.1 Weak gauge-boson masses
�e covariant derivative of the scalar is now

DµΦ = ∂µΦ− igAaµτaΦ− i
2
g′BµΦ , (9.4)

where Aaµ and Bµ are the SU(2) and U(1) gauge �elds, respectively. �e kinetic term con-

tains the mass terms:

|DµΦ|2 ⊃ 1

2
(0, v)

(
gAaµτ

a + 1
2
g′Bµ

)(
gAbµτ b + 1

2
g′Bµ

)(0
v

)
. (9.5)

Now we use

(0, v)

(
1 0
0 1

)(
0
v

)
= (0, v)

(
0
v

)
= v2 , (9.6)
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(0, v)

(
0 1
1 0

)(
0
v

)
= (0, v)

(
v
0

)
= 0 , (9.7)

(0, v)

(
0 −i
i 0

)(
v
0

)
= 0 , (9.8)

(0, v)

(
1 0
0 −1

)(
0
v

)
= −v2 , (9.9)

as well as {τa, τ b} = δab/2, and �nd

|DµΦ|2 ⊃ 1

2

v2

4

[
g2
(
A1
µ

)2
+ g2

(
A2
µ

)2
+ g2

(
A3
µ

)2 − 2gg′A3
µB

µ + g′2BµB
µ
]

=
1

2

v2

4

[
g2
(
A1
µ

)2
+ g2

(
A2
µ

)2
+
(
gA3

µ − g′Bµ

)2
]
.

(9.10)

We �nd three massive gauge boson �elds:

W±
µ =

1√
2

(
A1
µ ∓ iA2

µ

)
, (9.11)

with massMw = gv/2, and

Z0
µ =

1√
g2 + g′2

(
gA3

µ − g′Bµ

)
, (9.12)

with massMZ =
√
g2 + g′2v/2. �e �eld orthogonal to Z0

µ,

Aµ =
1√

g2 + g′2

(
g′A3

µ + gBµ

)
, (9.13)

remains massless; we identify it with the photon �eld.

We now express the covariant derivative

DµΦ = ∂µΦ− igAaµτaΦ− ig′Y BµΦ , (9.14)

with the U(1) hypercharge Y in terms of the �elds in the mass eigenbasis:

DµΦ = ∂µΦ− ig√
2

(
W+
µ τ

+ +W−
µ τ
−)

− i√
g2 + g′2

Zµ
(
g2τ 3 − g′2Y

)
− igg′√

g2 + g′2
Aµ
(
τ 3 + Y

)
,

(9.15)

where

τ± = τ 1 ± iτ 2 . (9.16)

We now identify the electromagnetic coupling constant as

e =
gg′√
g2 + g′2

, (9.17)
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and the electric charge as

Q = τ 3 + Y . (9.18)

Further, we de�ne the weak mixing angle θw by(
Zµ
Aµ

)
=

(
cos θw − sin θw
sin θw cos θw

)(
A3
µ

Bµ

)
, (9.19)

where

cos θw =
g√

g2 + g′2
, sin θw =

g′√
g2 + g′2

, (9.20)

Using

g2τ 3 − g′2Y = (g2 + g′2)τ 3 − g′2Q , (9.21)

we have �nally

DµΦ = ∂µΦ− i g√
2

(
W+
µ τ

+ +W−
µ τ
−)Φ− ig

cos θw
Zµ
(
τ 3 −Q sin2 θw

)
Φ− ieQAµΦ , (9.22)

where

g =
e

sin θw
. (9.23)

�eW and Z masses are not independent; we have

MW = MZ cos θw . (9.24)

9.2 Weak interactions of fermions
We know from experiment that W boson couple only to le�-handed fermion �elds. �ere-

fore, we decompose all quark and lepton �elds into their LH and RH parts, ψ = ψL + ψR,
and require that the ψL transform as doublets and the ψR as singlets under SU(2). �en we

choose the hypercharges such that we obtain the correct electric charge (recallQ = τ 3 +Y ):

EL =

(
νe
e

)
L

QL =

(
u
d

)
L

eR uR dR

Y −1
2

1
6

−1 2
3
−1

3

N.B.�ese gauge quantumnumbers imply that a fermionmass termwould break the gauge

symmetry:

Lmass = −mψ̄ψ = −m(ψ̄L + ψ̄R)(ψL + ψR) . (9.25)

Using ψ̄L ≡ (PLψ
†)γ0 = ψ†PLγ

0 = ψ̄PR we get

Lmass = −m(ψ̄LψR + ψ̄RψL) . (9.26)

It follows that all fermions must be massless.

�e kinetic term for the (�rst-generation) fermions is, thus,

Lkin. = ĒLi /DEL + Q̄Li /DQL + ēRi /DeR + ūRi /DuR + d̄Ri /DdR , (9.27)
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with the corresponding covariant derivatives Dµ; for instance,

Q̄Li /DQL = Q̄Liγ
µ
(
∂µ − igAaµτa − i

6
g′Bµ)QL , (9.28)

etc. (Remember that there are no RH neutrinos in the SM!)

We can express Eq. (9.27) in terms of mass eigenstates and obtain

Lkin. = ēi/∂e+ ν̄ei/∂νe + ūi/∂u+ d̄i/∂d+ g
(
W+
µ J

+µ
W +W−

µ J
−µ
W + Z+

µ J
µ
Z

)
+ eAµJ

µ
EM
, (9.29)

with

J+µ
W =

1√
2

(
ν̄Lγ

µeL + ūLγ
µdL
)
, (9.30)

J−µW =
1√
2

(
ēLγ

µνL + d̄Lγ
µuL
)
, (9.31)

JµZ =
1

cos θw

[
1
2
ν̄Lγ

µνL + ēLγ
µ(sin2 θw − 1

2
)eL + ēRγ

µ sin2 θweR

+ ūLγ
µ(−2

3
sin2 θw + 1

2
)uL + ūRγ

µ(−2
3

sin2 θw)uR

+ d̄Lγ
µ(1

3
sin2 θw − 1

2
)dL + d̄Rγ

µ(1
3

sin2 θw)dR

]
,

(9.32)

Jµ
EM

= ēγµ(−1)e+ ūγµ(2
3
)u+ d̄γµ(−1

3
)d . (9.33)

9.3 Yukawa interaction and Higgs sector
�e fermion masses in the SM arise from SSB. Consider, for instance, the electron. �e fol-

lowing term is gauge invariant:

L ⊃ −λeĒLΦeR + h.c. , (9.34)

with the Higgs doublet �eld Φ. Replacing Φ by the vev (9.2), we obtain a mass term for the

electron:

L ⊃ −λev√
2

(
ēLeR + ēReL

)
. (9.35)

�e same procedure works for the down quark. For the up quark, however, we need a “trick”.

It is straightforward to verify that

iσ2 · σσσ · iσ2 = σσσ∗ , (9.36)

where

iσ2 ≡ ε =

(
0 1
−1 0

)
. (9.37)

Now we can construct gauge-invariant mass terms for both the up and the down quarks:

L ⊃ −λdQ̄LΦdR − λuQ̄LεΦ
∗uR + h.c. . (9.38)
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�e combination Φc ≡ εΦ∗ is the charge-conjugated Higgs �eld. �e second term is SU(2)
invariant, since

Q̄LεΦ
∗ → Q̄Le

−iααα·τττε(eiααα·τττ )∗Φ∗ = Q̄Le
−iααα·τττεe−iααα·τττ

∗
Φ∗

= Q̄Le
−iααα·τττe+iααα·τττ εΦ∗ = Q̄LεΦ

∗ ,
(9.39)

where eiααα·τττ ∈ SU(2) and ε · ε = −1. You can check that the hypercharges work out, too.

If we replace Φ by its vev in Eq. (9.38) and use

ε〈Φ∗〉0 =

(
0 1
−1 0

)
1√
2

(
0
v

)
=

1√
2

(
v
0

)
, (9.40)

we �nd the mass terms

L ⊃ −λuv√
2
ūLuR −

λdv√
2
d̄LdR + h.c. . (9.41)

Hence, the fermion masses are

me =
λev√

2
, mu =

λuv√
2
, md =

λdv√
2
. (9.42)

Later, we will generalize the construction to all three fermion generations.

By choosing a suitable gauge (unitarity gauge) we can eliminate the unphysical Goldstone

bosons and write the full Higgs �eld in the broken phase as

Φ(x) =
1√
2

(
0

v + h(x)

)
, (9.43)

with the physical Higgs �eld h(x). �e Higgs Lagrangian is then given by

LHiggs = |DµΦ|2 + µ2Φ†Φ− λ(Φ†Φ)2 , (9.44)

and the minimum of the potential is at

v =

√
µ2

λ
. (9.45)

Inserting Eq. (9.43) into Eq. (9.44) gives

LHiggs ⊃ −µ2h2 − λvh3 − 1
4
λh4 = −1

2
M2

hh
2 −

√
λ

2
Mhh

3 − 1
4
λh4 , (9.46)

with the Higgs mass

Mh =
√

2µ =
√

2λv . (9.47)

�e kinetic terms in Eq. (9.44) give the gauge-boson mass terms and their Higgs interactions:

LHiggs ⊃ 1
2
(∂µh)2 +

[
M2

WW
+
µ W

−µ + 1
2
M2

ZZ
2
](

1 +
h

v

)2

. (9.48)
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9.4 The CKMmatrix
�e kinetic term for the three fermion generations is

Lkin. =
3∑

k=1

(
L̄kLi /DL

k
L + Q̄k

Li /DQ
k
L + ¯̀k

Ri /D`
k
R + ūkRi /Du

k
R + d̄kRi /Dd

k
R

)
. (9.49)

where i is a generation index. �is Lagrangian has a large U(3)5 �avor symmetry: unitary
U(3) rotations among the three generations, for LL, QL, `R, uR, and dR. �e most general

Yukawa interaction Lagrangian for the three generations is

LYuk. = −
3∑

i,j=1

[
Ŷ e
ijL̄

i
LΦ`jR + Ŷ d

ijQ̄
i
LΦdjR + Ŷ u

ij Q̄
i
LΦcujR

]
+ h.c. , (9.50)

with general, complex 3×3 matrices Ŷ a
. Which of the 3·2·32 = 54 parameters are physical?

Leptons

�e kinetic term for the leptons is invariant under

eR → ReR , ēR → ēRR
† , LL → SLL , L̄L → L̄LS

† , (9.51)

with R, S ∈ U(3); i.e., Ŷ e
is equivalent to Y e ≡ SŶ eR†. By a suitable choice of R and S, Y e

can be made diagonal, real, and non-negative (“Cartan decomposition”). Hence, we have

LYuk.,` = −
3∑
i=1

yei L̄
i
LΦ`iR + h.c. . (9.52)

�e Cartan decomposition is not unique; instead ofR, S we can also useR′ = DR, S ′ = DS,
with

D =

eiφ1 0 0
0 eiφ2 0
0 0 eiφ3

 . (9.53)

(�ese phase transformations correspond to the conservation of individual lepton number.)

�e total number of physical parameters is thus 2 · 32 − (2 · 32 − 3) = 3 – the three lepton

masses.

�arks

�e kinetic term for the quarks is invariant under

dR → RddR , d̄R → d̄RR
†
d ,

uR → RuuR , ūR → ūRR
†
u ,

QL → SuQL , Q̄L → Q̄LS
†
u ,

(9.54)
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with Rs, Ru, Su ∈ U(3). Again, we can choose Y u ≡ SuŶ
uR†u diagonal, real, and non-

negative. �en however,

SuŶ
dR†d = SuS

†
d︸ ︷︷ ︸

V

SdŶ
dR†d︸ ︷︷ ︸

Y d...diag., real, non-neg.

≡ V Y d
(9.55)

is neither real nor diagonal. Here,

V ≡ SuS
†
d (9.56)

is the Cabibbo-Kobayashi-Maskawa (CKM) matrix. It is unitary by construction. �e quark

Yukawa interaction is now

LYuk.,` = −
( 3∑
i,j=1

ydi Q̄
i
LΦVijd

j
R +

3∑
i=1

yui Q̄
i
LΦcuiR

)
+ h.c. . (9.57)

Instead of Ru, Rd, Su we could also choose e
iφRu, e

iφRd, e
iφSu, so we have 4 · 32 − (3 · 32 −

1) = 10 physical parameters – six quark masses, three mixing angles, and one CP-violating

phase. (�e symmetry under the phase transformation eiφ corresponds to baryon number

conservation.)

In order to �nd the quark masses, we de�ne

Qi
L ≡

(
uiL∑
j Vijd

j
L

)
. (9.58)

�is diagonalizes the quark mass terms in Eq. (9.57), if we insert the Higgs vev; we �nd

mu =
yu1v√

2
, md =

yd1v√
2
, mc =

yu2v√
2
, ms =

yd2v√
2
, mt =

yu3v√
2
, mb =

yd3v√
2
. (9.59)

In this basis, the CKM matrix appears in the charged-current interactions; Eqs. and (9.31)

become

J+µ
W → 1√

2

∑
ij

ūiLγ
µVijd

j
L + . . . , (9.60)

J−µW =→ 1√
2

∑
ij

d̄iLγ
µV †iju

j
L + . . . . (9.61)

In the neutral currents, the CKM matrix cancels; there is no tree-level �avor violation in the

SM (“no tree-level FCNCs”).

10 Introduction to flavor physics

10.1 Phenomenology of the CKMmatrix
�e usual notation is

V =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 . (10.1)
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�en, for example,

b
c

W−
∝ Vcb ,

t
b

W+
∝ V ∗tb .

(10.2)

�e unitarity of V leads to several useful relations. �e phenomenologically most interesting

is probably the orthogonality condidtion

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0 . (10.3)

�is equation de�nes a triangle in the complex plane – the so-called “unitarity triangle”

with the angles

α = arg

(
− VtdV

∗
tb

VudV
∗
ub

)
, β = arg

(
− VcdV

∗
cb

VtdV
∗
tb

)
, γ = arg

(
− VudV

∗
ub

VcdV
∗
cb

)
. (10.4)

A general, exact parameterization of V is (see the PDG [6])

V =

 c12c13 s12c13 s13e
−iδ13

−s12c23 − c12s23s13e
−iδ13 c12c23 − s12s23s13e

−iδ13 s23c13

s12s23 − c12c23s13e
−iδ13 −c12s23 − s12c23s13e

−iδ13 c23c13

 , (10.5)

with cij = cos θij , sij = sin θij (three angles, one phase). We de�ne

λ ≡ s12 , A ≡ s23

λ2
, ρ+ iη ≡ s13e

−iδ13

Aλ3
. (10.6)

Measurements give λ ≈ 0.22, A ≈ 0.8,
√
ρ2 + η2 ≈ 0.4, so we can expand in the small

parameter λ. �is gives the Wolfenstein parameterization

V =

 1− 1
2
λ2 λ Aλ3(ρ− iη)

−λ 1− 1
2
λ2 Aλ2

Aλ3(1− ρ− iη) −Aλ3 1

+O(λ4) . (10.7)

(�ere is an improved parameterization in terms of ρ̄ and η̄ that is exactly unitary to all orders
in λ; see Ref. [6].) �e CKM matrix shows a pronounced hierarchy.

10.2 Neutral meson mixing and CP violation
How does the SM Lagrangian change under the discrete transformations C , P : xµ → xµ,
T : xµ → −xµ? For X = C,P, T, CP,CPT we have

X : b̄Γd → Xb̄ΓdX−1 , (10.8)

with
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b̄RdL(xµ) b̄RγρdL(xµ)

C d̄RbL(xµ) ηC −d̄RγρbR(xµ) ηC

P b̄LdR(xµ) ηP b̄Rγ
ρdR(xµ) ηP

CP d̄LbR(xµ) ηCηP −d̄LγρbL(xµ) ηCηP
T b̄RdL(−xµ) ηT b̄Lγ

ρdL(−xµ) ηT
CPT d̄LbR(−xµ) ηCηPηT −d̄LγρbL(−xµ) ηCηPηT

and the same with L ↔ R. �e arbitrary phase factors ηX can be absorbed into the de�ni-

tions of the quark �elds (since the Yukawa part of the Lagrangian is not invariant under this

rede�nition, this corresponds to a choice of phase convention for the CKM matrix!).

�e meson states transform like the corresponding currents, since QCD is invariant under

C , P , and T . For instance,

CP |B̄0(pµ)〉 = −ηCηP |B0(pµ)〉 , CP |B0(pµ)〉 = −η∗Cη∗P |B̄0(pµ)〉 . (10.9)

�e vector and scalar �elds of the SM transform as follows:

Aµ(xρ), Ga,µ(xρ), Zµ(xρ) W±,µ(xρ) h(xρ)
C −V µ(xρ) −W∓,µ(xρ) h(xρ)
P Vµ(xρ) W±

µ (xρ) h(xρ)
CP −Vµ(xρ) −W∓

µ (xρ) h(xρ)
T Vµ(−xρ) W±

µ (−xρ) h(−xρ)
CPT −V µ(−xρ) −W∓,µ(−xρ) h(−xρ)

�erefore, the charged currents transform under CP as (e.g.)

VubūLγ
µbLW

+
µ + V ∗ubb̄Lγ

µuLW
−
µ → Vubb̄Lγ

µuLW
−
µ + V ∗ubūLγ

µbLW
+
µ . (10.10)

�is is the same only for Vub = V ∗ub. Is this phase actually observable?

Let |B0(t)〉 be the state vector of a B meson that has been a B0
at t = 0, i.e. |B0(t =

0)〉 = |B0〉. Generally, for t 6= 0, |B0(t)〉 is then a superposition of |B0〉 and |B̄0〉. �e time

evolution is described by

i
d

dt

(
|B0(t)〉
|B̄0(t)〉

)
=
(
M − i

2
Γ
)(|B0(t)〉
|B̄0(t)〉

)
, (10.11)

whereM and Γ are Hermitian 2 × 2 matrices. CPT invariance impliesM11 = M22, Γ11 =
Γ22. �e weak interaction induces o�-diagonal matrix elements via box diagrams (Fig. 7)�e

u, c, t

u, c, t
u, c, t u, c, t

b

d

W

b

b

b

d

d

d

W
W

W

Figure 7: Leading order box diagrams for B-meson mixing.
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transition amplitude has the form

A =
∑

i,j=u,c,t

VibV
∗
idVjbV

∗
jd F

( m2
i

M2
W

,
m2
j

M2
W

)
. (10.12)

We de�ne xi = m2
i /M

2
W , λi = VibV

∗
id. CKM unitarity implies λu + λc + λt = 0, i.e. the

amplitude vanishes for xi = 0 (this is called “Glashow-Iliopoulos-Maiani (GIM)mechanism”).

Sincemt � mc,mu and λu ∼ λc ∼ λt,B-mesonmixing is dominated by the λt term (careful,

this is not necessarily true for other meson systems).

We can diagonalize the Hamiltonian (10.11) to �nd the weak eigenstates

|BL〉 = p|B0〉+ q|B̄0〉 ,
|BH〉 = p|B0〉 − q|B̄0〉 , (10.13)

with |p|2 + |q|2 = 1. �e two states |BL〉 and |BH〉 are not orthogonal. �eir time evolution

is given by

|BH,L(t)〉 = exp
[
− i
(
MH,L − iΓH,L/2

)
t
]
|BH,L〉 , (10.14)

with |BH,L(t = 0)〉 = |BH,L〉, and MH,L and ΓH,L the masses and life times of the BH,L

mesons. Now we de�ne

m ≡ MH +ML

2
= M11 , Γ ≡ ΓH + ΓL

2
= Γ11 ,

∆m = MH −ML > 0 , ∆Γ = ΓH − ΓL .
(10.15)

Inverting Eq. (10.13) and inserting Eq. (10.14), we �nd the time evolution

|B0(t)〉 =
1

2p

[
e−iMLt−ΓLt/2|BL〉+ e−iMH t−ΓH t/2|BH〉

]
,

|B̄0(t)〉 =
1

2q

[
e−iMLt−ΓLt/2|BL〉 − e−iMH t−ΓH t/2|BH〉

]
.

(10.16)

Now we can use Eq. (10.13) again to replace |BH,L〉 on the right side:

|B0(t)〉 = g+(t)|B0〉+
q

p
g−(t)|B̄0〉 ,

|B̄0(t)〉 =
p

q
g−(t)|B0〉+ g+(t)|B̄0〉 ,

(10.17)

with

g+(t) = e−imte−Γt/2
[

cosh
∆Γt

4
cos

∆mt

2
− i sinh

∆Γt

4
sin

∆mt

2

]
,

g−(t) = e−imte−Γt/2
[
− sinh

∆Γt

4
cos

∆mt

2
+ i cosh

∆Γt

4
sin

∆mt

2

]
.

(10.18)

Since ∆Γ 6= 0, we have g±(t) 6= 0 (with the only exception g−(t = 0) = 0). A B0
will never

mix back into a pure B0
state.
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M12 and Γ12 can (in principle) be calculated (e.g. via box diagrams in the SM). �e con-

nection to experiment is provided by the relations(
∆m

)2 − 1

4

(
∆Γ
)2

= 4|M12|2 − |Γ12|2 , (10.19)

∆m∆Γ = −4Re
(
M12Γ∗12

)
, (10.20)

q

p
= −∆m+ i∆Γ/2

2M12 − iΓ12

= − 2M∗
12 − iΓ∗12

∆m+ i∆Γ/2
. (10.21)

Frequently, one de�nes also

φ ≡ arg

(
− M12

Γ12

)
. (10.22)

Using Eq. (10.17) we can calculate the time-dependent decay ratesΓ(B0(t)→ f),Γ(B̄0(t)→
f) (see Ref. [7]). �is allows us to study CP violation. �e following question is important:

which quantities are physically observable (in the sense that they independent of arbitrary

phase conventions)? Let us �rst de�ne a short notation for the decay amplitudes,

Af ≡ 〈f |B0〉 , Āf ≡ 〈f |B̄0〉 , (10.23)

and similarly Af̄ , Āf̄ , with the CP-conjugated �nal state

|f̄〉 = CP |f̄〉 . (10.24)

�e phases ofM12, Γ12, q/p, Āf/Af depend on the phase convention for the CP transforma-

tion and / or the CKM matrix. �e following quantities are phase-convention independent

(and thus observable):∣∣∣∣qp
∣∣∣∣ , ∣∣∣∣Āf̄Af

∣∣∣∣ , λ ≡ q

p

Āf
Af

, φ = arg

(
− M12

Γ12

)
, ∆m, ∆Γ . (10.25)

10.3 Three types of CP violation
10.3.1 CP violation in mixing (|q/p| 6= 1)

Eq. (10.21) implies ∣∣∣∣qp
∣∣∣∣2 =

∣∣∣∣2M∗
12 − iΓ∗12

2M12 − iΓ12

∣∣∣∣ . (10.26)

If φ = 0, then |q/p| = 1, while |q/p| 6= 1 implies CP violation.

Example: Decay into “wrong-sign” leptons. �e �nal-state lepton of a semileptonic decay

of a B0 ∼ [b̄d] always has positive charge, B0 → `+νX . Similarly, B̄0 → `−ν̄X . See Fig. 8.

Now consider the asymmetries (here, f = `−ν̄X)

asl(t) =
Γ(B̄0 → `+νX)− Γ(B0 → `−ν̄X)

Γ(B̄0 → `+νX) + Γ(B0 → `−ν̄X)

=
|p
q
g−(t)〈f̄ |B〉+ g+(t)〈f̄ |B̄〉|2 − |g+(t)〈f |B〉+ q

p
g−(t)〈f |B̄〉|2

|p
q
g−(t)〈f̄ |B〉+ g+(t)〈f̄ |B̄〉|2 + |g+(t)〈f |B〉+ q

p
g−(t)〈f |B̄〉|2

=
|p
q
〉|2 − | q

p
|2

|p
q
〉|2 + | q

p
|2 =

1− |q/p|4
1 + |q/p|4 .

(10.27)
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W+b̄

ū

ℓ+

ν

b

u

ℓ−

ν̄

W−

Figure 8: Decay of a b̄ quark vs. decay of a b quark.

Here, we used 〈f̄ |B̄〉 = 〈f |B〉 = 0 and |〈f̄ |B〉| = |〈f̄ |B〉|.

10.3.2 CP violation in decay (|Āf̄/Af | 6= 1)

�ere can be two types of phases in the decay amplitudesAf ≡ 〈f |B〉 and Āf̄ ≡ 〈f̄ |B̄〉. Weak
phases change sign under CP; in the SM, these phases appear only in the CKM matrix. QCD

can generate strong phases through resca�ering in the hadronic �nal state. Strong phases do

not change sign under CP, since QCD is CP invariant. So, in general we can write

Af =
∑
k

Ake
i(δk+φk) , Āf̄ =

∑
k

Ake
i(δk−φk) , (10.28)

where the Ak are real, and δk and φk are the strong and weak phases, respectively.

CP is obviously violated if |Āf̄/Af | 6= 1 (direct CP violation). Direct CP violation can only

occur in a process that involves (at least) two amplitudes that di�er in both their weak and

strong phases. For instance,∣∣∣∣A1e
iδ1 + A2e

iδ1−iφ2

A1eiδ1 + A2eiδ1+iφ2

∣∣∣∣ =

∣∣∣∣A1 + A2e
−iφ2

A1 + A2eiφ2

∣∣∣∣ = 1 . (10.29)

Example: CP violation in the decay of charged B mesons.

Γ(B− → f)− Γ(B+ → f̄)

Γ(B− → f) + Γ(B+ → f̄)
=

1− |Āf̄/Af |2
1 + |Āf̄/Af |2

. (10.30)

10.3.3 CP violation in the interference between mixing and decay (λf 6= ±1)

Consider the decay into a CP eigenstate fCP . If bothB
0
and B̄0

can decay into fCP , there can
be CP violation in the interference between the decay without and with mixing, B0 → fCP
and B0 → B̄0 → fCP .

As an example, consider the general time-dependent asymmetry

af (t) ≡
Γ(B̄0 → f)− Γ(B0 → f̄)

Γ(B̄0 → f) + Γ(B0 → f̄)

= − (1− |λf |2) cos(∆mt)− 2Im(λf ) sin(∆mt)

(1 + |λf |2) cosh(∆Γt/2)− 2Re(λf ) sinh(∆Γt/2)
+O

(∣∣∣∣ Γ12

M12

∣∣∣∣ sinφ) . (10.31)
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af (t) 6= 0 for all three types of CP violation. In some cases we have |q/p| ≈ 1, |Āf/Af | ≈ 1.
�e standard example is B → J/ψKS . �e dominant decay amplitudes are shown in Fig. 9.

Kaon mixing is dominated by the amplitude shown in Fig. 10. B-meson mixing is dominated

W+b̄

c̄

c

s̄

b

c

c̄

s

W−
d

d

d̄

d̄

B0 B̄0

J/ψ

K0 K̄0

J/ψ

Figure 9: Dominant decay amplitudes for B → J/ψKS .

by the amplitude shown in Fig. 11. �erefore, we have

c

c

s

d s

d

Figure 10: Dominating box diagrams for K-meson mixing.

t

t

b

d b

d

Figure 11: Dominating box diagrams for B-meson mixing.

λψKS =
q

p

ĀψKS
=
−
(
V ∗tbVtd
VtbV

∗
td

)(
VcbV

∗
cs

V ∗cbVcs

)(
VcsV

∗
cd

V ∗csVcd

)
= −

(
VcdV

∗
cb

VtdV
∗
tb

)∗/(
VcdV

∗
cb

VtdV
∗
tb

)
= −e−2iβ .

(10.32)

For |q/p| ≈ 1, |Āf/Af | ≈ 1 (here, only one ampitude contributes!) we have

af (t) =
Im(λf ) sin(∆mt)

cosh(∆Γt/2)− Re(λf ) sinh(∆Γt/2)
≈ Im(λf ) sin(∆mt) , (10.33)

where in the last line we used ∆Γt ≈ 0. One can extract the angle β by measuring aψKS(t).
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10.4 CP violation in the neutral kaon system∗

10.5 Weak e�ective Hamiltonian
Let’s calculate the decay rate for µ− → e−ν̄eνµ. We can read o� the necessary Feynman rules

from Eq. (9.4) and Eq. (9.31):

ν̄

ℓ−

µ
k

k′
q

W−
: ig√

2
γµPL(2π)4δ4(k + k′ − q) ,

(10.34)

ℓ+

ν

µ
k

k′
q

W+

: ig√
2
γµPL(2π)4δ4(k + k′ − q) .

(10.35)

�eW propagator in ’t Hoo�-Feynman gauge is

µ ν
q →

:
1

(2π)4

−iηµν
q2 −M2

W + iε
. (10.36)

Using this, we can calculate the decay amplitude (see Fig. 12). Performing the momentum

Wµ−

νµ

e−

ν̄e

p1
p2

p1 − p2

p3

p4

Figure 12: Leading order contribution to muon decay.

integration gives

−2πiM =
(2π)8

(2π)10

(
ig√

2

)2

(−i) ū(ppp2, s2)γµPLu(ppp1, s1)ū(ppp3, s3)γµPLv(ppp4, s4)

(p1 − p2)2 −M2
W

. (10.37)

We have me,mµ � MW , and hence also (p1 − p2)2 � M2
W . In excellent approximation,

therefore,

−2πiM = − ig2

2(2π)2

ū(ppp2, s2)γµPLu(ppp1, s1)ū(ppp3, s3)γµPLv(ppp4, s4)

M2
W

≡ −i 4GF√
2(2π)2

ū(ppp2, s2)γµPLu(ppp1, s1)ū(ppp3, s3)γµPLv(ppp4, s4) ,

(10.38)
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with the Fermi constant
GF√

2
≡ g2

8M2
W

. (10.39)

Using the master formula (3.22) we can calculate the decay rate.

Note that

GF =

√
2g2

8M2
W

=
4
√

2g2

8g2v2
=

1√
2v2

, (10.40)

i.e. one can measure the Higgs vev via muon decay.

We can obtain the amplitude Eq. (10.38) directly using the “e�ective” Lagrangian

L = −4GF√
2

(ν̄µγ
µPLµ)(ēγµPLνe) . (10.41)

�is Lagrangian is not renormalizable. It represents a low-energy limit of the SM.

11 Chiral Lagrangian∗

11.1 The non-linear sigma model and e�ective field theory
We start by slightly reformulating the linear sigma model. Recall the original Lagrangian

Eq. (8.10):

L = 1
2

∑
n

∂µφn∂
µφn +

µ2

2

∑
n

φnφn −
λ

4

(∑
n

φnφn
)2
, (11.1)

invariant under the group O(N) of real rotations of the �elds. We have seen that if µ2 < 0,
the minimum of the potential is at φ = 0, which is invariant underO(N) rotations. If µ2 > 0,
however, the minimum is at φ(x) = φ̄, with∑

n

φ̄2
n =

µ2

λ
. (11.2)

We will now only discuss the case N = 4, and call the four �eld components φ = (πππ, σ).
(Note that for µ2 < 0, nothing distinguishes the four components.) Nowwe use the following

very useful relation for the Pauli matrices σa (exercise!)

σaσb = δab + iεabcσc , (11.3)

and rewrite the four-component �eld vector φ as a matrix

Σ ≡ σ1+ iσσσ · πππ , (11.4)

such that

σ2 + πππ2 = 1
2
Tr

(
Σ†Σ

)
. (11.5)

�e Lagrangian (8.10) can the be wri�en as

L = 1
4
Tr

(
∂µΣ†∂µΣ

)
+ µ2

4
Tr

(
Σ†Σ

)
− λ

16
Tr

(
Σ†Σ

)2
. (11.6)
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In this form, it is obvious that the Lagrangian has a SU(2)L × SU(2)R symmetry,

Σ→ Σ′ = ULΣU †R , (11.7)

with UL ∈ SU(2)L and UR ∈ SU(2)R. As before, for µ
2 > 0 we introduce shi�ed �elds,

now denoted by

σ̃ ≡ σ − v , (11.8)

where v =
√
µ2/λ, and the Lagrangian becomes

L = 1
2

[
∂µσ̃∂

µσ̃ − 2µ2σ̃2
]

+ 1
2
∂µπππ · ∂µπππ − λvσ̃

(
σ̃2 + πππ2

)
− λ

4

[(
σ̃2 + πππ2

)2 − v4
]
. (11.9)

�e problemwith Lagrangians like Eq. (8.10) or (11.9) is that, in order to calculate sca�ering

amplitudes, we need to include Feynman diagrams to all orders (unless λ happens to be

small). However, we can rewrite the Lagrangian (8.10) in a form that allows for an expansion

in derivatives. �e general strategy is as follows:

• Perform a local symmetry trsnaformation to eliminate all NGB (Nambu-Goldstone bo-

son) �elds.

• NGB reappear as parameters of symmetry transformation.

• Due to global invariance, no dependence on constant NGB �elds can remain; every

terms that involves NGB �elds must contain at least one derivative of the NGB �elds.

• Derivatives translate into energy-momentum; this allows for an expansion for small

energies / momenta.

As an example, we write φ(x) in Eq. (8.10) as a rotation of (0, 0, 0, σ):

φn(x) = Rn4σ(x) , (11.10)

where R(x) ∈ O(4), i.e. RT (x)R(x) = 1. It follows that

σ(x) =

√∑
n

φ2
n(x) , (11.11)

and Eq. (8.10) becomes

L =
1

2

4∑
n=1

(
Rn4∂µσ + σ∂µRn4

)2
+

1

2
µ2σ2 − λ

4
σ4 . (11.12)

�e orthogonality of R implies∑
n

R2
n4 = 1 ,

∑
n

Rn4∂µRn4 =
1

2
∂µ
∑
n

R2
n4 = 0 , (11.13)
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so the Lagrangian simpli�es to

L =
1

2
∂µσ∂

µσ +
1

2
σ2

4∑
n=1

∂µRn4∂
µRn4 +

1

2
µ2σ2 − λ

4
σ4 . (11.14)

For µ2 > 0, σ has a vev 〈σ〉0 = µ/
√
λ, as before.

�e NGB �elds can be chosen asRa4, with a = 1, 2, 3, whileR44 is given by orthogonality.

�ere are several other representations, related to Eq. (11.14) by a non-linear �eld rede�ni-

tion. A general theorem of QFT tells us that on-shell S-matrix elements are invariant under

non-linear transformations of the �elds in the Lagrangian. An important representation, the

so-called “exponential representation”, is obtained from Eq. (11.4) via the rede�nitions

Σ = σ + iσσσ · πππ = (v + S)U , (11.15)

where

U = exp(iσσσ · πππ′/v) . (11.16)

An easy calculation yields

L =
1

2

[
∂µS∂

µS − 2µ2S2
]

+
(v + S)2

4
Tr

(
∂µU∂

µU
)
− λvS3 − λ4S4 . (11.17)

By construction, U transforms like Σ: for L ∈ SU(2)L, R ∈ SU(2)R,

U → LUR† . (11.18)

�e Lagrangian is still invariant under SU(2)L×SU(2)R, but the symmetry is realized non-

linearly on the NGB �elds, while S is invariant. (Note that the vectorial subgroup, L = R, is
realized linearly: δπππ = θθθ × πππ.)

Since S is a scalar under SU(2)L × SU(2)R, we can “discard” it without impairing the

invariance under SU(2)L×SU(2)R of Eq. (11.17). (Formally, we can take the limit µ2 →∞,

λ→∞ with µ/
√
λ �xed.) �e Lagrangian is the simply

L =
v2

4
Tr

(
∂µU∂

µU
)
. (11.19)

In fact, we did not have to start with the linear sigma model – the idea of e�ective �eld
theory (EFT) is is to write the most general Lagrangian with a given symmetry (breaking)

pa�ern. �e “UV theory” is not unique. Comparison with the symmetries of the QCD La-

grangian at low energies shows that the pions of QCD can be interpreted as the NGB of the

spontaneously broken chiral SU(2)L × SU(2)R symmetrt of QCD.

We could add to the Lagrangian (11.19) terms of higher order in the pion interactions, such

as Tr

(
∂µU∂

µU
)2

etc. As long as we include all interactions allowed by symmetry, the theory

will be renormalizable (in the generalized sense that all divergences can be absorbed into an

(in�nite) number of counterterms).
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11.2 Spontaneously broken approximate symmetries
Example: QCD with two light quark �avors. Leads to low-mass spin-zero particles, “pseudo

Goldstone bosons”.

Assume we can split the potential as

V (φ) = V0(φ) + V1(φ) , (11.20)

where V0 is invariant under some symmetry transformation:∑
nm

∂V0(φ)

∂φn

(
ta
)
nm
φm = 0 . (11.21)

V1 is a small correction due to explicit symmetry breaking, i.e. the minimum of the potential

gets shi�ed from φ0 (the minimum of V0) to φ̄ = φ0 + φ1, where φ1 is small compared to φ0

(of �rst order in the small symmetry-breaking terms). �e minimization condition is then

∂V (φ)

∂φn

∣∣∣∣
φ=φ0+φ1

= 0 . (11.22)

�e zeroth-order term vanishes by construction, so the �rst-order term must also vanish:∑
m

∂V0(φ)

∂φn∂φm

∣∣∣∣
φ=φ0

φ1,m +
∂V1(φ)

∂φn

∣∣∣∣
φ=φ0

= 0 . (11.23)

�e condition (8.9) reads here∑
n,`

∂2V0(φ)

∂φn∂φm

∣∣∣∣
φ=φ0

(
ta
)
n`
φ0,` = 0 . (11.24)

Multiplying Eq. (11.23) with (taφ0)n, summing over n, and using Eq. (11.24) gives∑
n

(
taφ0

)
n

∂V1(φ)

∂φn

∣∣∣∣
φ=φ0

= 0 . (11.25)

�is is called the vacuum alignment condition. φ0 can always be chosen such that Eq. (11.25)

is satis�ed (to linear order). �e vacuum alignment condition forces the direction of sponta-

neous symmetry breaking into alignment with the explicit symmetry breaking terms in the

Lagrangian.

Example: breaking of O(N)→ O(N − 1). In the absence of explicit breaking, we can use

the underlying O(N) symmetry to chose which O(N − 1) subgroup is le� unbroken. If we

add a perturbation∝∑n unφn, then the Lagrangian is invariant under the speci�cO(N−1)
that leaves u invariant. Without Eq. (11.25), we would expect onlyO(N−2) invariance a�er
SSB (both u and φ0). Eq. (11.25), however, implies that u ∝ φ0 (exercise!), so the unbroken

symmetry is O(N − 1).
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11.3 Pions and kaons as Goldstone bosons
Recall that the QCDLagrangian for twomassless quark �avors has a globalSU(2)L×SU(2)R
symmetry. What is observed in nature? Pions (π+ ∼ [ud̄], π0 ∼ [uū − dd̄]), nucleons
(p ∼ [uud], n ∼ [udd]) respect an approximate isospin symmetry (interchange of up and

down quarks):

δmπ

mπ

∼ 139.57− 134.9766

139.57
≈ 3 % , (11.26)

δmN

mN

≈ 0.1 % . (11.27)

However, a “parity doubling” is not observed. We assume that SU(2)L × SU(2)R is sponta-

neously broken to SU(2)V isospin, and interpret the pions as Goldstone bosons. Same works

for u, d, s and SU(3) (plus kaons, η). How can we test this hypothesis?

�e Lagrangian (11.19) has the correct symmetry structure (including SSB), and can easily

be generalized to the case SU(3)L×SU(3)R. What about explicit symmetry breaking (QED,

quark masses)? Let’s de�ne q = (u, d, s) andM = diag(mu,md,ms). �en the QCD quark

mass Lagrangian is

L = −q̄Mq = −
(
q̄RMqL + q̄LMqR

)
. (11.28)

Now we “invent” a static external 3× 3 matrix �eld χ, and replace Eq. (11.28) by

L = −q̄Mq = −
(
q̄Rχ

†qL + q̄LχqR

)
, (11.29)

which is the same as Eq. (11.28) for χ = χ† =M. However, Eq. (11.29) is formally invariant

under SU(3)L × SU(3)R if χ transforms as

χ→ VLχV
†
R (11.30)

for VR ∈ SU(3)R, VL ∈ SU(3)L. �us we can construct the most general chiral e�ective

Lagrangian with the same explicit symmetry breaking pa�ern as in QCD, out of the �elds U
and χ (this is sometimes called the “spurion method”, and χ is called a “spurion �eld”). We

will use the parameterization

U(x) = exp

(
i
√

2

f
Π

)
, (11.31)

with

Π ≡
∑
a

λaπa =


π0
√

2
+ η8√

6
π+ K+

π− − π0
√

2
+ η8√

6
K0

K− K̄0 −2η8√
6
.

 (11.32)

Here, λa are the Gell-Mann matrices, normalized as Tr(λaλb) = δab, and f is a constant with

dimension of mass (to be determined later; essentially, f is the pion decay constant).
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For instance, the interaction Tr(U †χ + Uχ†) is invariant under SU(3)L × SU(3)R and

parity

U(xxx, t)↔ U †(−xxx, t) , χ↔ χ† . (11.33)

Making the replacement χ = χ† = M, we �nd the most general pion Lagrangian with a

singleM insertion

L =
f 2

4
Tr

(
∂µU

†∂µU
)

+
B0f

2

2
Tr

[
M(U + U †)

]
, (11.34)

where B0 is another low-energy constant. Neither f nor B0 can be determined from chiral

symmetry.

By expanding the mass term in Eq. (11.34), we can read o� the entries of the pion mass

matrix:

M2
π± = M2

π0 = B0(md +mu) , (11.35)

M2
K± = B0(ms +mu) , (11.36)

M2
K0 = B0(ms +md) , (11.37)

M2
η = B0

4ms +md +mu

3
, (11.38)

and a π-η mixing term

M2
πη = B0

mu −md√
3

. (11.39)

From MK+ ≈ 493.7MeV, MK0 ≈ 497.6MeV, Mπ+ ≈ 139.57MeV, Mπ0 ≈ 134.98MeV we

see thatms � md,mu.

To discuss the e�ects of the up- and down-quark masses, we should include the e�ects of

QED (i.e. replace ∂µ → Dµ). �e electromagnetic current is

Jµ = ieq̄γµQq , (11.40)

where Q = diag(2/3,−1/3,−1/3). �e vector and axial-vector currents are

V aµ = iq̄γµλaq , (11.41)

Aaµ = iq̄γµγ5λ
aq , (11.42)

with charges

T a ≡
∫
d3xV a0 , (11.43)

Xa ≡
∫
d3xAa0 , (11.44)

which act as the QM generators of the symmetry. �eir commutators with the electromag-

netic current are
9

[T a, Jµ] = −ieq̄γµ[Q, λa]q , (11.45)

9
It is straightforward to show that [T a, q] = −λaq and [Xa, q] = −λaγ5q.
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[Xa, Jµ] = −ieq̄γµγ5[Q, λa]q . (11.46)

We see that Jµ commutes with X3
, X6

, X7
, X8

and T 3
, T 6

, T 7
, T 8

, so the electromagnetic

part of the e�ective Lagrangian is invariant under this SU(2)× SU(2)× U(1)× U(1) sub-
group. For zero quark masses, QED e�ects give no masses to the associated neutral π0

, K0
,

K̄0
, and η bosons. Similarly, for zero quark masses,K+

and π+
transform as a doublet under

the unbroken SU(2) subgroup generated by

T 6 ∼

0 0 0
0 0 1
0 1 0

 , T 7 ∼

0 0 0
0 0 −i
0 i 0

 ,
√

3T 8 − T 3 ∼

0 0 0
0 1 0
0 0 −1

 (11.47)

(“u-spin”), so the electromagnetic corrections ∆ to the K+
and π+

masses are equal. �ere-

fore we have

M2
π± = B0(md +mu) + ∆ ,

M2
π0 = B0(md +mu) ,

M2
K± = B0(ms +mu) + ∆ ,

M2
K0 = M2

K̄0 = B0(ms +md) ,

M2
η = B0

4ms +md +mu

3
.

(11.48)

As a consequence, there is one linear relation on the �ve boson masses [Gell-Mann 1961,

Okubo 1962]:

3M2
η + 2M2

π± −M2
π0 = 2M2

K± + 2M2
K0 . (11.49)

�is givesMη = 566MeV. �e di�erence to the experimental value is due to mixing among

the π0
, η, and η′.

Eq. (11.48) yields the quark mass ratios

md

ms

=
M2

K0 +M2
π± −M2

K±

M2
K0 −M2

π± +M2
K±

(11.50)

and

mu

ms

=
2M2

π0 −M2
K0 −M2

π± +M2
K±

M2
K0 −M2

π± +M2
K±

. (11.51)

Inserting the meson masses we �ndmd/ms = 0.049,mu/ms = 0.028, and thusmd/mu ≈ 2.

11.4 Weak decays in the chiral EFT
We still need to determine the constant f in Eq. (11.31) and Eq. (11.34). It can be extracted

from leptonic pion decay, π− → µν̄µ. �e e�ective Lagrangian is

Le� = −4GF√
2
Vud(ūγρPLd)(µ̄γρPLνµ) + h.c. . (11.52)
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(�ere are no QCD corrections to this Lagrangian due to current conservation. Similar e�ec-

tive Lagrangians can be wri�en for hadronic decays, in which case QCD e�ects can be quite

large.)

Lorentz invariance (together with conservation of parity) dictates that the pion-to-vacuum

matrix element takes the form

〈0|ūγργ5d|π−(ppp)〉 ≡ i
√

2fπp
ρ , (11.53)

where fπ is the pion decay constant. �e π− → µν̄µ matrix element of Eq. (11.52) then

becomes

M =
i

2

4GF√
2
Vudū(pppµ)γρPLv(pppνµ)〈0|ūγρd|π−(ppp)〉 = 2iGFVudfπū(pppµ)/pπPLv(pppνµ) , (11.54)

leading to the decay rate (exercise!)

Γ(π− → µν̄µ) =
G2
F

4π
f 2
πm

2
µmπ|Vud|2

[
1− m2

µ

m2
π

]
. (11.55)

From Γexp.(π− → µν̄µ) = 3.84× 107/s we �nd

fπ = 92MeV . (11.56)

Now let us calculate the same decay using the chiral Lagrangian. For this, we need to

implement the weak interaction. �e weak Lagrangian contains a term

L ⊃ Vud
g√
2

[ūLγ
µdL]W+

µ + h.c. = [q̄Lγ
µ`µqL]W+

µ + h.c. , (11.57)

where `µ ≡ gTW+
µ /
√

2 with

T =

0 Vud 0
0 0 0
0 0 0

 . (11.58)

(At low energies, it is be�er to think of W+
µ as an external source rather than a dynamical

�eld.) �e last term in Eq. (11.57) is invariant under the chiral SU(3)L×SU(3)R if `µ trans-

forms as `µ → VL`µV
†
L . Using the spurion method, we construct the corresponding terms in

the chiral Lagrangian:

L =
f 2

4
Tr

{
(∂µU−i`µU)†(∂µU−i`µU)

}
+ . . . = −g

4
f
{
Vud∂

µπ−W+
µ +h.c.

}
+ . . . . (11.59)

Now we can compare the pion-vacuum matrix elements of Eq. (11.57) and Eq. (11.59). Using

Eq. (11.53), we �nd

Vud
g√
2
〈0|ūLγρdL|π−(ppp)〉 = −Vud

g

2
√

2
〈0|ūγργ5d|π−(ppp)〉 = −Vud

g

2
ifπp

ρ

= −Vud
g

4
f〈0|∂ρπ−|π−(ppp)〉 = −Vud

g

4
ifpρ .

(11.60)

We see that f = 2fπ.
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12 Tests of the standard model∗

12.1 Custodial symmetry
�estion: Is the relationM2

W = cos2 θwM
2
Z “exact”? Consider the Higgs Lagrangian

LHiggs = |Dµφ|2 − V (φ) , (12.1)

where

V (φ) = −µ2φ†φ+ λ(φ†φ)2 , (12.2)

and

Dµφ =
(
∂µ − igτaW a

µ − i
g′

2
Bµ

)
φ . (12.3)

LHiggs is invariant under local SU(2)×U(1) transformations, and has an additional approx-

imate global symmetry. To see this, we write the components of the Higgs �eld as

φ =

(
φ+

φ0

)
. (12.4)

�en also

φc ≡ εφ∗ =

(
φ0∗

−φ−
)
, (12.5)

with (φ+)∗ = φ−, is a SU(2) doublet. Now we de�ne the “bi-doublet”

Φ =
1√
2

(φc, φ) =
1√
2

(
φ0∗ φ+

−φ− φ0

)
, (12.6)

and write the Higgs Lagrangian

LHiggs = Tr{(DµΦ)†DµΦ} − V (Φ) , (12.7)

with

V (Φ) = −µ2
Tr{Φ†Φ}+ λ

(
Tr{Φ†Φ}

)2
(12.8)

and

DµΦ = ∂µΦ− igτaW a
µΦ + i

g′

2
BµΦσ3 . (12.9)

For instance, consider the term

Tr{Φ†Φ} =
1

2
Tr

{(
φ0 −φ+

φ− φ0∗

)(
φ0∗ φ+

−φ− φ0

)}
=

1

2
Tr

{(
φ0φ0∗ + φ+φ− . . .

. . . φ0φ0∗ + φ+φ−

)}
= φ0φ0∗ + φ+φ− = φ†φ .

(12.10)

�e action of SU(2)× U(1) on the bi-doublet is

SU(2)L : Φ→ LΦ , (12.11)
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U(1)Y : Φ→ Φe−
i
2
σ3θ . (12.12)

Now consider the limiting case g′ → 0. �e covariant derivative is now

DµΦ = ∂µΦ− igτaW a
µΦ . (12.13)

In this limit, LHiggs has a global SU(2)R symmetry,

SU(2)R : Φ→ ΦR† . (12.14)

For instance, we have

Tr{(DµΦ)†DµΦ} → Tr{R(DµΦ)†DµΦR†} = Tr{(DµΦ)†DµΦ} . (12.15)

So, for g′ → 0, LHiggs has the global symmetry SU(2)L × SU(2)R,

SU(2)L × SU(2)R : Φ→ LΦR† . (12.16)

Eq. (12.12) implies that U(1)Y ⊂ SU(2)L × SU(2)R.
�e vacuum state of the bi-doublet is

〈Φ〉 =
1√
2

(φc, φ) =
1√
2

(
v 0
0 v

)
. (12.17)

�is vacuum breaks both SU(2)L and SU(2)R,

L〈Φ〉 6= 〈Φ〉 , 〈Φ〉R† 6= 〈Φ〉 . (12.18)

However, SU(2)L+R (i.e. L = R) leaves the vacuum invariant:

L〈Φ〉L† = 〈Φ〉 . (12.19)

�e breaking pa�ern is, thus,

SU(2)L × SU(2)R → SU(2)L+R . (12.20)

�e group SU(2)R (or, sometimes, SU(2)L × SU(2)R) is called custodial symmetry (from

Latin “custos”, protector). �e three massive gauge bosons associated with the breaking

pa�ern (12.20) areW+
,W−

, Z0
, with masses

M2
W =

1

4
g2v2 , M2

Z =
1

4
(g2 + (g′)2)v2 , (12.21)

and so

M2
W

M2
Z

=
g2

g2 + (g′)2
= cos2 θw , (12.22)

or

ρ ≡ M2
W

cos2 θwM2
Z

= 1 . (12.23)
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Figure 13: Corrections to the ρ parameter due to Higgs exchange

W W
t

b

t, bZ Z

Figure 14: Corrections to the ρ parameter due to bo�om- and top-quark exchange

In the limit g′ → 0, we haveMW = MZ . �e custodial symmetry “protects” the ρ parameter

from large radiative corrections, in the sense that these corrections must be proportional to

powers of g′.
For instance, the one-loop diagrams in Fig. 13 give

ρ̂ = 1− 11GFM
2
Z sin2 θw

24
√

2π2
log

M2
h

M2
Z

. (12.24)

Recall that sin2 θw → 0 for g′ → 0.
Similarly, the diagrams in Fig. 14 give the contribution

ρ̂ = 1 +
3GF

8
√

2π2

(
m2
t +m2

b − 2
m2
tm

2
b

m2
t −m2

b

log
m2
t

m2
b

)
→ 1 (12.25)

formt = mb. For yt = yb we can write the Yukawa Lagrangian as

LY ⊃ −yQ̄3
Lφd

3
R − yQ̄3

Lφ
cu3
R + h.c. = −yQ̄3

LΦQ3
R + h.c. , (12.26)

with y = yt = yb and QR = (tR, bR)T ; this is invariant under SU(2)L × SU(2)R.

12.2 SMEFT

12.3 Electroweak precision tests

13 Neutrino physics∗

14 Particle physics and cosmology∗

A Spherical harmonics
�is section is based on the discussion in Ref. [8]. We set ~ = 1 throughout.
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�e components of the angular momentum operator LLL are

Li = −i
∑
jk

εijkxj
∂

∂kk
. (A.1)

Each of the components commutes with r ≡
√
xxx2

1 + xxx2
2 + xxx2

3, so they can only on the direc-

tion of xxx, not its length. In fact, we can show that in polar coordinates

x1 = r sin θ cosφ , x2 = r sin θ sinφ , x1 = r cos θ , (A.2)

LLL acts only on the angles. For instance, we have

∂

∂φ
=
∑
i

∂xi
∂φ

∂

∂xi
= −r sin θ sinφ

∂

∂x1

+ r sin θ cosφ
∂

∂x2

= −x2
∂

∂x1

+ x1
∂

∂x2

= iL3 .

(A.3)

To obtain the other two components, we calculate

∂

∂θ
=
∑
i

∂xi
∂θ

∂

∂xi
= r cos θ cosφ

∂

∂x1

+ r cos θ sinφ
∂

∂x2

− r sin θ
∂

∂x3

, (A.4)

and notice that

cot θ cosφ
∂

∂φ
+ sinφ

∂

∂θ
= r cos θ

∂

∂x2

− r sin θ sinφ
∂

∂x3

= x3
∂

∂x2

− x2
∂

∂x3

= −iL1 ,

(A.5)

and

cot θ sinφ
∂

∂φ
− cosφ

∂

∂θ
= −r cos θ

∂

∂x1

+ r sin θ cosφ
∂

∂x3

= −x3
∂

∂x1

+ x1
∂

∂x3

= −iL2 ,

(A.6)

so we have in total

L1 = i

(
sinφ

∂

∂θ
+ cot θ cosφ

∂

∂φ

)
, (A.7)

L2 = i

(
− cosφ

∂

∂θ
+ cot θ sinφ

∂

∂φ

)
, (A.8)

L3 = −i ∂
∂φ

, (A.9)

and hence

LLL2 = −
[

1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

sin2 θ

∂2

∂φ2

]
. (A.10)
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To �nd the spectrum of LLL2
, we assume that we can expand the solutions about the origin

in terms of homogeneous polynomial in x1, x2, x3 of degree `. In polar coordinates such

polynomials have the form

ψ(xxx) = r`Y (θ, φ) , (A.11)

where Y is a homogeneous polynomial of order ` in the unit vector

x̂xx ≡ xxx/r = (sin θ cosφ, sin θ sinφ, cos θ) . (A.12)

AsLLL2
does not act on r, we will drop the factor r` from now on. From the usual rules of angu-

lar momentum in quantum mechanics, we know that the eigenvalues of angular momentum

satisfy

LLL2Y m
` = `(`+ 1)Y m

` (A.13)

and

L3Y
m
` = mY m

` , (A.14)

with m a positive or negative integer between −` ≤ m ≤ `, and ` a positive integer or

half-integer. We can write Y m
` (θ, φ) as a homogeneous polynomial in

x̂± ≡ x̂1 ± ix̂2 = sin θe±iφ , x̂3 = cos θ . (A.15)

�e functions Y m
` (θ, φ) are known as the spherical harmonics and can be wri�en in the form

Y m
` (θ, φ) ∝ P

|m|
` (θ)eimφ . (A.16)

�e associated Legendre polynomials P |m|` satisfy the di�erential equation

− 1

sin θ

d

dθ

(
sin θ

dP
|m|
`

dθ

)
+

m2

sin2 θ
P
|m|
` = `(`+ 1)P

|m|
` , (A.17)

see Eq. (A.10).

We can now simply �nd the spherical harmonics by writing all homogeneous polynomials

in x̂xx that satisfy the Eqs. (A.13) and (A.14). For instance, Y 0
0 is just a constant. Y m

1 must

contain one power of x̂± or x̂3; Eq. (A.14) shows that Y
−1

1 , Y 0
1 , and Y

1
1 must be proportional

to x−, x3, and x+, respectively. We �nd, for ` = 0, 1,

Y 0
0 =

√
1

4π
, (A.18)

Y −1
1 =

√
3

8π

(
x̂1 − ix̂2

)
=

√
3

8π
sin θe−iφ , (A.19)

Y 0
1 =

√
3

4π
x̂3 =

√
3

4π
cos θeiφ , (A.20)

Y 1
1 = −

√
3

8π

(
x̂1 + ix̂2

)
= −

√
3

8π
sin θeiφ . (A.21)
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�e prefactors are chosen such that the spherical harmonics are normalized,

π∫
0

sin θdθ

2π∫
0

dφ|Y m
` (θ, φ)| = 1 . (A.22)

Being eigenfunctions of the Hermitian operators LLL2
and L3 with di�erent eigenvalues, the

spherical harmonics are orthogonal. Since they are homogeneous polynomials of order ` in
x̂xx, they change sign under space-inversion x̂xx→ −x̂xx according to

Y m
` (π − θ, π + φ) = (−1)`Y m

` (θ, φ) . (A.23)

�e spherical harmonics for m = 0 are frequently wri�en in terms of the Legendre polyno-
mials P`(cos θ) as

Y 0
` (θ) =

√
2`+ 1

4π
P`(cos θ) . (A.24)

(�e Legendre polynomials are functions of cos θ because they can only be functions of x̂3 =
cos θ and x̂+x̂− = 1− cos2 θ. �ey are normalized as P`(1) = 1.)

B Clebsch-Gordan coe�icients
�e Clebsch-Gordan coe�cients appear in the addition of angular momentum in quantum

mechanics:

|jm〉 =
∑
m′m′′

Cj′j′′(jm;m′m′′)|j′m′〉|j′′m′′〉 . (B.1)

�ey are non-zero for |j′ − j′′| ≤ j ≤ j′ + j′′ andm = m′ +m′′, and are determined up to a

normalization and phase convention. Eq. (B.1) can be inverted to give

|j′m′〉|j′′m′′〉 =
∑
jm

Cj′j′′(jm;m′m′′)|jm〉 . (B.2)

�ey satisfy the following completeness relations:∑
jm

Cj′j′′(jm;m′m′′)Cj′j′′(jm; m̄′m̄′′) = δm′m̄′δm′′m̄′′ , (B.3)∑
m′m′′

Cj′j′′(jm;m′m′′)Cj′j′′(j̄m̄;m′m′′) = δjj̄δmm̄ , (B.4)

∑
mm′′

Cj′j′′(jm;m′m′′)Cj̄′j′′(jm; m̄′m′′) =
2j + 1

2j′ + 1
δj′j̄′δm′m̄′ . (B.5)
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