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Abstract

The Cosmic Microwave Background (CMB) has provided a wealth of information since its

discovery in the 1960s. The blackbody nature and the temperature anisotropies of the CMB

have helped form the current cosmological paradigm of a hot Big Bang and the ΛCDM

model of the Universe. We are now looking to the polarization field of the CMB for answers

about the early Universe. The theory of Cosmic Inflation postulates that the Universe went

through a period of exponential expansion in the earliest moments. This theory generally

predicts a stochastic background of primordial gravitational waves which would leave a faint

B-mode pattern in the polarization of the CMB.

The BICEP/Keck Array telescopes are small aperture multi-frequency microwave po-

larimeters at the Amundsen–Scott South Pole Station. These telescopes continuously ob-

serve a ∼1% patch of the Southern sky targeting degree angular scales where the amplitude

of the primordial gravitational waves is predicted to peak. The multi-frequency observation

allows for the disentanglement of galactic foreground signals from the CMB signal. To date,

these experiments provide the tightest constraints on the tensor-to-scalar ratio at r < 0.07

at 95% confidence.

The discussion of this thesis is split into two parts. In the first part, it will discuss

the design, development, and performance of the BICEP Array Housekeeping system. The

Housekeeping system is an electronics data acquisition system designed to read out the ther-

mistors of the cryogenically cooled receivers and provide temperature control. The second

part of the thesis will discuss high level data analysis using a multi-component model of
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the bandpower data. In particular, there will be discussion of a novel minimum variance

quadratic estimator used as an alternative to the maximum likelihood estimator.
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Chapter 1

Introduction

Cosmology is the study of the origins of the Universe and how it evolved into what we see

today. The Big Bang theory is the current cosmological paradigm describing the origins

of the Universe. The contents and interactions used to model the Universe is known as

ΛCDM cosmology. In this model, the Universe is comprised primarily of dark energy (Λ)

and cold dark matter (CDM). These theories, along with initial conditions, seem to describe

the physics of the Universe well. However, as our technology and measurements improve,

these standard theories of cosmology do not completely describe the phenomena we observe.

The theory of Cosmic Inflation or simply Inflation, was introduced to describe some of the

inconsistencies between standard cosmology and observation. In particular, the theory was

presented to address the horizon problem, the flatness problem, and the magnetic monopole

problem. By probing the polarization field of the Cosmic Microwave Background (CMB),

the BICEP/Keck (BK) Collaboration seeks to constrain the level of primordial gravitational

waves (PGWs). If detected, these waves, along with other observed phenomena, will provide

very strong evidence in favor of Inflation.

In Chapter 1 of this dissertation, I will introduce some of the basics of standard ΛCDM

cosmology. I will then discuss the CMB and how it is used as the primary probe for experi-

mentally verifying Inflation. Lastly, I will discuss how Inflation is an extension of Big Bang

1



1.1. STANDARD COSMOLOGY CHAPTER 1. INTRODUCTION

cosmology. Chapter 2 will be an overview of the BICEP/Keck experiments and the obser-

vation of the polarization of the CMB. Chapter 3 will describe, in detail, the Housekeeping

(HK) subsystem of the BICEP Array experiment. Finally, Chapter 4 will be a collection of

high level analyses using the BK Collaboration data in the form of bandpowers.

1.1 Standard Cosmology

Modern cosmology is built on the fundamentals of general relativity and the Cosmological

Principle. The Cosmological Principle states that the Universe is spatially homogeneous

and isotropic [1]. On large scales, the dynamics of the Universe are described by general

relativity expressed through the Einstein Field Equations (EFE) [2]:

Rµν −
1

2
Rgµν + Λgµν =

8πG

c4
Tµν (1.1)

Where Rµν is the Ricci tensor, R is the Ricci Scalar, gµν is the metric tensor, Λ is the

cosmological constant, and G is Newton’s constant. Tµν is the stress-energy tensor and

under the spatial isotropic and homogeneous assumptions, can be modeled as a perfect fluid.

The EFE relate the content of the Universe with the geometry of the space-time.

The Friedmann-Robertson-Walker (FRW) metric is the result of applying the Cosmo-

logical Principal with the formalism of general relativity. The FRW metric is expressed

as:

ds2 = c2dt2 − a2(t)

(
dr2

1− kr2
+ r2dθ + r2sin2θdφ2

)
(1.2)

Where c2dt2 describes the temporal component and the spatial component is described in

spherical coordinates (r, θ, φ) with a spatial curvature, k. For a spatially flat universe, k = 0.

In a universe with a positive curvature k = +1, which is sometimes referred to as closed or

spherical. For a negative curvature k = −1, the universe is open or hyperbolic. The scale

factor, a(t), describes the expansion of the Universe with time. When the FRW metric is

2
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applied to the EFE, the resulting equations are the well known Friedmann equations [3].

The first Friedmann (1.3) can be derived from the 00 or tt component.

H2 =

(
ȧ

a

)2

=
8πGρ

3
+

Λc2

3
− kc2

a2
(1.3)

Where H is Hubble’s parameter which is used to describe the expansion rate of the Universe

and ρ is the mass density. Figure 1.1 shows the first observations of Hubble indicating an

expanding universe. The value of the Hubble parameter at the present moment is referred

to as Hubble’s constant: H0 = ȧ(t0)/a(t0) where t0 is present day.

Figure 1.1: This figure from Hubble’s observations [4] is the relationship between the radial
velocity and distance of extra-galactic nebulae. Hubble’s law (v = H0D) describes how the
red-shifted velocity (v) of extra-galactic nebulae increases with the proper distance (D) and
Hubble’s constant (H0). This was some of the first evidence that the Universe is dynamic
and expanding.

The second Friedmann equation can be obtained by combining the first equation (1.3)

with the spatial components of the EFE (1.1):

Ḣ +H2 =
ä

a
=
−4πG

3

(
ρ+

3p

c2

)
(1.4)
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1.1. STANDARD COSMOLOGY CHAPTER 1. INTRODUCTION

Where p is the hydrostatic pressure term in the the stress-energy tensor and the cosmological

constant was absorbed for convenience. This equation describes the rate of acceleration of

the Universe with respect to the mass-energy density and the fluid pressure. This equation

is sometimes referred to as the acceleration equation.

If we consider the conservation of energy (∇µT
µ

0 = 0) and the FRW metric for an

isotropic and flat universe, the energy density can be related to the scale factor [5]:

ρ̇ = −3
ȧ

a
(ρ+ p) (1.5)

The equations of state for the various content of the Universe can be expressed as ω = p
ρ
.

Where ω = 0 for non-relativistic matter, ω = 1/3 for relativistic particles (radiation), and

ω = −1 for vacuum energy (Λ). With these in mind, the scaling for non-relativistic matter,

radiation, and vacuum energy are, respectively:

ρ ∝ a−3 (1.6)

ρ ∝ a−4 (1.7)

ρ ∝ a0 (1.8)

In other words, for non-relativistic matter, the density scales proportional to the volume

increase. For radiation, the density scales proportional to the volume increase and the

redshifting of the wavelength. The vacuum energy is constant with the expanding universe.

There is a critical density ρc = 3H2

8πG
which results in a spatially flat universe. The density

parameter is often defined as the unitless density parameter, Ω ≡ ρ
ρc
. So now, Ω = 1

corresponds to a spatially flat universe, Ω > 1 corresponds to a positive geometry, and

Ω < 1 corresponds to a negative geometry. The first Friedmann Equation (1.3) can now be

expressed as:
H2

H2
0

= Ω0,Ra
−4 + Ω0,Ma

−3 + Ω0,ka
−2 + Ω0,Λ (1.9)
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CHAPTER 1. INTRODUCTION 1.2. COSMIC MICROWAVE BACKGROUND

Where the densities are the fractional contents of the cosmic fluid: radiation (R), matter

(M), curvature (k), and vacuum energy (Λ). Ω0,M can be further split into baryonic and

dark matter Ω0,M = Ω0,b + Ω0,d. The terms use the naught notation to indicate present

day values. This equation describes the dynamics of an expanding universe according to

standard cosmology.

1.2 Cosmic Microwave Background

The Big Bang theory postulates that the early universe was once much hotter and much

denser than today. During this time, all of matter and energy were in a tightly coupled

photon-baryon plasma (ionized hydrogen). As the Universe expanded, the temperature

cooled proportional to the scale factor, T ∝ a−1. Eventually, the Universe was cool enough

for protons and electrons to combine into neutral Hydrogen (T ∼ 3000K); this epoch is

referred to as Recombination. The idea of the lighter elements being produced in the early

Universe (Big Bang nucleosynthesis) was first proposed in the famous αβγ paper in the 1940s

[6].

After Recombination, the photons scattered one last time and began to free stream.

These photons from the early Universe are referred to as the Cosmic Microwave Background

(CMB). Because the Universe continued to expand, the photons went through a cosmological

redshifting. This would decrease the temperature of the photons until being observed at a

much lower temperature today [7]. The temperature decreases with the scale factor as T ∝

a−1. Cosmological redshifting (z) can then be related to the scale factor as 1+z = anow/athen

which results in a redshift of z ≈ 1100 and a current temperature of T ≈ 3K.

Despite the CMB being predicted and calculated, at the time, there was little interest in

pursuing any astronomical observations. It wasn’t until the 1960s when the CMB was first

observed by two radio astronomers working for Bell Labs. Arno Penzias and Robert Wilson

built a telescope intended for radio astronomy and satellite communication. Upon observa-
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1.2. COSMIC MICROWAVE BACKGROUND CHAPTER 1. INTRODUCTION

tion, they discovered a consistent excess antennae loading of about 4K [8]. After further

investigation and discussion, it was determined to be the CMB. Since this first observation

of the CMB, there have been increasingly more accurate and precise measurements; current

satellite measurements indicate the temperature of the CMB is T = 2.72548± 0.00057K [9].

1.2.1 Blackbody

The CMB resulted from a time in the early universe when all the matter and energy were in

a tightly coupled plasma. As seen in Figure 1.2, the functional form of the CMB is extremely

well described as a blackbody and Planck’s law:

Bν(ν, T ) =
2hν3

c2

1

ehν/kBT − 1
(1.10)

Where B is spectral radiance, ν is photon frequency, T is temperature, h is Planck’s constant,

and kB is the Boltzmann constant. The blackbody nature of the CMB implies the plasma

was thermalized through constant interactions, namely, Thomson and Rutherford (Coulomb)

scattering.

1.2.2 Temperature Anisotropies

One of the reasons Penzias and Wilson were not immediately aware of their discovery is

that the CMB is extremely uniform and isotropic. Even though the CMB is a near perfect

blackbody, there are small (1 part in 10,000) but significant temperature fluctuations referred

to as anisotropies which can be seen in Figure 1.3. These temperature anisotropies (∆T )

can be described in spherical harmonics as:

∆T (θ, φ) =
∞∑
`=1

∑̀
m=−`

a`mY`m (1.11)
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CHAPTER 1. INTRODUCTION 1.2. COSMIC MICROWAVE BACKGROUND

Figure 1.2: FIRAS observation of the CMB blackbody from COBE satellite [10]. The error
bars are a fraction of the thickness of the best-fit line

Where θ and φ are the angles describing the celestial sphere. The multipole, `, describes the

angular scale of the mode andm describes the different number of modes at each scale. Large

angular scales correspond with low ` and, for intuition’s sake, go as roughly θ ∼ 180◦/`.

The information contained in the CMB comes from the statistical distribution of the

anisotropies rather than their specific location in the Universe. With the assumption that

the anisotropies are drawn from a random Gaussian field, all of the information is contained

within the 2-point correlation function. This can be described by an angular power spectrum

(APS) which is the variance of the amplitude coefficients:

C`δ``′δmm′ = 〈a`ma∗`′m′〉 (1.12)

Where the brackets 〈〉 indicate the average value. However, in practice, there is only one

realization of the Universe that we are able to observe. This means the angular power

7



1.2. COSMIC MICROWAVE BACKGROUND CHAPTER 1. INTRODUCTION

Figure 1.3: Planck Satellite CMB temperature map showing the mean subtracted deviations
[11]. A mask was applied to remove the Galactic plan which is indicated by the gray line.
Residual foregrounds were also removed from this map.

spectrum is limited to a finite sum over the number of modes at each `:

CTT
` =

1

2`+ 1

∑̀
m=−`

aT`ma
T∗
`m (1.13)

The T superscripts indicate that this is an APS of the CMB temperature1. This will become

more relevant when the polarization of the CMB is discussed in the next section (1.2.3). The

sample variance is considered an incomplete representation of the true variance because it is

limited by the number of modes (2`+ 1). This variance of the variance is referred to as the

cosmic variance and is given by:

∆C`
C`

=

(
2

2`+ 1

) 1
2

(1.14)

The cosmic variance is the theoretical limit to our measurement of the angular power spec-

trum of the CMB. Because there is inevitably measurement noise, the cosmic variance is

most restricting at small `s when it becomes the largest source of uncertainty. Figure 1.4

1Often the scaled angular power spectrum, D` = `(`+ 1)C`/2π is used.
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CHAPTER 1. INTRODUCTION 1.2. COSMIC MICROWAVE BACKGROUND

shows a current measurement of the angular power spectrum of the temperature CMB.

Figure 1.4: The angular power spectrum of the CMB temperature according to the Planck
Collaboration [11]. The top panel shows the APS with measured points in red and the
best fit ΛCDM model in the blue line. The bottom panel shows the residual between the
measured points and the best fit line. Cosmic variance is included in the error bars. Note:
the x-axis scale changes at ` = 30 from a log scale to a linear scale.

The angular power spectrum of the temperature CMB is a snapshot of the physics that

was happening at the time of last scattering. From Figure 1.3 and Figure 1.4 it is clear there

is a structure to these anisotropies. This structure is well described by the ΛCDM model

of cosmology and is an imprint from when the Universe was still a plasma. During this

time, there were competing forces in over-dense regions with the gravity acting inwardly and

radiation pressure acting outwardly. This tension in the primordial fluid caused baryonic

acoustic oscillations (BAO) which traveled at relativistic speeds through the tightly coupled

baryon-photon plasma.

The compressions and rarefactions from the BAO translate to the peaks and troughs

seen in the TT angular power spectrum. Along with the speed of sound in the plasma,

9



1.2. COSMIC MICROWAVE BACKGROUND CHAPTER 1. INTRODUCTION

the location of first peak acts as a "standard ruler". The distance this first extrema of the

BAO traveled was "frozen" into place during recombination. The location of the first peak

is used to constrain the spatial curvature of the Universe. The measurements [12] of the

APS are consistent with a flat universe (or at least very close to flat). The relative heights

of the second and third peak allow us to constrain the fraction of baryons and dark matter

[13]. This is because changing the inertial loading to the BAO changes the relative heights

between the odd-numbered peaks (compression) and the even-numbered peaks (rarefaction).

For the higher peaks (dampening tail), the scale of the dampening is dependent on the mean

free path of the photons at the time of recombination [14]. This provides a consistency check

for the baryon density and the age of the Universe at recombination.

1.2.3 Polarization

During the epoch of recombination, photons were constantly Thomson scattering off of elec-

trons. If the incident photons scattered off an electron located in a local temperature

quadrupole, it resulted in a net linear polarization. Because only ∼10% of the CMB is

polarized [15], the resulting signal is quite faint. The polarization field of the CMB was first

detected by DASI [16], nearly 40 years after the detection of the temperature of the CMB.

Before introducing the mechanisms for creating a local quadrupole in the CMB temperature

field, it will be useful to first go over some notation and formalism of polarization used in

CMB cosmology.

Stokes Parameters

If we consider the light from the CMB propagating in the ẑ direction, then the polarization

of the electromagnetic wave is described as:

E(x, t) = Excos(ωt− θx) (1.15)

E(y, t) = Eycos(ωt− θy) (1.16)
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Where E is the electric field and the corresponding amplitudes (Ex and Ey), and ω is the

frequency. This polarized light is often expressed in Stokes parameters (Equation 1.17). A

drawing representing Stokes parameters can be seen in Figure 1.5.

Figure 1.5: Drawings representing Stokes parameters in x-y coordinates. The diagonal
dashed gray lines in the Q and U represent an 45◦ rotation from the x and y axes. The
+V parameter is a counter-clockwise rotation and the −V parameter is a clockwise rotation.

With these parameters, (x̂, ŷ) and (â, b̂) are Cartesian bases defined at 45◦ with respect

to each other and (R̂, L̂) is a circular basis (right, left).

I ≡ |E2
x|+ |E2

y |

Q ≡ |E2
x| − |E2

y |

U ≡ |E2
a| − |E2

b | = 2Re(ExE
∗
y)

V ≡ |E2
R| − |E2

L| = −2Img(ExE
∗
y)

(1.17)

Where I is the intensity, Q and U are linearly polarized light, and V is circularly polarized

light. While I and V are invariant under rotations of x and y, Q and U are dependent on

the coordinate system. It is worth noting that Thomson scattering can only produce linear

polarization and, thus, V can be ignored in the CMB polarization field

11
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E and B Polarization Basis

Similar to the temperature field, the polarization field can be expressed in spherical harmon-

ics. However, in this case, a spin ±2 weighted harmonic is needed. Equation 1.18 shows the

different CMB fields in their corresponding spin-weighted bases.

T (n̂) =
∑
`,m

aT`m 0Y `m(n̂)

(Q± iU)(n̂) =
∑
`,m

a
(±2)
`m ±2Y `m(n̂)

(1.18)

The polarization coefficients can be further changed to a basis where they are rotationally

invariant (like temperature) [17]:

aE`m = −(a
(+2)
`m + a

(−2)
`m )/2

aB`m = i(a
(+2)
`m − a(−2)

`m )/2

(1.19)

Under parity transformation E remains unchanged but B flips signs. In this way, E-mode

polarization is analogous to a curl-free electric field and B-mode polarization is analogous

to a gradient-free magnetic field. So while the CMB polarization is easiest to observe in

the coordinates of Q and U , the E and B basis is preferred because it is independent of

coordinate choice.

In the same way the power spectrum for temperature (TT ) was constructed (Equation

1.13), a combination of the three CMB fields (T , E, and B) can be taken to form six different

spectra:

CXY
` =

1

2`+ 1

∑̀
m=−`

aX`ma
Y ∗
`m (1.20)

Where X and Y are the possible CMB field types; temperature, E-modes, or B-modes.

Figure 1.6 shows the different angular power spectra as measured by the Planck satellite.

12



CHAPTER 1. INTRODUCTION 1.2. COSMIC MICROWAVE BACKGROUND

Figure 1.6: The top panel shows the angular power spectra for the CMB including TT , EE,
and BB. The middle panel shows the TE cross-spectrum and the bottom panel shows the
lensing deflection power spectrum. As can be seen by the various colors, many different
experiments were compiled into these spectra. The dashed lines show the best-fit ΛCDM
model for the Planck data. Figure from the Planck 2018 results [11]. WMAP data from [18],
ACT and ACTpol data from [19] [20] [21]. SPT and SPTpol data from [22] [23] [24] [25].
PolarBear data from [26]. BICEP2/Keck data from [27] [28].
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Sources of E-modes and B-modes

Shown in Figure 1.7, the polarization in the CMB arises from incident photons Thomson

scattering off of electrons in a local temperature quadrupole. Through the mechanisms that

source the quadrupoles, we are able to probe the polarization of the CMB to understand

the physics during and before recombination. During recombination, there are two ways to

Figure 1.7: Diagram conveying how a local quadrupole anisotropy creates a linearly polarized
photon from Thomson Scattering. Figure courtesy of Hu and White [15].

generate a local quadrupole, and thus, ways of forming polarization. The first way is through

the BAO generating regions of higher and lower densities in the plasma. In this case, the

density waves traveling perpendicular to the surface of last scatter generate polarization seen

by the observer. Figure 1.8 shows a simplified visual representation of the mechanism with

the resulting polarization. This source of polarization is referred to as a scalar perturbation

(m = 0) because the polarization pattern is only dependent on the direction the density

wave is traveling (one degree of freedom). As seen in Figure 1.8b, the polarization is either

parallel or perpendicular to the direction of the density wave is traveling. Figure 1.10a shows

how a collection of density waves creates a gradient pattern known as an E-mode.

The second source of polarization comes from primordial gravitational waves (PGW).

As a PGW passes through the spot occupied by an electron in the plasma, the space-

time is distorted elliptically. This distortion causes a redshifting and blueshifting of the

photons which is seen by the electron as a temperature quadrupole (Figure 1.9). Because
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(a) A cartoon depiction of how an electron
experiences a local quadrupole from a density
wave.

(b) The resulting polarization pattern from
a single density wave. The polarization is
either parallel or perpendicular to the wave
direction.

Figure 1.8: The polarization caused by density waves, also called a scalar perturbation.
Figure courtesy of the BK Collaboration.

of the m = ±2 nature of the quadrupole created by the PGW, it is refer to as a tensor

perturbation. So while the wave can be oriented to give an E-mode, it is also possible for

the orientation of the PGW to result in a polarization pattern which is ±45◦ to the direction

of wave propagation [29]. Thus, the unique signature of a tensor perturbation is the curl

pattern known as a B-mode which can be seen in Figure 1.10b.

So not only does changing to the E/B basis make the polarization field independent

of coordinate choice, it also makes it easier to distinguish the source which produced the

polarization. In the CMB, the gradient-like E-modes are produced by both scalar and tensor

perturbations. The curl-like B-modes are only produced by tensor perturbations [30]. For

this reason, any detection of B-modes is a powerful tool in understanding the physics of the

Universe at the early epochs.

1.3 Inflation

The ΛCDM model of cosmology accurately describes much of the observed phenomena in

the Universe. However, there are some notable limitations with this theory; the origin of

initial perturbations, the horizon problem, and the flatness problem. Cosmic Inflation, or
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(a) A cartoon depiction of how an electron
experiences a local quadrupole from a pri-
mordial gravitational wave.

(b) The polarization pattern possible from
primordial gravitational wave. In this case,
the polarization is diagonal to direction the
wave is propagating.

Figure 1.9: The polarization caused by a primordial gravitational wave, also called a tensor
perturbation. Figure courtesy of the BK Collaboration.

simply Inflation, is an extension of the ΛCDM paradigm proposed by Alan Guth in 1970s

as an explanation [31]. Inflation, in short, is an extremely rapid and accelerated expansion

of space-time during the earliest moments of the Universe. Quantum fluctuations were

the seeds for the initial perturbations as the Universe expanded by ∼60 e-folds before the

Universe acted according to the standard Big Bang cosmology. In this section, I will discuss

perhaps the most prominent but simple model of Inflation, known as single-field slow-roll

(SFSR). I will discuss how extending the paradigm to include Inflation address some of the

shortcomings of ΛCDM cosmology. I will also discuss how observations provide evidence in

support of Inflation and how future observations could provide unique evidence.

1.3.1 The Horizon Problem

As noted earlier, the temperature of the CMB is extremely uniform throughout the entire

observable Universe; no matter which direction we look. This implies that the observable

universe was in thermal equilibrium by the time of recombination. However, according to

standard Big Bang cosmology (no inflation), the photons from opposite sides of the surface

of last scattering should not be causal contact. In other words, the predicted particle horizon

is sufficiently small (θhor ∼ 2◦) compared to what we observe. This is known as the horizon
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(a) The E-mode polarization pattern which
can be created from a scalar or tensor per-
turbation.

(b) The B-mode polarization pattern which
can only be created from a tensor perturba-
tion.

Figure 1.10: The polarization patterns caused by density waves and PGW. Figure courtesy
of the BK Collaboration.

problem.

Inflation offers a solution to this problem by extending the early Universe to include a time

of rapid acceleration of the scale factor. So if ä > 0, this implies that the comoving Hubble

radius, (aH)−1 must be shrinking. The comoving Hubble radius is a way to describe how far

the particle horizon extends, i.e., the maximum distance photons can travel and be causally

connected. During the time of inflation, the particles were able to be in causal contact

and thermal equilibrium on large angular scales. Figure 1.11 shows a conformal diagram of

how adding a period of inflation extends the area of causal contact before recombination by

shrinking the comoving Hubble radius.

1.3.2 The Flatness Problem

With current measurements, we observe that the spatial curvature of the Universe is consis-

tent with a flat Universe [11]. In section 1.1 we included a spatial curvature term (Ωk) in

the Friedman equation and discussed the critical density ρc = 3H2/8πG for a flat universe.

If we look at the first Friedmann equation in terms of the unitless energy density, Ω0, then

we get the following:

1− Ω0 =
−kc2

H2
0a

2
0

(1.21)
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Figure 1.11: A conformal diagram of the time period of inflation leading into the epoch
of recombination. The orange shading represents times of causal contact. The green line
labeled "reheating" is when inflation ends and is where standard Big Bang cosmology begins.
Figure courtesy of Daniel Baumann [32].

A flat universe corresponds to Ω0 = 1 but it could easily been any other value. The fact that

our measurements correspond very precisely with a flat universe at our current time means

that the universe would have had to be even flatter at early times. So why do we observe

such a ‘special’ value and is it merely a coincidence? This fine-tuning problem is known as

the Flatness problem.

Inflation offers a solution by the way of exponential expansion of the scale factor. During

the time of inflation, the energy density was dominated by a form of dark energy and the

scale factor scales as a ∝ eH0t with time. So Equation 1.21 would look like 1− Ω0 ∝ e−2H0t

and the energy density would be Ω ∼ 1. In other words, the observable universe is locally

flat because it is on a much smaller scale than the inflated universe.
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1.3.3 Single-field Slow-roll Inflation

In the SFSR Inflation paradigm, there is a single scalar field φ which is the inflation and a

potential which is dependent on this field, V (φ). During inflation, the Universe is accelerating

and thus ä > 0. From the second Friedmann equation (Equation 1.4), this implies that in the

equation of state, w < −1/3. In other words, the Universe must be in a regime dominated

by some form of dark energy. The density and pressure are then written, respectively, as:

ρ =
1

2
φ̇2 + V (φ) (1.22)

p =
1

2
φ̇2 − V (φ) (1.23)

Using the the Friedmann equation and the equation of state, an equation of motion for the

scalar field can written as:

φ̈+ 3Hφ̇− V ′(φ) = 0 (1.24)

Where the prime notation in V ′(φ) indicates a derivative with respect to φ. So the equation

of motion is just the equation of a simple dampened harmonic oscillator. The dampening

term, 3Hφ̇, is dependant on the Hubble parameter and is referred to as the Hubble friction.

For slow-roll, there are two conditions which must be met in order for there to be inflation.

The first condition requires the kinetic energy from the scalar field to be much less than the

potential, φ̇ � |V (φ)|. Thus the scalar field is "slow rolling" towards the minimum of the

potential. The second condition requires that the kinetic scalar term does not grow too fast.

So in order for the kinetic term to not overtake the potential term, the acceleration must be

much less than the friction term, |φ̈| � 3Hφ̇. These conditions are often defined with the

two parameters [33]:

ε = 3
φ̇2/2

V + φ̇2/2
'
M2

pl

2

(
V ′

V

)2

� 1 (1.25)

η = −2
Ḣ

H2
− ε̇

2Hε
'
M2

pl

2

(
V ′′

V

)2

� 1 (1.26)
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Where Mpl is the reduced Planck mass (Mpl = (8πG)−1/2). When these slow-roll conditions

are no longer met, inflation ends and reheating or thermalization begins. During this period,

the energy density of the inflation field is converted into standard model particles which

begins a radiation-dominated regime of the Universe. Figure 1.12 shows an example of what

a SFSR inflation model might look like.

Figure 1.12: A toy representation of what a scalar field and potential would look like for
SFSR inflation. Between φCMB and φend, CMB perturbations (δφ) are created via quantum
fluctuations. At φend, inflation ends and the energy density is converted into radiation.
Figure courtesy of Daniel Baumann [32].

1.3.4 Perturbations

Adhering to the Heisenberg Uncertainty principle, quantum fluctuations create virtual parti-

cles that immediately annihilate. While the average of these fluctuations is zero, the variance

is not. Inflation is such a rapid expansion, that it can act as a mechanism for a virtual particle

to become real; similar to the mechanism of Hawking radiation with black holes. Spatially

varying quantum fluctuations in the scalar field (δφ) induce scalar perturbations in the space-

time metric. These perturbations are created on all length scales; where k is the wavenumber

of the Fourier modes. During periods of inflation, the wavelength of these modes grow faster
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than the comoving Hubble radius and eventually become larger (k < aH). These perturba-

tions exit the horizon and are "frozen" into the superhorizon scalar field [34]. Figure 1.13

shows a toy diagram of the this process. Eventually, the perturbations will re-enter the hori-

zon and become the density perturbations seen in the CMB. This consequence of Inflation

gives an explanation for the origins of the initial perturbations seen in the CMB; something

which was lacking in the ΛCDM cosmology paradigm prior to the theory of Inflation.

Figure 1.13: The density perturbations (blue) come from quantum fluctuations during the
time of inflation when they exit the horizon (red). Upon re-entry, they become the seeds
for the structure of the Universe. These density fluctuations can be seen in the CMB as
anisotropies. Figure courtesy of Daniel Baumann [32].

In a similar manor to scalar perturbations, gravitational waves (also called tensor pertur-

bations) create perturbations in the transverse and traceless components of the space-time

metric. The power spectra of the initial scalar perturbations and tensor perturbations are

given as [33]:

Ps(k) =
1

8π2ε

H2

M2
pl

(1.27)

Pt(k) =
2

π2

H2

M2
pl

(1.28)

Where again, Mpl is the reduced Planck mass and ε is the slow-roll parameter defined in
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Equation 1.25. These spectra are described by their spectral index:

ns(k)− 1 =
d lnPs
d ln k

(1.29)

nt(k) =
d lnPt
d ln k

(1.30)

Where scale-invariant spectra correspond to ns = 1 and nt = 0, respectively. From slow-roll

Inflation, it is expected that ns is very close to but a little less than one [35], ns = 1−4ε−2η.

In the same way, nt can be related to the slow-roll parameters as nt = −2ε.

The amplitude of PGW are most often parameterized as a tensor-to-scalar ratio r which

is defined as:

r =
Pt(k)

Ps(k)
(1.31)

A detection of r would provide a measurement of PGW from the early Universe during

inflation. This detection would give unique “smoking-gun” evidence in favor of Inflation.

Discussed in Section 1.2.3, tensor perturbations result in both B-mode and E-mode polar-

ization of the CMB while scalar perturbations result in only E-mode polarization. Because

of this, a detection of primordial B-modes in the CMB means a detection of tensor pertur-

bations and, thus, a detection of r.

A measurement of the amplitude of r would also provide information about the energy

scale of Inflation. Particularly, a value of r large enough to be measured suggests that we

are probing physics at the GUT (Grand Unified Theory) scale [36]. While SFSR Inflation

is the most prevalent model of Inflation, there are choices in the model and even different

Inflation models which predict different levels of observables. Figure 1.14 shows some of the

more common models for Inflation and their current constraints.
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Figure 1.14: The current constraints on r and the spectral index (sometimes called spectral
tilt) of scalar perturbations. The red contour shows the the constraints from Planck and
BAO and the blue contour adds in the BICEP/Keck data. The darker contour is 1σ and the
lighter contour is 2σ. The constraint on ns comes mostly from temperature power spectra
and a little from E-mode power spectra. The constraints on r is driven mostly from B-mode
power spectra. Different models of e-folding (N) and scalar inflation fields are shown. Figure
courtesy of the BK Collaboration [37].

1.4 Foregrounds

The signal from the CMB is from the earliest light of the Universe. Consequently, when mea-

suring the CMB, any astrophysical signal or distortion between the CMB and observer is

considered a nuisance signal, otherwise known as a foreground. The three most relative fore-

grounds in measuring the CMB polarization field are: polarized galactic dust, synchrotron

radiation, and gravitational weak lensing. Polarized galactic dust (or simply dust) and syn-

chrotron radiation (or simply sync) are polarized microwave emissions in our own Milky Way
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Galaxy. These two sources dilute the primordial B-mode signal used to detect PGW. Fortu-

nately, dust and synchrotron scale differently in frequency when compared to the CMB. This

means that with a multi-band observation it is possible to disentangle r from the galactic

foreground measurements. The other foreground, gravitational lensing, is a distortion of the

primordial E-modes by the gravitational fields of the matter between CMB and observer.

It is another source of B-modes but it requires a more subtle approach in distinguishing

between signals. Disentangling the foreground signals from primordial B-modes is crucial in

constraining r.

1.4.1 Dust

Galactic dust at a temperature of Td ∼ 20K gives off a polarized thermal emission that

overlaps with the polarization spectrum of the CMB. The physics of galactic dust emitting

polarized radiation is complicated [38]. However, for the scope of this work, the grains of

dust in the interstellar medium can be simplified to an elongated elliptical shape. These dust

grains tend to align their major axis with the galactic magnetic field and polarized radiation

is more efficiently emitted along their minor axis.

The level of dust in the sky varies from patch-to-patch and is most prevalent in the

galactic plane. In terms of relevant CMB frequency, dust dominates at higher frequencies

but drops off at lower frequencies. Dust is modeled using a modified blackbody spectrum

(graybody) [39] as Id(ν) ∝ νβdBν(Td). Figure 1.15a shows how dust scales differently than

the CMB, i.e., larger at higher frequencies. The difference in spectra makes it possible to

disentangle the signals by a multi-band measurement.

1.4.2 Synchrotron

Cosmic-ray electrons in the magnetic field of our Galaxy emit polarized synchrotron radiation

which is another source of galactic foregrounds. The particle distribution for these electrons

with number density ne and energies E is expressed as a power law ne ∝ E−p where p is the
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(a) Foreground scaling with frequency. Syn-
chrotron dominates at lower frequencies and
dust dominates at higher frequencies. Lens-
ing scales the same as r because they are both
sourced by the CMB.

(b) Foreground scaling with `. r peaks at ` ∼
80 while the lensing amplitude scales larger
at higher `.

Figure 1.15: BB angular power spectra generated from the BK collaboration multi-
component model. These plots demonstrate how r and foreground scale in terms of (a)
frequency and (b) `. In both cases, a level of r = 0.026 is shown for reference.

index [40]. The intensity of the synchrotron radiation is dependent on the number density

of the cosmic-ray electrons, ne, and the magnetic field perpendicular to the line of sight.This

allows us to write the intensity of synchrotron radiation as a simple power law in terms of

frequency [41]:

Is(ν) ∝ νβs (1.32)

Where βs is the spectral index of polarized synchrotron. The frequency scaling can also been

seen in Figure 1.15a where synchrotron is most present at lower frequencies. Much like dust,

there is variation of the spectral index depending on galactic location. However, on average,

synchrotron has a spectral index of βs ≈ −3 [42].

1.4.3 Gravitational Lensing

As the photons of the CMB traverse through the large scale structure of the Universe,

they are deflected and distorted by the gravitational fields of matter. This results in weak

gravitational lensing of the CMB temperature and polarization anisotropies. While the

polarization direction and intensity remain the same, the position of the anisotropies are
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translated [43]. The remaping of the temperature field T (n̂) and the polarization fields Q(n̂)

and U(n̂) can be expressed as [44]:

T (n̂) = T̃ (n̂ +∇φ) (1.33)

(Q± iU)(n̂) = (Q̃± iŨ)(n̂ +∇φ) (1.34)

Where φ is the line-of-sight gravitational potential, n̂ is the direction of the sky, and the

tilde represents the unlensed field. An exaggerated example of this can be seen in Figure

1.16.

Figure 1.16: An exaggerated example of gravitational lensing acting on a 10 square degree
patch of the CMB. The top left panel shows an unlensed temperature field and the top mid-
dle panel shows an unlensed E-mode polarization field. The top right shows a gravitational
lensing source φ. The bottom panels show the effect of the source acting on the temperature
field (left), the E-mode polarization field (middle), and lastly, the resulting B-mode polar-
ization field from the lensed E-modes. Figure courtesy of Wayne Hu and Takemi Okamoto
[44].

In short, the gravitational lensing creates B-modes by distorting primordial CMB E-
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modes. Unlike the galactic foregrounds, gravitationally-lensed B-modes are sourced by the

CMB and, therefore, have the same frequency scaling as the primordial B-modes (r), also

from the CMB. As seen in Figure 1.15b, the lensed BB spectra peaks at higher ` than r

because it follows the ` scaling of the unlensed EE spectra. While the galactic foregrounds

can be disentangled from r by a multi-band measurement, lensed B-modes need to be treated

differently. In order to improve r measurements, a process known as delensing is used. This

process involves making a lensing template of the gravitational potential field and reversing

the deflection [45].
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Chapter 2

BICEP/Keck Experiment

The BICEP/Keck (BK) Collaboration operates a dedicated experiment to detect a signal

from PGWs by measuring and constraining the tensor-to-scalar ratio, r, described in the

previous chapter. The small aperture refracting telescopes are optimized to observe the

polarization of the CMB at degree angular scales (` ∼ 80) where the signal of PGWs is

expected to be largest. A relatively small patch of sky (∼500 sq. deg.) is continuously

observed from the Amundsen-Scott South Pole Station. The modular design of the receivers

allows for multi-frequency observation as well as regular upgrades.

2.1 Program History

The experiment started with BICEP1, which observed from 2006 through 2008. However, the

current collaboration started with the next iteration of the experiment, BICEP2 (B2), which

observed from 2010 through 2012. Keck Array, or simply Keck, was deployed in addition

to the B2 receiver in 2011. The Keck Array telescope was composed of 5 receivers (Rx)1

modeled after B2, which allows for multi-frequency observation while minimizing systematic

uncertainties. BICEP3 (B3) replaced BICEP2 in 2015 with a factor of ∼5× more detectors

1‘Receiver’ is often shorted to ‘Rx’ and used as a designation for receiver in an experiment, e.g. rx0 or
rx1
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and is still operating. In 2019 Keck was replaced with BICEP Array (BA) which allowed for

use of upgraded B3 style receivers and detectors. Table 2.1 gives an overview of the program

history.

Receiver (# of receivers) Years of Number of
Observing Band [GHz] Operation Detectors / Rx

BICEP2 (1)
150 2010 - 2012 500

Keck Array (5)
95 288
150 2011 - 2019 512
220 512
270 512

BICEP3 (1)
95 2015 - current 2560

BICEP Array (4)
30/40 2020 - current 192/300
95 {2022} {4056}
150 {2022} {8664}

220/270 {2023} {8112/13068}

Table 2.1: The BK Collaboration receiver history. Any dates and numbers in curly brackets
are projected. While BICEP Array is waiting for additional receivers, Keck Array 220GHz
and 270GHz receivers are placed in the empty slots. It should also be noted that several of the
Keck Array receivers were changed throughout the operation of the experiment. However,
for simplicity’s sake, this is not shown.

Because BICEP Array receivers are being installed over several years, the empty slots

available in the mount are filled with Keck receivers. The general strategy for each iteration

of the instrument has been to upgrade receivers with a factor of ∼5×more detectors and then

expanding that to an array with multiple observing frequencies. The remaining discussion in

this chapter will focus on the BICEP Array receiver. It is the newest iteration of the receivers

and while there are slight differences between the different generations, they all operate with

the same basic design. Figure 2.1 shows a picture of BICEP Array and BICEP3, the current

telescopes being operated by the BK Collaboration.
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(a) BICEP3 viewed from the roof. The fore-
baffle was removed for summer calibrations.

(b) BICEP Array viewed from the roof. Fig-
ure courtesy of Mike Crumrine and the BK
Collaboration.

Figure 2.1: On the left is BICEP3 viewed from the roof. The silver panels in a cone sur-
rounding the receiver make up the ground shield. On the right is BICEP Array. Notice how
the larger BA receiver on the top and the three smaller Keck receivers which surround it.

2.2 Observing

2.2.1 Site

The Amundsen-Scott South Pole Station is located at the geographical south pole and is

logistically operated and funded by the United States Antarctic Program. From travel, to

shipment, to living quarters, to power generation this provided infrastructure makes the

operation of the BICEP/Keck experiments significantly easier. In addition to the built-in

support, the extremely dry and atmospherically stable conditions at the South Pole are

among the best on the planet [46] for observing the CMB. Within the Amundsen-Scott

compound, the BK Collaboration operates the BICEP3 and the BICEP Array experiments

in the Dark Sector, a designated area where radio communication is minimized in order to

avoid excess signal picked up by our detectors. Figure 2.2 shows the two buildings that house

BICEP3 and BICEP Array.

The main source of atmospheric interference in the microwave spectrum comes from the

oxygen and water absorption lines. Thus, less atmosphere and less water vapor means better

transmission. The Amundsen-Scott South Pole Station is on the Antarctic Plateau with an
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Figure 2.2: On the building on left is the Dark Sector Laboratory (DSL) where BICEP3 is
located. Also located in DSL is South Pole Telescope which is not part of the BK Collab-
oration but does similar types of observations. The building on the right is the Martin A.
Pomerantz Observatory (MAPO) which is where Keck Array previously operated but where
BA currently operates.

elevation of ∼2800m above sea level which means there is less atmosphere to look through.

With temperatures never reaching above 0◦C, the year round extreme cold means there is

reduced water vapor and minimal precipitation.

In addition to the high and dry atmosphere, there are several other advantages of being

located at the geographic pole. The fact that the observation site is located on the axis of

rotation of the Earth means the same sky is visible year round. This is conducive to our

observation strategy (discussed in the next section) which involves observing the same patch

of sky continuously. The day-night cycle of the South Pole is such that there is only one

night and one day per year. This reduces time and spatial variation of the water vapor in

the atmosphere, such as clouds.
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2.2.2 Strategy

As mentioned previously, the general strategy is to continuously observe the same patch

of sky with all of our receivers. Figure 2.3 shows the patch of sky centered at RA = 0hr,

dec = −57.5◦ which we observe the CMB (also shown is a Galactic field). This patch is about

∼1% of the sky (∼500 degree2) and was chosen for its low amounts of polarized galactic dust

and synchrotron radiation [47]. It is often referred to as the ‘Southern Hole’.

Figure 2.3: The Keck observing field referenced to the polarization amplitude predicted by
Planck. This patch of the sky with low polarization foreground amplitude is often referred
to as the ‘Southern Hole’. The patch labeled ‘CMB’ is used for CMB while the ‘gal’ patch
is centered on the Galactic plane and can be used for Galactic science. This Galactic field is
centered at RA = 15 : 42hr, dec = −55.0◦. Figure courtesy of the BK Collaboration [48].

Our telescopes use a horizontal (az-el) coordinate system for observation. Generally, we

scan in azimuth for ∼50min, step in elevation, and then repeat the scan in azimuth. Between

schedules, there is a boresight rotation which is referred to as a deck (dk) rotation, not to

be confused with declination (dec). Our observation schedule can be broken up into several

different timescales and patterns described in detail below:

• Elnod: Elevation nod. The telescope moves 1.28◦ peak-to-peak in elevation about the
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central elevation of the scanset. Complementary elnods are performed at the beginning

(leading) and end (trailing) of a scanset. This technique is used for a relative gain

calibration since the atmosphere is unpolarized.

• Halfscan: The telescope moves 64.4◦ in azimuth at a fixed elevation. The scan velocity

is constant (2.8◦/s) except for the acceleration at the beginning and end of the halfscan,

referred to as the turnaround. The halfscan is the smallest telescope movement which

makes up a CMB observation.

• Fullscan: The telescope makes a halfscan in one direction, stops, and then makes a

halfscan back to the starting azimuth location.

• Scanset: A scanset is made up of∼50 fullscans at roughly 1min/fullscan. Each scanset

is sandwiched by a leading elnod at the beginning and a trailing elnod at the end. The

entire scanset is at a fixed elevation. We also do detector calibration at the start and

end of each scanset known as a partial load curve (PLC)2.

• Phase: A phase consists of 7-10 scansets. Between scansets, the azimuth is updated

to account for the rotating sky and there is a step in elevation. The Phases are labeled

A through F and are described below.

• Schedule: A CMB schedule consists of five phases (B through F ) at a constant dk

angle. Between each schedule, there is a rotation in dk angle to one of eight positions.

Each of the positions are spaced 45◦ apart and are used to observe the polarization.

The phases are broken up by the sidereal day (over two days) as a 6hr block followed by

two 9hr blocks (×2 days). The first day begins with Phase A (6hr block) and is known as

a fridge cycle where our sub-Kelvin sorption fridge is recycled. We then do two 10-scanset

phases (B and C) of the CMB which fill the two 9hr blocks. The second day begins with

2A PLC is a voltage sweep of the detector bias. We start from a high bias and then sweep to the target
bias. In this way, we are able to get an IV curve of the detector.

34



CHAPTER 2. BK EXPERIMENT 2.3. RECEIVER DESIGN

Phase D (6hrs) which is a 7-scanset phase used to observe the Galactic plane. Finally, Phase

E and F are 10-scanset phases (9hr blocks) for observing our CMB patch. Figure 2.4 shows

an example of the mount movement during a scanset.

Figure 2.4: Motion of the telescope during one scanset. The x-axis is time in hours and a
scanset takes ∼45min. The far left and far right plots in green are the leading (left) and
trailing (right) elnods performed at the beginning and end of each scanset (the y-axis is
elevation in these two plots). The center plot shows the azimuth motion of the telescope
during one scanset (the y-axis is azimuth). The red lines indicate the scanning motion when
the telescope is slewing with a constant velocity in azimuth (2.8◦/s). This period of constant
velocity is what we use for our scanset data. The blue line indicates the the motion of the
telescope during the azimuth turnaround, i.e., accelerating azimuth motion. The periods of
turnaround are not used in the scanset data.

2.3 Receiver Design

2.3.1 Cryostat

The compact refracting telescope design of BA allows all of the optics to be contained within

a cryostat [50]. The cryostat, which is under vacuum, houses various nested stages which get

colder and colder until reaching the focal plane. In order to detect the faint signals of the

CMB polarization, we operate the focal plane of the receivers at ∼250mK. Each stage of the

cryostat is designed to be thermally isolated with radiative shielding in between, reducing

the radiative load reaching the detectors. The stages are mechanically supported by low

thermal conductivity materials. Figure 2.5 shows a cross sectional view of a BA cryostat

which gives a good idea of the general design. The stages from warmest to coldest are labeled

as:
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Figure 2.5: Cross section view of BICEP Array cryostat. Figure courtesy of the BK Collab-
oration [49].

1. 300K Vacuum Jacket – The outer most shell which is in thermal contact with room

temperatures.

2. 50K – the first cold stage. Cooled by the Pulse Tube Cryocooler.

3. 4K – the second cold stage. Cooled by the Pulse Tube Cryocooler.

4. Sub Kelvin (Sub-K) – the final cold stage which houses the focal plane. Cooled by

a 3-stage sorption fridge. This is separated into three more thermal stages: 2K (He4

stage), 340mK (intermediate cold or IC), and 250mK (ultra-cold or UC).

The Pulse Tube Cryocooler is a closed loop helium cooler produced by Cryomech3. It

provides the cooling power for the 4K and 50K stages. Prior to Keck, the receivers were

cooled with liquid helium and would require frequent refilling.

3https://www.cryomech.com
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A three stage sorption fridge [51], which is heat sunk to the 4K stage, provides the cooling

power for the Sub-K stage. The fridge uses one He4 stage followed by two He3 stages and is

controlled via heat switches. The Sub-K insert, sometimes referred to as the ‘wedding cake’

for its shape, mechanically supports the focal plane and is thermally connected to the fridge

via heat straps [49]. Between the focal plane and heat straps, a stainless steel block acts

as a passive low-pass thermal filter. There is also active temperature control on either side

of the thermal block in order to maintain thermal stability of the focal plane. This active

temperature control is done via thermistors and resistance heaters in a PID-controller. The

thermistors and heaters are controlled by the Housekeeping subsystem which is the topic of

the next chapter (Chapter 3).

2.3.2 Detectors

The BA detectors are arrays of perpendicular slot antennas connected to bolometers with

Transition Edge Sensors (TES). The detectors work by reading out the temperature change

of the bolometer via a change in resistance of the TES caused by optical loading of CMB

photons. The bolometer consists of an absorber (the antennas) attached to a TES bolometer

island at temperature, Tb, and heat capacity, C. The island is thermally linked (described by

the thermal conductance, G) to a thermal bath with temperature, Ts. A conceptual drawing

can be seen in Figure 2.6 which depicts the bolometer. There are three main sources of heat

transfer on the TES [52]. (1) Optical power (PR) from the incident photons on the absorber

heats the TES bolometer. In the case of observing the CMB blackbody, the power of the

photons is proportional to the temperature on the sky and can be approximated as linear

because the anisotropies are small, PR ∝ δTCMB. (2) Joule heating on the TES from a

constant voltage bias also heats the island as PJ ∝ V 2/R. (3) Lastly, the island is cooled via

the thermal link to the heat bath as PB ∝ G(Tb − Ts) for small signals about Tb. So while

the PR and PJ increase the temperature of the island, PB will cool the bolometer and cancel
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Figure 2.6: Conceptual drawing of a bolometer.

the loading power (assuming equilibrium). The thermal differential equation will look like:

C
dTb
dt

= PR + PJ − PB (2.1)

Where C is the heat capacity and Tb is the temperature of the TES bolometer island.

Because the TES is essentially reading out a temperature of the bolometer, the thermal

design of the detector needs to be properly tuned in order to give an accurate measurement

[53]. The time constant of the bolometer is given by, τ = C/G, where G is the thermal

conductance of the thermal link and C is the thermal capacitance of the island. If τ is

too small, the sensitivity of the detector is decreased because extra power caused by optical

loading will quickly be removed via the thermal bath. If τ is too large, the heat load on the

island from the optical power is too great and will drive the detector off transition.

The TES is voltage biased in order to be held at temperature Tc which is on the supercon-

ducting transition, where the resistance steeply drops to zero. In addition to the sensitivity

achieved with the steep IV transition curve of the TES, the joule heating of the TES bias

provides a passive feedback loop. As the temperature (resistance) of the TES increases away
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from Tc, the joule heating decreases which brings the temperature back to Tc. This built-in

passive feedback loop helps to stabilize the temperature of the detectors and keep them on

the sensitive transition curve. Each detector has both an aluminum and titanium TES in

series [54]. The aluminium TES has a higher temperature transition (Tc ∼ 1.2K) and is used

for high optical loading environments in the lab or during calibration. A titanium TES with

a lower temperature transition (Tc ∼ 0.5K) is used for CMB observations which provides

more sensitivity than the aluminium TES.

2.3.3 Readout

The TES are held at a fixed voltage bias, thus, the bias current changes in response to a

change in optical power. The current from the TES is inductively coupled to a Supercon-

ducting Quantum Interference Device (SQUID) [55]. The SQUIDs provide a high impedance

buffer for each TES while still maintaining sensitivity. Several stages of SQUIDs amplify

the signal from the TESs and are read out by warm electronics in arbitrary feedback units

(FBU). The TESs use a time-domain multiplexing (TMUX) architecture with a readout

and biasing system designed by the University of British Columbia called the Multi-Channel

Electronics (MCE) [56]. While the SQUIDs and detectors are all cryogenically cooled, the

MCEs are at room temperature outside of the cryostat.

With the TMUX, each TES detector is inductively coupled to a first-stage SQUID (SQ1).

A group of SQ1s are coupled to one second-stage SQUID (SQ2) through a summing coil.

The SQ2 is referred to as a TMUX ‘column’. At a given interval of time, a single TMUX

‘row’ (which consists of one detector in each column) is connected to the readout line via a

flux activated switch. In this way, the MCE cycles through the rows by connecting to them

for a brief time interval. This technique of multiplexing allows for the read out of thousands

of detectors on the focal plane using only a few wires instead of each detector being read out

by a separate wire. The multiplexing framework is necessary because it drastically reduces

the thermal loading on the focal plane from the readout wires. Additionally, it simplifies the
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wire routing schematics and helps with space limitations.

2.3.4 Optics

BA is a dedicated experiment for the observation of primordial B-modes which peak at an

angular scale of ∼2◦ in the CMB. The optical design optimizes throughput while minimizing

systematic uncertainties. The relatively large angular scale of the B-modes allows for a small

aperture size (550mm) of the receivers while still achieving the required diffraction-limited

resolution. The small aperture allows for a compact on-axis receiver design, which gives

us the ability for a boresight rotation. The boresight rotation of the receiver gives us full

polarization coverage of Q and U as well as controlling beam systematics. Furthermore, the

entire optical system is cryogenically cooled which reduces thermal loading on the detectors.

Figure 2.7 shows a cross sectional view of the receiver with the optical elements labeled.

The BA receivers use a simple two lens refracting design (diffraction-limited) which allows

for a telecentric and flat focal plane surface with a focal plane diameter of 475.8mm [57].

The telescope has a f -ratio of f/1.57 and both the objective and field lenses are 650mm in

diameter.

The internal optics of BA consists of several filters used to reduce radiative loading which

dominates over the conductive loading in the receiver. A 1in. thick HDPE plastic window

is needed to hold vacuum in the cryostat. The window lets in a fair amount of infrared

radiation (>100W) so a Zotefoam4 IR load filter is placed between the window and the

objective lens5. Both the objective and field lenses are made of HDPE6 and are thermally

sunk to the 4K stage. Additionally, an alumina filter at 50K, a Nylon filter at 4K, and a

metal-mesh low-pass filter at 250mK are placed in the optical path to reduce infrared loading.

4https://www.zotefoams.com/
5The top (skyward side) of the filter is at 300K but has an intentional temperature gradient to the 4K

stage.
6Some of the BA receiver designs use alumina ceramic lenses instead.
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Figure 2.7: BICEP Array optical design diagram of the 30/40GHz receivers. Note: some
BA receivers use HDPE for the objective and field lenses instead of alumina. All the optical
components except the Zotefoam are anti-reflection coated. Figure courtesy of the BK
Collaboration [49].

A 550mm cold (4K) aperture stop made from microwave-absorbing Eccosorb7 is located just

above the objective lens (skyward side). The cryostat tube in the 4K stage between the

lenses is baffled with Eccosorb to suppress far-sidelobe reflections.

Exterior to the cryostat are several additional optical elements which reduce systematics.

For each receiver, a forebaffle is mounted at the top of the vacuum window and moves with

the receiver which can be seen attached to the BA and Keck receivers in Figure 2.1b. The

forebaffles, which are lined with Eccosorb, intercept the response to signals outside of the

main beams. The telescope array sits inside of a cone shaped reflective ground shield which

can also be seen in Figure 2.1. The ground shield prevents any line of sight from the ground

7Emerson & Cuming Microwave Products, Inc. Randolph, Massachusetts: Laird Technologies
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to the receivers.

2.4 Raw Data to Power Spectra

This section will go into detail about how we take the raw data from the experiment and

put it in a usable form (bandpowers) for our high level analysis. A detailed discussion of

our analysis pipeline can be found in our BKII Collaboration publication [48] as well as a

few Ph.D. thesis from collaboration members [58] [59]. As stated previously, the primary

objective of the BK experiment is to measure a value of the tensor-to-scalar ratio, r. Because

of this, the data analysis can be looked at as a giant data reduction process which condenses

large amounts of time ordered data (TOD) into one value. Generally, the process goes as

follows:

raw TOD→ reduced TOD→ maps→ power spectra→ parameters

The raw TOD is the data that comes from the TES detectors during a CMB observation.

Most of the low level reduction of the raw TOD is done in the context of the scansets

sandwiched by the leading and trailing elnods. The reduced TOD are data that has been

filtered and put in a more usable form. The maps are made from coadding the reduced

TOD from a season. The power spectra are the maps which have been transformed and put

in the form of Equation 1.20 from Section 1.2.3. The parameters are the cosmological and

foreground parameters we get from fitting our power spectra to a multi-component model.

We use this parameterized model in our maximum likelihood (ML) search.

2.4.1 Time Ordered Data

Processing the TOD is the first step in our analysis pipeline. It is an automated process

guided by graduate student members of the collaboration. Preliminary plots are generated

from this process which are perused and discussed on a weekly basis. While this can be
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somewhat tedious, the attention to detail and quick turnover rate ensures the experiment

is running as intended. This is especially important for an experiment which is in limited

communication and in a remote location. Figure 2.8 shows an example of the TOD detector

data for a single scanset.

Figure 2.8: BA detector data from one scanset. The x-axis is time in hours where the whole
scanset takes ∼50min. The top panels are the motion of the mount (explained more in
Figure 2.4), the middle panels are the pair-sum of the detectors and the bottom panels are
the pair-diff of the detectors. The far left (right) column of panels show the leading (trailing)
elnods. The middle column shows the CMB scanset. The detector data is shown in arbitrary
feedback units and after the round 2 cuts have been applied.

Deconvolution

As the TOD are collected by the TES detectors via time-domain multiplexing, the MCE

downsamples after applying an anti-aliasing low-pass filter. The data are fed to GCP8 which

further decimates and applies a finite impulse response low-pass filter. The resulting sampling

rate of the detectors is ∼20Hz. Given our scan speed of 2.8◦/s in azimuth, this sampling

rate is sufficient in targeting the B-modes contained in the < 1Hz range. The first step in
8Generic Control Program (GCP) is a software control system responsible for reading out and storing the

data form the telescopes.
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processing the TOD is to deconvolve both the MCE and GCP filters (which are analytically

known) [58]. This deconvolution also includes a low-pass filter to control noise [48].

Deglitching and Destepping

The next step in our data reduction is known as deglitching and destepping. Delta function

spikes and discontinuous jumps sometimes show up in our TES data. For example, a spike

can be caused by a cosmic ray hitting the bolometer island and a discontinuous jump can be

caused by a change in the number of flux quanta, or ‘flux jump’, in the SQUIDs. Deglitching

is the removal of a delta spike function in the TOD. The data 1sec before through 1sec after

the spike are removed in this process. Destepping is the correction of discontinuous jumps

in the data. In this data process, the jump is removed and the data from after the jump are

matched with the data from before the jump.

Relative Gain

At this point, the TES detector data (in FBU) has been stored in the form of arbitrary

analog-to-digit units (ADU), by the MCE. Because the data are read out in arbitrary units,

each detector has a different gain. The relative gain or relgain process accounts for the

different gain between each of the detectors on the focal plane by using the elnods. Both

the leading and trailing elnods are used to fit ∼100mK unpolarized atmospheric temperature

gradient for the detectors which is modeled by a secant function as (1 airmass)/cos(z) where

z is the angle from zenith and 1 airmass equates to the amount of atmosphere when looking

at zenith. The relative gain of each detector is then calculated against the median of all

the receivers of the same observing frequency in the experiment. An absolute calibration

later in the analysis converts the arbitrary ADU to µKCMB. After the relgains, the sum

and difference of orthogonal detector pairs are taken. The pair-sums will be used to make

temperature maps and the pair-diffs will be used to make the polarization maps.
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Data Cuts

With the relgain pair-sums and pair-diffs, we make a series of selections and cuts. These data

cuts are made to exclude bad weather data and other atypical circumstances. A very common

cut is made from the elnod goodness of fit which is an indicator of weather conditions.

Another example is a cut made on focal plane temperature instabilities which can be caused

by a fridge cycle running out early or the temperature control module not working. The

cuts are made in two rounds. Round one cuts are made on halfscans and round two cuts are

made on the full scanset. It is important to note that the selection and cuts still allow noisy

data but they will be appropriately down-weighted. The purpose is to exclude data that are

not easily compatible with our pipeline. Although, the cut statistics are calculated at this

point, the data are not actually dropped until the map making stage.

Timestream Filtering

Some additional timestream filtering is applied to the remaining TOD. A third order poly-

nomial is fit (in azimuth) to the individual halfscans and then subtracted. This reduces long

time-scale drifts often caused by weather variations but does not interfere with our science

bands. Another filter applied is called a ground subtraction and it removes signal that is

azimuthally fixed in the scanset. The amount of power subtracted due to the filtering is

tracked throughout the pipeline and accounted for later in the analysis; this is referred to as

the suppression factor.

2.4.2 Maps

In short, making maps is the process of projecting the TOD signal from the detectors into

celestial coordinates (RA and Dec). In this way, maps are a two dimensional binning of the

weighted data accumulated over a certain amount of time into pixels9 of RA and Dec.

9The map pixels are 0.25◦ square in arc length.
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Constructing Q and U

As described in Section 2.4.1, the detector pairs are summed and differenced. This can be

related to the Stokes formalism described in Section 1.2.3 where a detector is sensitive to

unpolarized T and linear polarization Q and U . If we take a pair of orthogonal detectors to

be detector A and detector B, then the timestream signals can be described as:

dA = T +Qcos(2φA) + Usin(2φA) + nA (2.2)

dB = T +Qcos(2φB) + Usin(2φB) + nB (2.3)

Where d is the relgain normalized signal observed by the detector, T , Q, and U are Stokes

temperature polarization parameters, and φ is the polarization angle of detector A(B) with

respect to Q. The noise of the A and B detectors are written as nA and nB, respectively.

Here the noise of the detectors have zero mean but some variance. From a pair of detectors,

the pair-sum and pair-diff will look like the following:

d+ =
1

2
(dA + dB) (2.4)

d− =
1

2
(dA − dB) (2.5)

Expanding out Equations 2.4 and 2.5 and, for simplicity, assuming the relationship that the

detectors are orthogonal10 (φB = φA + π/2 = φ) we get the following:

d+ = T +
nA
2

+
nB
2

(2.6)

d− = Qcos(2φ) + Usin(2φ) +
nA
2
− nB

2
= Qα + Uβ +

nA
2
− nB

2
(2.7)

Where α = cos(2φ) and β = sin(2φ). If we now consider that we make many observations of

a pixel, then we can sum the data over the number of samples N . During this, we weight (wi)

10In reality, we correct for non-orthogonality of the detectors in our pipeline through calibration measure-
ments [60].
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each respective detector pair by using the inverse variance of the timestream data during

a scanset. In matrix form, We can now bin pair-sum and pair-diff which will allow us to

eventually compute T , Q, and U :

∑
i

wi


d+
i

αi d
−
i

βi d
−
i

 =
∑
i

wi


N 0 0

0 α2
i αiβi

0 αiβi β2
i



T

Q

U

 (2.8)

Where the noise of the detectors sums to zero so the noise terms drop out (but still add

variance). The temperature can simply be calculated through the pair-sum where as the

pair-diff is a linear combination of Q and U . So the final calculation of our quantities

requires a matrix conversion:


T

Q

U

 =


∑
i

wi


N 0 0

0 α2
i αiβi

0 αiβi β2
i



−1

∑
i

wi


d+
i

αi d
−
i

βi d
−
i


 (2.9)

Multiple detector angles are required in order to make the matrix invertible. These multiple

angles are acquired through the boresight rotation of the telescope. The temperature can be

decoupled from the polarization term if desired.

Systematic Beam Differences

In the calculation of Q and U it was assumed that detector pairs were perfectly orthogonal

and matched. In reality, the beams are modeled with 2D elliptical Gaussians and even small

mismatches in detector pairs cause a temperature-to-polarization (T → P ) leakage. Due

to the relatively high CMB temperature signal compared to the CMB polarization signal,

false polarization signals can come from a variety of pathologies. For modeling our elliptical

Gaussian beams, we use a focal plane-fixed coordinates system that is specific to each detector

~x = (x, y). This coordinate system is defined for a detector pair by the intersection of two
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orthogonal great circles with a common centroid of the detector beams. The six parameter

2D elliptical Gaussian looks like:

B(~x; g, ~µ, σ, p, c) = g exp

(
−1

2
(~x− ~µ)TΣ−1(~x− ~µ)

)
(2.10)

Where

Σ = σ2

1 + p c

c 1− p

 (2.11)

The six parameters are: the normalization (or gain) constant g, the centroid of the beam

~µ = (µx, µy), the beam width (standard deviation) σ, and the two ellipticity parameters, p

for ‘plus’ ellipticity and c for ‘cross’ ellipticity.

If we consider two identical matched circular Gaussian beams from a pair of detectors

A and B then the beams will point in the same direction (~µA = ~µB = ~µ = 0) with well

matched gains (gA = gB = g) and widths (σA = σB = σ). There will also be no ‘plus’

ellipticity (pA = pB = p = 0) or cross ellipticity (cA = cB = c = 0). Now, if we take the

difference of these beams but perturb (δ) one of the six parameters (k), we can Taylor expand

to first order. Doing this for all the parameters results in a set of six differential beam modes

(Bδ) which only depend on the spatial derivatives in x and y. The six differential beam

modes are [61]:

Bδg = δgB(x, y) Bδσ = σδσ(∇2
x +∇2

y)B(x, y) (2.12)

Bδx = δx∇xB(x, y) Bδy = δy∇yB(x, y) (2.13)

Bδp =
σ2

2
δp(∇2

x −∇2
y)B(x, y) Bδc =

σ2

2
δc(2∇x∇y)B(x, y) (2.14)

Where δk = kA − kB. The different types of T → P leakage are described by these six

differential beam modes. Furthermore, these different types of leakages are characterized

by their beam symmetries; monopole (Bδg and Bδσ), dipole (Bδx and Bδy), and quadrupole
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(Bδp and Bδc). Figure 2.9 shows the T→P leakage which arises from the differential beam

modes.

Figure 2.9: Differences of elliptical Gaussian beams. The ‘Gain’ and ‘Beamwidth’ panels
are monopole symmetric T → P leakage. The ‘X centroid’ and ‘Y centroid’ panels are
dipole symmetric T→P leakage. The ‘Plus ellip.’ and ‘Cross ellip.‘ panels are quadrupole
symmetric T→P leakages. Figure courtesy of the BK Collaboration [48].

A mismatch of gains in detector pairs (i.e., a circular Gaussian beam with a different

height or width) leads to a T → P leakage which is monopole symmetric. The common

mode signal is cancelled with the complementary deck angles which are 90◦ apart. This

cancellation happens because under a 90◦ deck rotation, Q → −Q and U → −U with

monopole symmetry. So assuming the sky coverage of a map pixel is the same at all deck

angles, when the data are summed together (described in the previous section, 2.4.2), the

T→P leakage will sum to zero. In the top left and bottom left of Figure 2.9, the monopole

symmetric T→P leakage can be seen for a mismatch in Gaussian beam gain and beamwidth,
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respectively.

Also seen in Figure 2.9 in the top center and top right panels are the dipole symmetric

T→P leakages which arise from a mismatched centroid of beams among detector pairs. In

this case, a dipole symmetric false polarization signal leaks into the the real map. Similar to

the monopole, the dipole symmetric leakage is cancelled under deck rotation. In the case of a

dipole symmetry, a 180◦ deck rotation results in Q→ −Q and U → −U . So again, assuming

sufficient and equal coverage of deck angles which are 180◦ apart, the false polarization signal

from the T→P leakage will be suppressed when the data are summed.

The most problematic leakage comes from the quadrupole symmetric signal which arises

from a mismatched ellipticity in the beam difference seen in the bottom center and bottom

right panels of Figure 2.9. The quadrupole T →P leakage from beam ellipticity mismatch

looks like a real polarization pattern on the sky. This means that no combination of deck

rotations will suppress this systematic error.

Deprojection

The various deck rotation combinations will cause much of the monopole and dipole T→P

leakage signals to cancel. However, there will still be some false polarization left due to

unequal detector and deck coverage. In order to deal with this remaining monopole and

dipole leakage (and other potential problems), we apply a filter which we call deprojection.

This involves using the Planck temperature map11 (and its derivatives) as a template [62].

The differential beam modes (Bδk) described previously in Equation 2.12 are mapped onto

the derivatives of the temperature map (dδk) through convolution (∗) of the temperature map

(T ) and the differential mode as dδk = T ∗(∇Bδk). To make the deprojection maps, we apply

a linear regression to fit the T→P leakage modes giving us six coefficients which characterize

the T→P leakage and allow us to remove it. Figure 2.10 shows the six coefficients which we

fit in the deprojection filter. With the monopole and dipole terms, we can simply use the

11We use the Planck frequency which is closest to the observing frequency.
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Figure 2.10: 2D histogram plots of detector pairs as they relate to the differential beam
parameters. The horizontal axis of the plots are from the measured beam maps of the
detector pairs. The vertical axis of the plots are the deprojection templates made from the
Planck temperature maps. The solid line shows a line with a slope of 1 and y-intercept of 0.
The dashed line shows a line with a slope of 1 but a y-intercept that is the bias calculated
from simulations. Figure courtesy of the BK Collaboration[61].

deprojection templates and fits to remove them. However, because we except real correlation

between the E-mode polarization and temperature of the CMB, we deal with the quadrupole

leakages slightly different. In this case, the measured beam maps are used to create the

expected leakage from the mismatched beam ellipticity and subtracted from our maps.

Absolute Calibration

Up until this point, there was a relative detector gain calibration applied. It is now typical to

perform an absolute calibration using the Planck temperature maps to convert the arbitrary

units of ADU to µKCMB. We use binned multipoles, called ` bins, to calculate the calibration
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for a map. The calibration will look like:

g` =
〈mref ×mcal〉`
〈mref ×muncal〉`

(2.15)

Where mcal is the external temperature map used for the calibration. Typically, we use

the Planck map with the closest bandcenter frequency as the receiver we are trying to

calibrate. mref is another external map used for the calibration, conventionally Planck

143GHz. Because the maps have uncorrelated noise, the resulting cross spectra will be

unbiased. Lastly, muncal is the map we wish to calibrate. It is also crossed with the reference

map to make a noise debiased spectra. While we are primarily measuring polarization with

our experiment, it is easier to use the temperature of the CMB to calibrate. This is because

the temperature signal of the CMB is much higher than the polarization signal. It is also

important to note that we account for the polarization efficiency of our detector in our

absolute calibration [63].

Power Spectra

After data are binned into maps and calibrated, the next step is to make power spectra.

As stated previously, the maps have pixels which are in the celestial coordinates of RA and

dec. Because we are only using a small part of the sky, we use a flat sky approximation12

to convert our real-space 2D maps into `-space maps using a Fourier transform. In addition

to using a Discrete Fast Fourier Transform (DFFT), we apply a window function to apodize

the maps. The apodization downweights the edges of the map which are noisier due to

being observed less often. Additionally, it provides a smooth transition for the edge of the

map to zero which provides better conditions for a well-behaved transform. So instead of

the spherical harmonics described in Equation 1.18 of Section 1.2.3, we use the analogous

Fourier transformations, denoted by a hat: T̂ (`x, `y), Q̂(`x, `y), and Û(`x, `y). Where `x and

12These distortions are accounted for in our pipeline but have little effect since we are not looking for
sharp features in the power spectra.
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`y refer to the coordinates in Fourier-space and are a scaled version of the more familiar

angular wave numbers kx and ky.

In order to get the Fourier maps in the more useful form of the multipole, we simply

express (`x,`y) in radial coordinates (`,φ) using ` =
√
`2
x + `2

y and φ = tan−1( `y
`x

). We are

now able to easily transform into E-modes and B-modes in Fourier-space through a rotation

(described Equation 1.19 in Section 1.2.3):

Ê(`) = Q̂(`)cos(2φ) + Û(`)sin(2φ) (2.16)

B̂(`) = Q̂(`)sin(2φ)− Û(`)cos(2φ) (2.17)

Figure 2.11 shows how the signal shows up in the Fourier plane in Q and U and how that

translates to a signal in E and B. The E-modes are much brighter which can be seen on

the x and y axis of the Q Fourier plane and on the 45◦ rotated axes in the U Fourier plane.

The red annuli are how we bin the ` values, where each bin spans ∼35 multipoles wide. For

our science bins, we use nine bandpowers spanning the range 20 < ` < 340. The ` bins are

denoted with a prime, `′ and are the average of the ` values.

Lastly, we convert Ê(`) and B̂(`) into the quadratic power spectra by multiplying by

another spectra:

CTT
`′ = 〈T̂ (`)T̂ (`)∗〉`′ CTE

`′ = 〈T̂ (`)Ê(`)∗〉`′ (2.18)

CEE
`′ = 〈Ê(`)Ê(`)∗〉`′ CTB

`′ = 〈T̂ (`)B̂(`)∗〉`′ (2.19)

CBB
`′ = 〈B̂(`)B̂(`)∗〉`′ CEB

`′ = 〈Ê(`)B̂(`)∗〉`′ (2.20)

This is now in the form of a CMB power spectra which was described in Section 1.2.2 in

Equation 1.13. The binned quadratic power spectra are often referred to as bandpowers

and are in units of µK. We use bandpowers in our multi-component model of cosmological

parameters and foregrounds, which provides a constraint on r. High level analysis, including
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extensive use of bandpowers, will be discussed further in Chapter 4.
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Figure 2.11: BK15 (150GHz) Fourier maps. Because E-modes are more prevalent, it shows
up on the x and y axes of the Q map and the 45◦ rotated axes of the U map. The right side
of the plots show the real part of the plane and the left sides show the imaginary part. The
red annuli represent the bins which we average together to get our `-bins. The trench close
to `x = 0 is due to the 3rd-order poly subtraction filter. The color scale units are in µK2.
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Chapter 3

BICEP Array Housekeeping Electronics

The Housekeeping (HK) subsystem in BA has three functions: (1) reading out the tempera-

tures at the various stages of the cryostat, (2) providing power for the resistance heaters used

in the fridge and temperature control of the focal plane, and (3) providing auxiliary readout

for forebaffle temperatures, calibration hardware, and any other miscellaneous electronics.

There are four types of thermistors used to readout temperatures in the HK:

1. Silicon diode thermistor – A DT-670 Lake Shore1 silicon diode. Primarily used to

read out temperatures on the 50K and 4K stages.

2. Lake Shore Cernox thermistor – A thin film thermistor used for its high dynamic

range (100mK to 400K) and increased sensitivity at lower temperatures. Used to read

out temperatures on the 4K stage, the sub-K stage, and fridge.

3. Allen-Bradley carbon thermistor – A thermistor used to read out fridge temper-

atures. These thermistors use the same readout circuitry as the Cernox.

4. Neutron transmutation doped (NTD) germanium thermistor – A thermistor

used at sub-Kelvin temperatures [64]. These are used with junction field-effect tran-

sistors (JFET) for a high impedance readout. The NTDs are used in the temperature

1https://www.lakeshore.com/
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control and readout of the focal plane.

In short, the diodes are the simplest to readout but are the least precise, the Cernox (and

Allen-Bradleys) are more difficult to readout but provide better precision, and lastly, the

NTDs are the hardest to readout but provide the best precision.

While all of the thermistors and heaters are located inside the cryostat, they all are

routed to warm HK electronics located outside of the cyrostat. There are 8 different types of

daughter cards contained in the Backpack (Section 3.2) which are used for the analog signal

processing of the different thermistors and heaters. These daughter cards are discussed in

detail in Section 3.3. After the Backpack and daughter cards, the signals are routed to a

commercial data acquisition (DAQ) electronics crate where they are digitized. A software

system called GCP (Generic Control Program) is responsible for reading out and storing the

data.

3.1 Design Overview

The design of the BA HK was built upon the previous design of the Housekeeping systems

which were used in BICEP2, BICEP3, and Keck Array. Figure 3.1 shows a block diagram

of the old HK design used for the warm electronics in BICEP2. The receiver (in orange) is

connected to a Backpack (blue and green) where a multitude of analog and digital-to-analog

converter electronics boards process the signals going to and from the receiver. The data

acquisition is via the BLASTbus (red) which is a custom system made by University of

Toronto [65].

One of the major changes in the new BA HK design was the use of a commercial DAQ

system instead of the now discontinued BLASTbus. In order to simplify the whole HK system

with the new DAQ system, the BA Backpack was designed to be fully analog. While some

of the core analog circuitry designs remained the same as previous experiments, there was a

fair amount of design rework in order to change the Backpack to fully analog. Additionally,
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Figure 3.1: BICEP2 Housekeeping block diagram. The Backpack was half analog (blue) and
half digital (green) in order to connect to the BLASTbus DAQ system (red). While this
design worked, it is no longer viable due to the discontinuation of the BLASTbus. Figure
courtesy of the BK Collaboration.

the new BA HK system is able to accommodate more readout channels despite its more

compact design.

The new HK system for BA uses a commercial DAQ crate created by United Electronic

Industries2 (UEI) called the "Racktangle". It contains twelve modular slots for different

types of boards. The BA HK system uses analog input boards (AI-207) and analog output

boards (AO-332) for the receivers. Because all of the digital-to-analog conversion is within

the UEI crate, there is no longer a need for the warm electronics in the Backpack to contain

this function so the Backpack is completely analog. Additionally, we are able to use extra

modular slots for a quadrature encoder board (QUAD-604) which is very useful for our

calibration hardware.

2https://www.ueidaq.com/
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The AI-207 is a 16-channel, 18-bit differential analog input board with an aggregate

sampling rate of 16kHz (1kHz/ch). The AO-332 is a 32-channel, 16-bit analog output board.

Each receiver uses five slots (4 AI, 1 AO) which amounts to 64 analog input channels and

32 analog output channels per receiver. Because the UEI crate has 12 slots, two receivers

are used per UEI crate with two additional slots for auxiliary I/O. Figure 3.2 shows the new

BA HK block diagram of how the warm electronics are configured for a single receiver.

Figure 3.2: Bicep Array Housekeeping block diagram. The Backpack (blue) is completely
analog unlike previous experiments. A single UEI crate (red) is able to service two full
receivers and have two auxiliary modular slots.

GCP (Generic Control Program) is the software responsible for the control of the telescope

and the high level data acquisition. GCP has two register speeds referred to as ‘fast’ and

‘slow’. The fast register samples at 200Hz which is triggered by a 200pps signal. This

signal is provided by a Meinberg3 SyncBox N2X which synchronizes to NTP (Network Time

Protocol). The slow register samples 20 times slower by throwing out 19 of every 20 samples.

Currently, the UEI crate is running off its own clock and also sampling at 200Hz. GCP then

requests data from the UEI Crate at every 200pps trigger. There is no strict timing so the

3https://www.meinbergglobal.com/
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UEI crate just gives the most recent sample.

The sampling rate we use in GCP is set by the sampling rate of the detectors. There is

little reason to sample at very fast rates during normal CMB observations because all of our

science data is < 1Hz. We also benefit from a reduced data size when transferring our data

to North America via satellite. So while GCP is capable of sampling at 200Hz, in practice,

the data is down sampled to ∼20Hz (fast) and ∼1Hz (slow). A notable exception is that we

use the full sample rate for calibrations such as beam mapping.

Even though, the AI-207 has the capability to readout all 16 channels at 1KHz, in

practice, they are read out at 200Hz and then down sampled. Consequently, to reduce noise,

the HK readout is filtered in the analog much below the maximum sampling rate of the

AI-207. Much of the HK system uses the slow sampling rate but a few devices require the

use of the fast rate. Most notably, all of the NTDs and the heaters associated with the

temperature control modules (TCMs) use the fast data rate. Also, the fast sampling rate is

used with a few diodes which are in close thermal proximity of the pulse tube cryocooler.

3.2 Backpack

The HK Backpack is mounted directly to the “back” of the receiver, using radio frequency

(RF) filter boxes. The RF filters prevent nuisance signals from entering through the HK

wiring and interfering with detector readout. There are five MDM-100 connectors on the

receiver for HK purposes but one is unused 4. The four connections that are used in the

warm electronics are labeled by the location of the thermistors and heaters inside of the

cryostat:

1. Cryocooler – The thermistors and heaters associated with the pulse tube cyrocooler

(50K and 4K cold stages). Includes diode thermistors and low power heaters.

4The unused MDM-100 connector was for the case where Cernox thermistors would be used for focal
plane temperature control instead of NTDs
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2. Fridge – The thermistors and heaters connected to the sorption fridge. Includes

Cernox and Allen-Bradley thermistors. Also includes high and low power heaters.

3. JFET – The thermistors and heaters connected to and via the JFET module. Includes

the NTDs which are connected to focal plane via the JFETs. Also includes the JFET

module power and low power heaters for the JFET module.

4. Sub-K – The thermistors and heaters connected to the sub-Kelvin cold stages. In-

cludes Cernox and diode thermistors. Also includes low power heaters.

Each Backpack consists of: one Motherboard (MB), one Reroute board, four RF filter boxes,

and 36 daughter cards. There are 8 different types of daughter cards which read out the

different thermistors and control the different types of heaters. Table 3.1 gives a break

down of how the different types of channels are distributed to the cryostat. The MB routes

MDM-100 Connector
Cryocooler Fridge JFET Sub-K Totals

D
au

gh
te
r
C
ar
d
T
yp

e Heater Amp 0 2 0 0 2
Heater Buffer 16 2 3 8 29
JFet Power 0 0 1 0 1
Cernox 0 8 0 14 22
Diode 16 0 0 6 22

NTD Bias 0 0 16 0 16
NTD Lockin 0 0 16 0 16
NTD Osc. 0 0 0 0 0
Totals 32 12 36 28 108

Table 3.1: Number of channels going to each MDM-100 connector. The NTD Osc. is a
board that is used for a local oscillator internal to the MB and, therefore, does not route
outside of the Backpack. Note: Most of these channels are two wire and some of them are
four wire.

the signals from the cryostat and UEI crate to their appropriate daughter cards for analog

signal processing. Between the MB and the cryostat, the Reroute board routes signals to

the RF filter boxes which go to the appropriate MDM-100 connection. The Reroute board

is an artifact from the Keck Housekeeping system but it was kept in order to add routing
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flexibility. Figure 3.3 and shows a top down view of the MB in a layout block diagram and

Figure 3.4 shows a similar view for the Reroute board.

While the diagram does not explicitly show it, there is an RF filter box between the

reroute board and the cryostat MDM-100 connectors. The RF filter boxes are the same

design used for the Keck and B3 HK. This allows for re-purposing old Keck RF filter boxes.

The physical enclosure for the Backpack is an aluminum box with the (rough) dimensions

of 14.5in x 5.75in x 10.5in. There is one Backpack per receiver. The MDM-100 mating to

the cryostat is blind but needs to be fairly precise to prevent damage to the fragile pins on

the connectors. To aid in the mating, there are two guiding pins on the Backpack which slide

into mating holes on the cryostat. The ear flanges are then used to secure the enclosure. The

blind mating of the four MDM-100 connections is accomplished through ‘captured’ steel rods

which slide the RF filter boxes on a set of rails towards or away from the cryostat. Figure

3.5a shows the cryostat mating side of the enclosure and Figure 3.5b shows the opposite side

with the DAQ cables and the ends of the steel rods.

3.2.1 Power Supply

The power supply is a small card mounted inside the Backpack. A fixed switching frequency

(300KHz) DC/DC converter takes an external power of +24V and 0V and converts it to

±15V . The power supply is also outfitted with a common mode choke and filter module to

reduce common mode and differential mode noise. The converter is capable of a 40W output

with a dual output current up to ±1.667A. This power supply card is used to power the

entire Backpack which includes all of the analog daughter cards.

3.3 Daughter Cards

The 36 daughter cards in the Backpack do all of the analog signal processing. There are 8

different types of cards with some cards having multiple flavors. The Heater Amp, Heater
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Figure 3.3: BA Motherboard layout block diagram. This view shows the ‘top’ side of the
MB which is where the daughter cards slot in via a 50 pin standard header connector.
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Figure 3.4: BA Reroute layout block diagram. This shows the ‘top’ of the Reroute board
which plugs directly into the MB and reroutes the signals from the MB to the RF filter boxes
which then connect to the cryostat.
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(a) Cryostat side view of the Backpack enclo-
sure. The RF filter boxes can been seen at the
bottom.

(b) DAQ side view of the Backpack enclosure.
The five circles at the bottom are the ends of
the steel rods for blind mating.

Figure 3.5: Two views of the Backpack enclosure model. Note: While there are five RF filter
boxes shown here, there are only four used on the actual cryostat.

Buffer, and JFET Power are used to supply power to the various resistance heaters and

the JFET module (Section 3.3.3). The Cernox, Diode, NTD Bias, NTD Lock-in, and NTD

Oscillator cards are used for biasing and reading out the thermistors contained in the cryostat.

Figure 3.6 shows an example of the PCB layout and the finished product of a daughter card

(Cernox).

(a) Front side of the Cernox PCB layout. (b) Front side of a fully populated Cernox
Daughter card.

Figure 3.6: Cernox Daughter Card (rev.2). All of the daughter cards are about 4in by 2.5in.
Most of the daughter cards have components on both sides and are multilayered.
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3.3.1 Heater Amp

The Heater Amp card is a two channel analog output which provides power to the pump

heaters in the fridge. The heater resistors for both the He4 pump heater and the He3 pump

heater are 201Ω. The max voltage output of the AO-332 is 10V which means the Heater

Amp card is able to supply a ±14V , or (28V ) output to the heater. At 201Ω, there needs to

be about a 70mA of supply of current. However, the AO-332 is only able to supply 10mA

and a typical op amp can only supply around 25mA. In order to provide the needed power,

the heater amp card is installed with a power op amp which is spec’d to supply 1.5A. The

power op amp is attached to a heat sink to dissipate any heat that it generates. Figure 3.7

shows a block diagram of the circuit. The transfer function for the voltage output going to

the heater resistor is expressed as:

Vout = G1GP±Vin = ±1.4Vin (3.1)

Each channel also has a current monitor which is read out by the AI-207. The current

monitor converts the current going through the resistance heater to a voltage through a 2Ω

sense resistor. This current monitor voltage is:

Vcur =
Ihtr
Rsense

=
Vout

RhtrRsense

(3.2)

There is only need for one Heater Amp card because there are only two heaters which require

this much power. The remaining heaters are sourced by the Heater Buffer cards which are

lower power but have more channels.

3.3.2 Heater Buffer

The Heater Buffer card is a four channel analog output which provides power to the various

low power heaters throughout the cryostat. Similar to the Heater Amp, the Buffer card
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Figure 3.7: A block diagram of the circuit for the Heater Amp daughter card.

uses the AO-332 voltage output, which ranges from 0 to 10V , to control heater power. The

buffer card uses a precision differential amp that is able to supply around 25mA (at 10V ).

Each channel has two operational states (high and low) which is selected by putting on

Figure 3.8: A block diagram of the circuit for the Heater Buffer daughter card.

(high) or taking off (low) a jumper. The ‘high’ voltage state is ×10 that of the ‘low’ voltage

state. This allows for more control on output range for the various heaters but must be set

physically via a standard header shorting jumper. Another feature is a kill switch for each

channel. This is a physical redundancy to ensure that there is not accidental heating in the

cryostat. Overall the Heater Buffer card is a simple analog output card which supplies low

power heaters in the cryostat. There are eight Heater Buffer cards per receiver, each with

four channels which means 32 channels per receiver.
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3.3.3 JFET

Junction field effective transistors (JFET) are used to create a high impedance follower of the

NTD output. So the NTDs are biased directly but the output is via the JFET channels. The

JFETs are contained in a JFET module which is housed in the 4K cold stage of the cryostat.

The JFET module is re-purposed hardware originally designed for the SPIRE instrument

inside the Herschel satellite telescope [66]. Each module contains 24 JFET channels, a

resistance heater channel, and two power channels. The JFETs are temperature dependant

but due to their location in the cyrostat and self-heating through the JFET power, the

module does not require active temperature control. The JFET heaters are used for the

event when the JFET module is too cold to self-heat. In this case, the heaters are used for

applying heat to the module until it reaches a temperature where it can self-heat.

JFET Power

The JFET Power board is an analog power supply for the JFET module inside of the

cryostat. There is no need for DAQ control over the JFET power; however, the power

supply is physically tunable to each specific module. Two analog channels are read out by

the AI-207 for power monitoring purposes. The JFET module needs a drain (Vdd) and a

source (Vss) power supply. Vdd is held constant at +3V . Vss has a tunable output controlled

by a trimmer potentiometer in the range of 0V to −5V . A typical Vss for the JFET module is

around−1.5V and draws a current of∼1.45mA. A multi-output voltage reference is sufficient

for supplying the needed power. Instrumentation amplifiers read the current across sense

resistors placed on both the Vss and Vdd. This provides the voltage output for the current

monitors. There is only need for one JFET power card per receiver.

3.3.4 Cernox

The Cernox daughter card is a two channel analog card which reads out a Lakeshore Cernox

(and Allen-Bradley) thermistor through the AI-207 UEI cards. The Cernox is used for
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Figure 3.9: A block diagram of the circuit for the JFET Power daughter card.

its large dynamic operating range (100mK to 400K) while being most sensitive at low

temperatures (±5mK at 1.4K). Several different models of Cernox thermistors were used

in the BA1 receiver in order to optimize readout based on the operating temperature of

the respective location. In other BA receivers (and for future receivers), only one model of

Cernox was used in order to simplify the warm electronics readout. In addition to reading

out the Cernox thermistors, the Cernox daughter cards are also responsible for reading

out several Allen-Bradley carbon thermistors. Each Backpack is equipped with 11 Cernox

daughter cards which means a total of 22 analog readout channels.

The Cernox circuit provides AC current bias that is servo-looped to produce a specified

AC voltage (∼ 50µV ) across the thermistor. We read this current across a sense resistor,

lock in to convert to DC, then filter and amplify the DC signal before digitizing. Figure 3.10

shows a block diagram of the circuit for the ‘vanilla’ or Flavor 0 version, which is the most

basic design. The circuit only works across a certain range of device resistances. When the

resistance of the Cernox is too low (higher temperatures), the output voltage is too high
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Figure 3.10: A block diagram of the circuit for the Cernox daughter card.

and the analog output of the circuit hits the 10V rail of the ADC. When the resistance is

too high (lower temperatures), the time constant of the integrator in the servo-loop is too

low. This causes a distortion in the sine bias signal which leads to instability from failure to

properly lock on to the modulated signal. For this reason, there are three other ’flavors’ to

this Cernox design which change a few resistor and capacitor values to better optimize for a

larger thermistor impedance. This will be discussed more in Section 3.5.5.

The calibration of the Cernox readout circuit converts device resistance to measured DC

voltage from the AI-207 UEI card. The calibration is fit to the following function:

Rdev =
G

V − Voff
(3.3)

with parameters:

G = circuit gain

Voff = offset voltage

V = Output Voltage

As stated previously, the operating temperature range is quite large for the Cernox ther-
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mistor. However, the thermistor is most sensitive at lower temperatures which is also the

range most important to operations. Because of this, the linear regression fit is weighted by

thermistor resistance. A higher resistance means the thermistor is at a lower temperature

and, thus, should be weighted more heavily.

3.3.5 Diode

The Diode daughter card is a four channel analog card responsible for reading out Lake

Shore silicon diode (DT-670) thermistors in the cryostat. These diodes have an operating

temperature range from 1.4K to 500K with ±12mK at 1.4K and ±32mK at 300K. The

large operating range make them a good tool in measuring the cool down of the cryostat

and monitoring several of the ‘warmer’ stages which do not require as much precision. Each

Backpack is equipped with six Diode daughter cards for a total of 24 diode readout channels

per receiver.

A high precision voltage reference supplies −5V to a feedback loop between an op amp

and an instrumentation amp. This acts as a constant current bias (10µA) for the diode.

The voltage drop over the diode (Vd) is measured using an instrumentation amp. This signal

is then put through a low-pass filter and amplified before being digitized by a AI-207 UEI

card. Figure 3.11 shows a block diagram of the circuit.

Figure 3.11: A block diagram of the circuit for the Diode daughter card.
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In order to calibrate the individual Diode daughter card channels, we use a set of resistors

to simulate the resistance of the diode. Our calibration converts measured voltage to device

resistance through the equation:

Rdev =
V − Voff
GIbias

(3.4)

with parameters:

G = circuit gain

Voff = offset voltage

Ibias = current bias applied (10−5µA)

The expected gain is 4 with an expected offset of 0V . The circuit only works across a certain

range of device resistances. If the device resistance is too low, then DC output voltage

required to drive the constant current bias is very low. If the device resistance is too high,

the voltage required to drive the current hits the rails.

3.3.6 NTD Overview

The neutron transmutation doped germanium thermistors, or NTDs, are biased and read

out by a combination of three different daughter card types:

1. NTD Oscillator (1 card/Backpack)

2. NTD Bias (4 cards/Backpack)

3. NTD Lock-in (4 card/Backpack)

Figure 3.12 shows the circuit bridge topology used to bias the NTDs. As shown in the figure,

there is an AC bias on the NTD as well as another AC bias on the paired nulling resistor

(NR). Also shown, is the JFET module inside the cryostat which is used to buffer the output

of the NTD/NR bridge. The biases are created on the NTD Osc card and then routed to the

NTD Bias cards to be manually tuned (amplitude and phase) via a set of potentiometers.

These tuned biases are then sent to the NTD bridge in order to null the differential output at

an appropriate operating resistance (temperature). The phase tuning was added in order to
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Figure 3.12: The bridge circuit used for the NTDs.

account for any phase delay present inside the different channels of the JFET module. The

nulled differential output voltage is routed to the NTD Lock-in card where it is demodulated,

filtered, and then amplified before being digitized. More details about the NTD tuning can

be found in Section 3.5.3 and a detailed procedure on how to tune the NTDs can be found

in Appendix A.1.

There are two modules that use the NTDs: the Temperature Control Module (TCM)

and the Load Resistor Module (LRM). The TCMs are used to regulate the temperature of

the focal plane via a PID loop. Each TCM contains two NTD/NR pairs, one on the dirty

side of the heat strap and one on the clean side. In the case of the TCM, each NTD and

NR are individually biased. The LRMs are used to readout focal plane temperatures on the

different tiles. In total, there are 12 Tile NTD/NR pairs. However, unlike the TCMs, the

LRMs are biased as triplets; one bias pair is used per three NTD/NR pairs. Figure 3.13

shows a flow of how the NTDs are biased in a cryostat.
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(a) TCM flow diagram of bias and output.

(b) LRM flow diagram of bias and output.

Figure 3.13: Description of how the bias works for the different types of NTD modules.

NTD Osc.

The NTD Oscillator daughter card is an analog oscillator which requires no external control.

It is set at a frequency (∼408Hz) and outputs four sine waves separated by a phase of 90◦.

These signals are routed to bias cards for additional amplitude and phase tuning. The signal

is also routed to the NTD Lock-in cards used as the lock-in signal. There is only need for

one NTD Oscillator daughter card per Backpack.

NTD Bias

The NTD Bias daughter card combines the four oscillation signals from the NTD Oscillator

card to produce a tunable AC bias. Each NTD Bias card has four channels which means

there are a possibility of 16 tunable biases per Backpack. The phase of the bias is tuned

physically through a set of two jumpers and a potentiometer which allows for a 0◦ to 360◦

phase shift. The phase of bias is set completely by the relative position of this potentiometer

but it also affects the amplitude of the bias. So if we consider the two input sinusoidal signals
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(Va and Vb) which are 90◦ out of phase (φa = φb + π/2) then the signals can be written as:

Va = sin (ω0t+ φa) (3.5)

Vb = sin (ω0t+ φb) (3.6)

Where ω0 is the frequency of the oscillator. The signals are then added to produce the

following output:

Vc =

(
1− Ra

R

)
Va +

(
Ra

R

)
Vb = |A|Va + |B|Vb (3.7)

Where R is the total resistance of the potentiometer, Ra is the relative potentiometer resis-

tance seen by Va such that Ra + Rb = R, and |A| and |B| are the relative amplitudes given

by the potentiometer. The resulting output amplitude and phase shift are then given by:

|C| =
√
|A|2 + |B|2 (3.8)

φc = arctan

(
|B|
|A|

)
(3.9)

In this way, the phase tuning process is coupled with tuning the amplitude of the bias. Given

that 0 ≤ Ra ≤ R, then max(|C|) = 1 when Ra = 0 or Ra = R and min(|C|) =
√

2/2 when

Ra = 1
2
R. This also means φa ≤ φc ≤ φb.

After the phase tuning, there is another potentiometer used for tuning only the amplitude

of the bias. The amplitude tuning has a maximum of unity gain and a minimum of zero

gain. Figure 3.14 shows a block diagram of how the NTD Bias card works. After the NTD

Figure 3.14: A block diagram of the circuit for the NTD Bias daughter card.
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Bias cards are properly tuned for the receiver, they should not require any additional tuning

unless there are changes to the NTDs. See Section 3.5.3 for more details on the NTD tuning.

NTD Lock-in

The NTD Lock-in daughter card uses the differential output of the NTD and NR bridge. Each

signal is DC blocked and fed into a instrumentation amplifier. The deviation from the nulled

signal is then demodulated using the output of the NTD Oscillator Card. Finally, the signal

is filtered and amplified before being digitized by the AI-207 UEI Card. Each NTD Lock-in

card has four channels which amounts to a total of 16 channels for each Backpack. The

Figure 3.15: A block diagram of the circuit for the NTD Lock-in daughter card.

NTD readout is calibrated from Cernox during a fridge cycle and nominal cold operations.

There is one Cernox which is used to calibrate the dirty side NTDs used in one of the TCMs.

The NTDs located in the clean side TCM and the LRMs are all calibrated off a clean side

Cernox. Because the NTDs are read out at the fast rate and the Cernox at the slow rate,

the NTD voltages are averaged down before being associated with the coinciding Cernox

temperature.

3.4 Auxiliary Readout

There are two slots per UEI crate (four total) which are not used for the primary HK

electronics readout. One of these slots is populated with a AI-207 and is used for the
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forebaffle temperature readout. Each of the four BA forebaffles is equipped with four AD590

thermistors (16 total). A 13V bias, supplied by the AI-207 card, is put on each of the AD590s.

The AD590 then sources 1µA/K which is in series with 10KΩ resistor. The voltage drop

over the resistor is digitized by the AI-207 card and is given by Equation 3.10.

Vout = (1µA/K) ∗ (Temp[K]) ∗ (10KΩ) (3.10)

Originally, power was routed from an external source to supply the bias; however, it was

determined that the AI-207 card power supply was sufficient at 50mA. For example, if we

assume the AD590s are at 300K, then each one will draw ∼0.3mA. If all 16 AD590s are being

used, this would amount to ∼5mA. This means that the power for the forebaffle AD590s

is able to be completely supplied by the UEI crate via the AI-207 card and not from an

external power supply.

Additional seasonal calibration equipment such as a beam mapper and rotating polarized

source take advantage of the extra UEI slots. Much of the calibration equipment can simply

use an AI-207 for a differential analog readout. The QUAD-604 UEI card is a four channel

quadrature encoder readout that is also used for calibration equipment.

3.5 Performance and Improvements

3.5.1 Cernox and NTD Comparison

An NTD thermistor is more difficult to read out than a Cernox. This is apparent with the

amount of different types of daughter cards; the Cernox requires only one type while the

NTD requires three. In addition, to the several types of readout, the NTDs also require a

cold JFET module to buffer the NTD signals. Figure 3.16 shows a comparison between a

Cernox and NTD located at a similar location in the cryostat. Both in the timestream and

in the power spectral density (PSD), it is apparent we get several orders of magnitude better
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noise in the NTD.

Figure 3.16: A comparison of the noise levels between an NTD (blue) and a Cernox (red)
thermistor located on the clean side of the focal plane. The NTD is sampled 20 times more so
the PSD extends higher. The ∼30s oscillations in the Cernox are from the scanning motion
of the telescope. This scan synchronistic signal gets suppressed on the focal plane NTD from
active temperature control.

3.5.2 BA and Keck NTD Comparison

The NTD thermistor provides a good point of comparison among the different generations

of receivers. Figure 3.17 compares the tile NTD noise of a BA style receiver with the Keck

style receivers. Because BA currently has both styles of receivers, it is relatively easy to

compare the noise. Overall, the BA tile NTDs seem to perform as good or better than the

Keck tile NTDs. The notable worse aspect of the NTD noise performance in the BA receiver

comes with the two sharp lines seen in the PSD at ∼4.5Hz and ∼9Hz. The reason for these

lines are explained in Section 3.5.7, but the fact that they are narrow lines above the science

frequencies should provide some comfort.
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Figure 3.17: A comparison of the noise levels between a tile NTD (blue) on a BA style
receiver vs. the Keck style receivers (red, black, magenta).

3.5.3 NTD Tuning

As stated in Section 3.3.6, the NTD Bias cards need to be manually tuned for each channel.

The phase is tuned first because it also changes the amplitude. While the phase is tunable

in the complete 360◦ of phase space, the two biases are generally within ∼10◦ of each other.

When the phase of the NTD and NR are properly aligned, the amplitudes are tuned to

completely null each other out (∼150mV). For convenience, there are several connection test

points on the NTD Lock-in (rev.2) daughter card. These are attachment points for oscillo-

scope probes which read out the AC-coupled biases individually as well as the differential

between the two biases. For a detailed procedure5 of how to tune the NTDs, see Appendix

A.1.

3.5.4 Cernox Output Gain

The original design (rev.1) for the Cernox daughter card used a logarithmic output. As

shown in Figure 3.18, the log amp offered a relativity large dynamic range. It also shows

how the log output was much more sensitive at lower temperatures. This seemed ideal for
5This is most useful for members of the BK Collaboration who have access to the HK schematic files.
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our setup considering we only need the higher temperatures during cryostat warm-ups.

(a) Log output voltage response to different Cer-
nox temperatures (b) PSD of the Cernox log output.

Figure 3.18: The log output offered a larger dynamic range and was more sensitive at low
temperatures.

Figure 3.19 shows the circuit schematic for the the log amplifier part of the original

Cernox design. It consists of two log amplifiers (U1 and U2) and a differential amplifier

(U3). Equation 3.11 shows the functional form of a single log amplifier. It has a dependency

Figure 3.19: Block diagram of the log amp in the original Cernox daughter card design.

81



3.5. PERFORMANCE CHAPTER 3. BA HK ELECTRONICS

on the saturation current (Is) and the thermal voltage (VT ) of the diode.

Vout = −VT ln
(
Vin
IsR

)
(3.11)

When put together with the differential amplifier, it cancels some of the dependency on the

properties of the diode and results in Equation 3.12.

Vout = VT ln

(
Vref
Vin

)
(3.12)

In practice, the log output suffered from too much instability which rendered the Cer-

nox readout unreliable for our purposes. While there was not a full investigation into the

instabilities, it is believed they were due to temperature drifts in the diodes. The fix in the

later design of the Cernox daughter card was to simply use a linear output and reduce the

dynamic range so that we were not sensitive to higher temperatures. It is important to note

that while the dynamic range was reduced, it still generously includes all of the nominal

operating range of a cold cryostat.

3.5.5 High Impedance Cernox Circuits

As mentioned in Section 3.3.4, there are several different ‘flavors’ of the Cernox daugh-

ter cards. This was in response to the Cernox thermistor models and the Allen-Bradley

(AB) thermistors which have much higher impedance. Table 3.2 gives a range of the target

impedance for each ‘flavor’. For a detailed description6 of which components are changed in

the circuit schematic, see Appendix A.2.

Initially, to account for the high impedance ABs, the AC bias across the thermistor was

increased. While this did help, there was still a problem with the stability of the servo-loop.

Figure 3.20 shows The difference between a 200Ω (orange) Cernox impedance and a 20KΩ

(blue) Cernox impedance using the old AB board design. Where ‘Vrx’ shows the voltage

6This is most useful for members of the BK Collaboration who have access to the HK schematic files.
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Cernox Daughter Card Flavor Target Impedance Range [Ω]
Flavor 0 0.4K - 4K
Flavor 1 10K - 30K
Flavor AB 20K - 30K
Flavor 2 50K - 110K

Table 3.2: Target Ranges for different flavors of Cernox daughter cars. Note: Flavor AB was
an early flavor modification and the Flavor 1 board is now a more appropriate version of the
board.

Figure 3.20: Output of Cernox servo-loop simulation.

bias across the thermistor, ‘Vint’ shows the voltage output of the integrator, and ’Vdemod1’

shows the voltage output of the demodulator in the servo-loop. By looking at all three plots,

it is easy to notice the distortion which arises in the process. A simple solution was to

increase the time constant of the integrator from the original 0.1s to 10s. While increasing

the time constant sacrifices bandwidth for stability, the Cernox thermistors are all read out

at the slow sampling rate so this didn’t seem like a big loss. Increasing the time constant

also increases the startup time of the whole circuit but since the Cernox readout circuit is

always running this was not an issue. Additionally, the value of the sense resistor needed to

be increased for the Flavor 2 boards from 400KΩ to 1.4MΩ in order to be sufficiently larger

than the thermistor impedance. For all of the different flavors, the appropriate post lock-in
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gain was used in order to fall within the 0V to 10V range of the AI-207 UEI card.

3.5.6 Dummy Loads

In the case of an unused Cernox daughter card channel, the open circuit acts as an extremely

high impedance Cernox thermistor. The result of a high impedance load on the Cernox card

causes the servo-loop to behave poorly as described in the previous section (3.5.5). Not,

only do the servo-loops behave poorly, but the relatively large oscillations on the bias lines

cause cross-talk with adjacent (functional) Cernox bias lines. This results in beat frequencies

and unwanted noise in the active lines. To remedy the situation, a dummy load is soldered

directly on the daughter card. The dummy load is a resistance value within the typical

operating range of a cold Cernox, usually ∼1KΩ.

In a similar fashion, on each diode daughter card channel, there are spots for dummy

loads to be soldered. While the channel does not enter a disruptive state, as it does for

the Cernox daughter card, the dummy loads reduce power consumption and create a well

behaved circuit.

The NTD Bias cards have a tunable amplitude and should be set to a 0V bias for any

unused bias channels. The NTD Lock-in cards do not require any alteration for an unused

channel.

3.5.7 NTD Aliasing

In the first readout of the NTD Lock-in board through GCP, there was a ∼4.5Hz oscillation

present (along with harmonics). The signal amplitude varied from channel to channel with a

typical RMS of ∼10mV (∼2mK) and some of the high end RMS around ∼30mV (∼25mK).

However, the signal frequency was the same for all of the channels. Upon investigation, it

was determined to be an aliasing effect from the ∼408Hz AC bias being rectified and then

sampled by GCP at 200Hz. Figure 3.21 shows the time ordered data as well as the PSD (in

Kelvin) of one of the NTDs with the 4.5Hz and the 9Hz harmonic aliasing spike.
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Figure 3.21: An example of the aliasing effect in the first version of the NTD Lock-in board.
The 4.5Hz and the harmonic 9Hz spike are circled in the PSD.

If the inputs were properly nulled, this effect would have been minimal. However, the

original design of the NTD Lock-in card did not have a DC block at the differential input

from the NTD/NR bridge. This meant a slight DC offset (∼1% difference) in the JFET

channels was creating the AC signal. There were several ways of remedying the aliasing

oscillations:

1. Add a DC block on the differential input of the NTD Lock-in card.

2. Change the frequency of the NTD Oscillator card which would change the frequency

of the NTD Bias.

3. Use a more sophisticated technique to down sample. This could be accomplished

through GCP or through the UEI Crate.

Adding a DC block to the differential input of the NTD Lock-in card requires a slight

redesign of the circuit and the PCB layout. In theory, it should not require any re-tuning of

the NTD/NR bridge so the new daughter card can simply be swapped with the old daughter

card. Changing the frequency of the NTD Oscillator card would only require changing a few
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resistor/capacitor values on the daughter card but would be more likely to cause a need for

re-tuning. The software fix would arguably be the least invasive fix but would require the

most effort in writing and implementing new changes.

Even though the circuit would benefit from implementing all of these fixes, for simplicity’s

sake, only the ‘DC block’ option has been actualized. The fix is reflected in Figure 3.15 when

the block diagram of the NTD Lock-in circuit was explained. To test the DC block fix, a lab

setup was used where a differential input with a specified DC offset was used to reproduce

the DC offset of the JFET channels. An increase in DC offset led to a higher amplitude in

the aliasing oscillations. This was compared to the new version of the NTD Lock-in board

with the DC block. Figure 3.22 shows a PSD (in volts) of the output of the old NTD Lock-in

board (left) and the new board (right).

Figure 3.22: A PSD comparison of the old NTD Lock-in board (left) and the new board
(right). The aliasing spike decreases by several orders of magnitude with the addition of the
DC block.

Figure 3.23 shows a comparison of the old and new NTD Lock-in boards after being

installed in BA1. The installation happened between the 2020 observation season and the

2021 observation season. While this fix shows significant improvement, there are still more
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to be made; namely, changing the oscillation frequency of the NTD bias.

Figure 3.23: A comparison of the old NTD Lock-in board (blue) and the new board (red).
The timestream plot is a shows several halfscans of data. The aliasing oscillations are clearly
seen in when using the old NTD Lockin boards but is significantly suppressed with the
new boards. In the PSD plot, the 4.5Hz and 9Hz spikes are decreased by several orders of
magnitude with the addition of the DC block.

3.5.8 BA NTD Scan Sync

Having a stable focal plane temperature during a CMB observation is crucial. Because

the receiver is constantly scanning back and forth in azimuth, we worry about temperature

instabilities that are correlated with our telescope motion. By looking at the NTDs located

on the temperature control (TCM) and the focal plane tiles (LRM) we are able to identify

any possible problems.

Figure 3.24 shows data from a full scanset which has been subtracted by a 0th-order

polynomial fit (p0 subtracted) for both the time-ordered data (TOD) and the power spectral

density (PSD). The NTDs are separated into the dirty side TCM NTDs (Dirty), clean side

TCM NTDs (clean), and the LRM tile NTDs (tile). The dirty side TCMs are on the fridge
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side of the thermal filter and the clean side TCMs are on the focal plane side of the thermal

filter. The full scanset data includes the turnarounds between the halfscans. The scansets

seem to show a scan sync signal in the dirty TCMs. A halfscan plus the turn around is ∼26s

which will show up as ∼3.9×10−2Hz signal in the PSDs. However, this signal is not present

in any of the clean TCMs or the tile NTDS. Because it is only on the dirty side TCMs, and

we also cut the data during the turnaround, this is not a something of concern.

Figure 3.25 shows the data separated into halfscans (no turnarounds) which are further

distinguished by azimuth increasing or decreasing scan directions. There were 96 halfscans

(48 in each direction). Each halfscan was fit with a degree zero (p0) and degree three

(p3) polynomial function (in az.) which was then subtracted. The motivation for the p3

subtraction comes from a similar p3 subtraction filter used in the detector data. For the

TOD plots, all of poly-subtracted halfscans were averaged together. The PSDs show two

different types of averaging. The first type, which I call ‘PSD avg./#HS’, is calculated by

taking the PSD of all the individual halfscans, averaging them together, and then dividing

by the number of halfscans. The second, called the ‘scanset avg.’ is calculated by averaging

all of the halfscans of the same az. direction together and then taking the PSD. The ‘PSD

avg./#HS’ should show signals which might be lost due to averaging together incoherent

signals across halfscans. For example, there are two vertical dashed-dotted gray lines in the

PSDs which are located at ∼4.5Hz and ∼9Hz. These are from readout aliasing coming from

GCP and are not real signals. In the ‘scanset avg.’ PSDs these signals tend to average to

zero and are not seen to the same extent.

Because of the large amount information and number of plot variations, I have only shown

one tile NTD (M8) as an example. By looking at the TODs and PSDs, we can see that the

focal plane temperature does not show any signs of scan sync behavior in either direction of

the halfscans. Also reassuring is the flat shape of the PSD at frequencies below the cut-off

frequency of the low-pass filter.
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(a) Dirty side TCM NTD temperatures during a full scanset. TCM #1 is much noisier and therefore,
TCM #2 is used for temperature control.

(b) Tile NTD temperatures during a full scanset. The various colors are the different tiles.

Figure 3.24: BA NTD full scanset temperature TODs and PSDs. Notice the bump in the
dirty side TCM PSDs around ∼4×10−2Hz which is the scan sync signal. This is not present
in the tile NTDs. The two vertical gray lines in the PSDs are an aliasing signal from the
GCP readout.
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(a) Average of 48 halfscans in the TOD.

(b) Two types of halfscan averages in the PSD.

Figure 3.25: NTD focal plane temperature of tile M8. These plots look at averages of
halfscans over a full scanset (∼50min). They are also separated into the two azimuth scan
directions, increasing and decreasing. The ‘p0’ subtracts off a 0th order poly fit and the ‘p3’
subtracts off a 3rd order poly fit.
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Chapter 4

Multi-component Data Analysis

This chapter is a look at high level data analysis using the BICEP/Keck Collaboration data.

We start with the data in the form of bandpowers which was its form at the end of Chapter

2 (Section 2.4.2). Because the noise and the signals of the CMB are described by Gaussian

random variables, all of the relevant information of the maps can be expressed in the form

of bandpowers [67]. In other words, instead of using the pixelized data directly, we use

the data in the form of the bandpowers in order to significantly compress the data while

losing none of the relevant information. This intermediate step of putting the data in the

form of bandpowers also makes cross-collaboration data sharing easier as well as maximum

likelihood searches for cosmological parameters. A detailed description of how Gaussian

random variables relate to the bandpowers can be found in Appendix A of Victor Buza’s

PhD thesis [68].

Our collaboration uses a multi-component model to calculate the contributions of CMB

and foreground signals to the bandpowers. The uncertainty of our bandpowers is expressed

in the form of a covariance matrix which we refer to as a bandpower covariance matrix

(BPCM). Using the bandpowers, the multi-component model, and the BPCM, we perform

maximum likelihood (ML) searches to estimate the cosmological parameter r as well as the

nuisance foreground parameters. Section 4.1 gives a description of the parameters and multi-
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component model used in our pipeline. Section 4.2 looks at the BPCM and a method for

improving the scaling. Section 4.3 looks at variations in the construction of the BPCM and

whether they cause a bias on r from the ML search. Section 4.4 looks at a novel minimum

variance quadratic estimator which is an alternative to the ML search. And lastly, Section

4.5 uses the method of the quadratic estimator to look at systematic biases on r for the

future CMB-S4 experiment.

Because of the annual cycle and cumulative nature of our data, our collaboration has

naming conventions of datasets based on the years they were accumulated. The default

dataset used throughout this chapter is referred to as BK15. Here, the ‘BK’ stands for

BICEP/Keck and the ‘15’ stands for the data years up to and including 2015. Additionally,

the BK18lf1 dataset will be used although the real data will be omitted due to the fact that

it is not yet published.

Our datasets include data in the form of maps from five different instruments: BICEP2,

Keck Array, BICEP3, WMAP, and Planck2. We denote the maps by both the instrument

used and the observing frequency. So, for some examples, the BICEP/Keck map up to and

including 2015 data observed with a 220 GHz receiver is referred to as BK15_220, the Planck

map observed at 100 GHz is referred to as P100 and the WMAP map observed at 33 GHz is

referred to as W033. Because a bandpower is the combination of two maps, our bandpowers

are then distinguished by their two constituent maps (i.e., BK15_220×W033). If the map

is multiplied by itself, it is referred to as an auto-spectrum; if the map is multiplied by

a different map, it is referred to as a cross-spectrum. The operation of multiplying maps

together is commutative.

1The ‘lf’ denotes the large field dataset. This means we use the larger BICEP3 field coverage when
possible and use the smaller Keck Array field coverage in other cases.

2WMAP [42] and Planck [11] were satellite experiments which measured a full sky map of the CMB.
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4.1 Multi-component Model

The content of this chapter relies heavily on the use of bandpower expectation values (exp-

vals) which are theoretical values of the bandpowers created from a multi-component model.

Our multi-component parameterized model contains the tensor-to-scalar ratio, r, as well as

many nuisance parameters from foregrounds. The following is a list of the parameters used

in our model3:

• r: The cosmological parameter of the tensor-to-scalar ratio.

• Ad: The amplitude of polarized galactic dust [µK2].

• As: The amplitude of synchrotron radiation that comes from our galaxy [µK2].

• βd: The spectral index scaling parameter used to describe how the polarized galactic

dust scales with frequency. Dust scales as a graybody (Section 1.4.1).

• βs: The spectral index scaling parameter used to describe how the synchrotron radia-

tion scales with frequency. Sync has a power law scaling (Section 1.4.2).

• αd:: The power law scaling parameter used to describe how the polarized galactic dust

scales with multipole `.

• αs: The power law scaling parameter used to describe how the synchrotron radiation

scales with multipole `.

• ε: The parameter used to describe the level of correlation between polarized dust and

synchrotron radiation, −1 ≤ ε ≤ 1.

• AL: The lensing amplitude of ΛCDM (AL = 1 is standard lensing).

• Td: Temperature of the dust blackbody. Td = 19.6K is used for most of our applica-

tions.

• EBd: EE-to-BB ratio for dust. EBd = 2 is used for most of our applications.

• EBs: EE-to-BB ratio for sync. EBs = 2 is used for most of our applications.

• ∆′d: Dust decorrelation parameter. This parameter suppresses dust power in the cross-

spectra due to spatial variations of dust with respect to frequency (does not affect the

3We define the power spectra in our model using the following scaled version D` = `(`+ 1)C`/2π.
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auto-spectra). A dust decorrelation of ∆′d = 1 means the dust is perfectly correlated

across frequencies and is used for most of our applications.

• ∆′s: Sync decorrelation parameter. This parameter suppresses sync power in the cross-

spectra due to spatial variations of sync with respect to frequency (does not affect the

auto-spectra). A sync decorrelation of ∆′d = 1 means the sync is perfectly correlated

across frequencies and is used for most of our applications.

In practice, some of these parameters are held fixed in our analysis. We hold the decorrelation

fixed at ∆′d = ∆′s = 1 because we find no evidence of decorrelation in our data give the

current noise levels [37]. The EE-to-BB ratios for both sync and dust are both at two,

EBd = EBs = 2 [11] [69]. Because we do not currently apply an sort of delensing, we

can hold the lensing amplitude fixed at AL = 1 for standard ΛCDM lensing. As described

previously in Section 1.4.1, the spectral energy distribution (SED) model used for dust is

a modified blackbody (graybody). This is a blackbody with fixed temperature Td = 19.6K

multiplied by a power law and spectral index βd [70]. The SED model of sync (described in

Section 1.4.2) is a power law with a spectral index of βs.

The multi-component model can be used to quickly calculate theoretical bandpowers

with various levels of r and foreground components. The multi-component parameters will

be used throughout the chapter but especially in relation to the maximum likelihood search

(Section 4.3) and the quadratic estimator (Section 4.4). The multi-component model for the

foreground component of BB is expressed as [37]:

Dν1×ν2
` = Ad∆

′
df

ν1
d f

ν2
d

(
`

80

)αd

+ As∆
′
sf

ν1
s f

ν2
s

(
`

80

)αs

+

ε
√
AdAs(f

ν1
d f

ν2
s + f ν1s f

ν2
d )

(
`

80

)(αd+αs)/2

(4.1)

Where ν1 and ν2 are the observing frequencies of the two maps and ` = 80 is used as the

pivot for `. Here f νd an f νs are the scaling functions of dust and sync, respectively, given the

observing frequency. The are scaled in relation to a pivot frequency which we typically use
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as f 353GHz
d and f 23GHz

s .

We can add the foreground model to the model for the CMB contribution. Our model

for CMB comes from both the r and the lensed E-modes:

Dν1×ν2
` =

r

0.1
Dtensor
` + ALD

lensing
` (4.2)

Where Dtensor
` is the tensor signal produced with an r = 0.1 and Dlensing

` is the signal

produced by the lensed E-modes.

4.2 Bandpower Covariance Matrix

The bandpowers, described in Section 2.4.2, are a culmination of all of the data put into

our analysis pipeline. While it is possible to use any combination of two CMB fields (TT ,

EE, BB, TE, TB, and EB), this chapter will focus on the BB bandpowers unless other-

wise stated. The bandpower covariance matrix (BPCM) describes the uncertainties in our

measurements by using simulations of bandpowers. This section describes how the BPCM

is conditioned and also a method for improving the BPCM scaling in our analysis pipeline.

4.2.1 Bandpower Covariance Matrix Conditioning

The most straight forward way to calculate the BPCM is to simply compute the sample

covariance of our CMB+foregrounds+noise sim realizations. In our BK15 analysis, we use

m = 12 maps from different experiments which in turn means m(m + 1)/2 = 78 BB spec-

tra. This is then multiplied by the number of `-bins (9) which gives a 702 × 702 BPCM4.

Because the BPCM is made from only 499 sim realizations, the matrix is singular and un-

invertible (which is a problem in our likelihood calculation). This problem can be remedied

by conditioning the matrix from our knowledge of the experiments.

4a similar amount is used for BK18lf
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One of the ways we condition the BPCM is to set the covariance between bandpowers

which are more than one `-bin apart to zero. Given our `-bin width (∆` ∼ 35), we know

there will be some correlation between adjacent `-bins (∼10%). However, we don’t expect

any spatial correlation of bandpowers past one `-bin. So in the limit of infinite sims, the

covariance between bandpowers more than one `-bin apart should be zero. In reality, these

covariance are non-zero because of simulation error so we set them to zero. Our BPCM is

organized into ‘blocks’ of bandpowers which share the same `-bin. A simple mask is applied

to the BPCM where entries which are more than one `-bin ‘block’ apart are set to zero. In

block matrix form, the BPCM (C) and the mask (M) look like:

C =



C1×1 C1×2 C1×3 · · · C1×y

C2×1 C2×2 C2×3 · · · C2×y

C3×1 C3×2 C3×3 · · · C3×y

...
...

... . . . ...

Cx×1 Cx×2 Cx×3 · · · C9×9


(4.3)

M =



J J ∅ · · · ∅

J J J · · · ∅

∅ J J · · · ∅
...

...
... . . . ...

∅ ∅ ∅ · · · J


(4.4)

Where Cx×y indicates the covariance between the bandpowers of `-bin x with the bandpowers

of `-bin y, M is the mask, J is a matrix of ones, and ∅ is a matrix of zeros. We can then

apply the conditioning by taking the element-by-element product; M ◦ C.

Another way we condition the BPCM is to assume that the signals in the maps are

independent of the noise. If we look at one entry in the BPCM, we can write the most

general case in terms of four maps (ma, mb, mc and md) where each map is comprised of

96



CHAPTER 4. DATA ANALYSIS 4.2. BPCM

signal and noise, e.g., ma = sa + na. The covariance of two bandpowers can be written as

Cov{ma×mb,mc×md} where × indicates taking the angular power spectrum between the

two maps. If we expand the terms we get an expression with 16 covariance terms:

Cov{(sa + na)× (sb + nb), (sc + nc)× (sd + nd)} = Cov{sa × sb, sc × sd}+

Cov{sa × sb, sc × nd}) + Cov{sa × sb, sc × nd}+ . . . (4.5)

After the expansion, any covariance term which takes a signal-only map cross a noise-only

map as at least one of spectra (e.g. Cov{sa × sb, sc × nd}) or takes the covariance between

a signal-only spectra with a noise-only spectra (e.g. Cov{sa × sb, nc × nd}) can be assumed

to be zero. This removes 10 terms total: 4 terms which contain three signal-only maps

and one noise-only map (e.g., Cov{sa × sb, sc × nd}), 4 terms which contain one signal-only

map and three noise-only maps (e.g., Cov{sa × nb, nc × nd}), and 2 terms which are the

covariance between signal-only spectra and noise-only spectra (Cov{sa × sb, nc × nd} and

Cov{na × nb, sc × sd}). The 6 remaining terms are described as:

• signal-only (sig): Cov{sa × sb, sc × sd} = Csig

• noise-only (noi): Cov{na × nb, nc × nd} = Cnoi

• signal×noise term 1 (sn1): Cov{sa × nb, sc × nd} = Csn1

• signal×noise term 2 (sn2): Cov{sa × nb, nc × sd} = Csn2

• signal×noise term 3 (sn3): Cov{na × sb, sc × nd} = Csn3

• signal×noise term 4 (sn4): Cov{na × sb, nc × sd} = Csn4

These terms can be added together to give the BPCM:

C = Csig + Cnoi + Csn1 + Csn2 + Csn3 + Csn4 (4.6)

This conditioning becomes more complicated when we consider multiple types of signals

(CMB, dust, synchrotron) and that they are uncorrelated with each other, e.g., dust and

CMB signal are independent of each other. The more complicated conditioning and scaling
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is discussed more in the next section (4.2.2).

The last type of conditioning we apply is with the noise correlation between different

‘experiments’. The noise correlation between bandpowers made of two different experiments

is set to zero to reflect the fact that the noise is uncorrelated among the different experiments.

To implement this conditioning, we apply six different masks to the six different covariance

terms above which zeros out the noise correlation terms. The masks are matrices consisting

of entries of ones (no conditioning) and zeros. For Csig the mask is simply a matrix of

ones (i.e., no mask) because there are no noise terms. For Cnoi, the mask is zero for all of

the entries except for the diagonals of each ` block (i.e., everything except the auto-spectra

are zeroed). For the four signal-noise terms (Csn1, Csn2, Csn3, and Csn4), the masks are a

more complicated structure and are all different from each other. The masks of a single `

block (78×78) for the BK15 signal-noise terms can be seen in Figure 4.1. The effects of this

conditioning on our maximum likelihood search is demonstrated in Section 4.3.4.

Figure 4.1: BPCM noise correlation masks for signal-noise terms. The blue matrix entries
are zeroes and the yellow entries are ones.
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4.2.2 BPCM Scaling

Often in the collaboration we want to test different types of models which have different levels

of CMB and foreground signals. Because the BPCM is made from the 499 sim realizations,

we would need to generate new sims for every time we want a model with different parameter

values. This is time consuming and a large use of computing resources. Instead, we use a

method for scaling the BPCM using our multi-component model. In our current analysis

pipeline, the BPCM scaling uses a sub-function referred to as model_rms(). This sub-

function scales the uncorrelated signal fields of the maps separately using the square root of

the bandpower expectation values, thus ‘RMS’. While this method works, it is cumbersome

and, more importantly, it creates a divergence in our analysis pipeline. Presented in this

subsection is the formalism of the model_rms() construction as well as a new method which

scales the BPCM with just the bandpower expectation values (expvals). This new method

presents a more elegant solution and offers a more coherent, consistent, and flexible extension

of our pipeline.

Model RMS

As stated in Section 4.2.1, part of the conditioning of the BPCM is to separate the signal

and the noise. While our mulit-component model already has a specific scaling of the fields

in terms of bandpowers, the model_rms() uses a different set of fields in terms of the maps.

This is a somewhat convoluted way of applying scaling which is why there will be a sug-

gested improvement in the next subsection (4.2.2). With model_rms() we use a set of five

independent signal fields plus noise in the maps. These fields are as follows:

1. lensed ΛCDM CMB component

2. uncorrelated synchrotron component

3. uncorrelated dust component

4. correlated synchrotron+dust component

5. tensor CMB component
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So with these independent fields, we express a map as:

ma =
∑
i

ai + na (4.7)

Where ma is the map, na is the noise of the map, ai are the independent signals, and the

subscript indicates the type of signal field listed above. This will be demonstrated for the

most general case which contains four different maps (ma, mb, mc, and md). It will also be

useful to include some more notation and identities. A bandpower expectation value will be

represented with 〈〉 which means an auto-spectra bandpower expval will look like:

〈ma ×ma〉 = 〈m2
a〉 =

∑
i

〈a2
i 〉+ 〈n2

a〉 (4.8)

A cross-spectra bandpower expval will look like:

〈ma ×mb〉 = 〈mb ×ma〉 =
∑
i

〈aibi〉 =
∑
i

(
〈a2
i 〉〈b2

i 〉
) 1

2 (4.9)

Where the right hand side of the equation invokes the following identity:

〈aibi〉 =
(
〈a2
i 〉〈b2

i 〉
) 1

2 (4.10)

This identity expresses that the signal from two maps are fully correlated, which is true by

design for signals with the same index. For the uncorrelated signal types, the following is

true: 〈aiaj〉 = 〈aibj〉 = 0. In the case of the auto-spectra, the noise between the maps is

obviously correlated which is why the noise term (〈n2
a〉) is still present. In the case of the

cross-spectra, the noise between the maps is uncorrelated so the expval of the noise term

will be zero, 〈nanb〉 = 0. It is common then to express the expval of the auto-spectra as a

noise-debiased bandpower expval (〈ma×ma〉 → 〈ma×ma〉 − 〈n2
a〉). So for the remaining of

the chapter this will be the case. Lastly, the simulations used to create the fiducial BPCM
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will be denoted with a naught subscript; e.g., the simulation for ma will be expressed as a0.

In the RMS scaling, the different terms of the BPCM in Equation 4.6 are scaled separately.

The scaling of the BPCM for the most generic matrix element with four different maps is:

Cov{ma ×mb,mc ×md} = (γsig1 + γsig2 + γsig3)Csig+

γsn1Csn1 + γsn2Csn2 + γsn3Csn3 + γsn4Csn4 + Cnoi (4.11)

Where the γ terms are the scaling coefficients when we want to use bandpower expectation

values with signals which deviate from our fiducial model. Two things worth noting; (1) the

signal scaling coefficient is separated into three terms and (2) the noise term doesn’t scale

(γnoi = 1). The scaling terms are:

γsig1 =
∑
i

[
〈a2
i 〉〈b2

i 〉〈c2
i 〉〈d2

i 〉
〈a2

0〉〈b2
0〉〈c2

0〉〈d2
0〉

] 1
2

(4.12)

γsig2 =
1

2

∑
i

∑
j 6=i

[〈a2
i 〉〈b2

j〉〈c2
i 〉〈d2

j〉
〈a2

0〉〈b2
0〉〈c2

0〉〈d2
0〉

] 1
2

(4.13)

γsig3 =
1

2

∑
i

∑
j 6=i

[〈a2
i 〉〈b2

j〉〈c2
j〉〈d2

i 〉
〈a2

0〉〈b2
0〉〈c2

0〉〈d2
0〉

] 1
2

(4.14)

γsn1 =
∑
i

[
〈a2
i 〉〈c2

i 〉
〈a2

0〉〈c2
0〉

] 1
2

(4.15)

γsn2 =
∑
i

[
〈a2
i 〉〈d2

i 〉
〈a2

0〉〈d2
0〉

] 1
2

(4.16)

γsn3 =
∑
i

[
〈b2
i 〉〈c2

i 〉
〈b2

0〉〈c2
0〉

] 1
2

(4.17)

γsn4 =
∑
i

[
〈b2
i 〉〈d2

i 〉
〈b2

0〉〈d2
0〉

] 1
2

(4.18)

Where the indices i and j express the independent signal fields listed earlier. In this way,

we are able to scale the 6 components of the BPCM discussed in Equation 4.6 separately.

The advantage of using a scaling method is that we are able to use models with various

101



4.2. BPCM CHAPTER 4. DATA ANALYSIS

parameter values without having to regenerate costly simulations every time. These scaling

terms, made with the model_rms() sub-function, are the current standard in our pipeline

for scaling the BPCM.

Bandpower Expectation Value Scaling

Instead of using the sum of the separate signal types, it is possible to use the bandpower

expvals for the scaling coefficients. Looking first at the sig scaling terms, we can combine

them into one term: γsig = γsig1 +γsig2 +γsig3. Next, we can rearrange the terms and combine

the sums so it becomes:

γsig =
1

2

[∑
i

∑
j

(〈a2
i 〉〈b2

j〉〈c2
i 〉〈d2

j〉
〈a2

0〉〈b2
0〉〈c2

0〉〈d2
0〉

) 1
2

+
∑
i

∑
j

(〈a2
i 〉〈b2

j〉〈c2
j〉〈d2

i 〉
〈a2

0〉〈b2
0〉〈c2

0〉〈d2
0〉

) 1
2

]
(4.19)

Lastly, we invoke the identity in Equation 4.10 and express it in terms of bandpower expvals:

γsig =
1

2

[
〈ma ×mc〉〈mb ×md〉
〈a0 × c0〉〈b0 × d0〉

+
〈ma ×md〉〈mb ×mc〉
〈a0 × d0〉〈b0 × c0〉

]
(4.20)

In a similar manner, we can express the signal-noise scaling terms with bandpower expvals:

γsn1 =
〈ma ×mc〉
〈a0 × c0〉

(4.21)

γsn2 =
〈ma ×md〉
〈a0 × d0〉

(4.22)

γsn3 =
〈mb ×mc〉
〈b0 × c0〉

(4.23)

γsn4 =
〈mb ×md〉
〈b0 × d0〉

(4.24)

In this way, we have now expressed the BPCM scaling in terms of the bandpower expvals

instead of using the model_rms() sub-function.

The two ways we tested this new method of BPCM scaling were: (1) Is it self consistent?

and (2) How does it compare to the original scaling? In testing the self consistency of the
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the scaling, we looked at two different models used to scale the BPCM. The first model was

simple and contained only CMB signal + noise. The second model was the same except

the amount of CMB signal was doubled, 2×CMB signal + noise. Because we are dealing

with power spectra, we would expect the doubling of the CMB signal to cause a factor of

4 increase in the scaling matrix. The final step was to take an element-by-element ratio of

the signal-only scaling matrix of the two different models, γ(2)
sig/γ

(1)
sig . The result was a ratio

matrix with every element equal to 4 which is what we would expect from a self consistent

scaling model.

The next test was to do a comparison between the old RMS scaling method with the new

bandpower expval scaling. In this test, we simply took the fractional difference between the

new scaling term and old scaling term for each BPCM component. Figure 4.2 shows a few

representative plots of this process. On the top row is the signal-only scaling term (where

we expect the largest deviation). On the bottom row is the sn1 scaling term which should

be similar to all of the other signal-noise terms. Because the noise-only term doesn’t scale,

we expect it to be the same. As can be seen in the figure, there is slight deviation from the

original scaling but the fractional difference is similar. Most of the fractional differences are

binned at 0% with the large majority binned at <2%. There are a few outliers which extend

up to ∼4%.

In order to implement this type of scaling into our pipeline, there is a complication in

dealing with the off-diagonal `-bin blocks. Our analysis framework of bandpower expvals

does not allow for the calculation of bandpowers expvals from maps at different `-bins, e.g.,

〈m`=2
a ×m`=3

b 〉. There is currently an untested fix for this but still needs to be investigated.

4.3 Maximum Likelihood Search

With our data in the form of bandpowers, our uncertainty in the form of the BPCM (Section

4.2), and our parameters from the multi-component model (Section 4.1), we are now able to
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Figure 4.2: Fractional difference of the scaling terms between different methods. The old
method used RMS and the new method uses bandpower expvals. The top row shows the
signal-only scaling term and the bottom row shows the sn1 term. On the left is one `-bin
represented in matrix form where the color scale is in fractional difference. On the right is
a histogram of the fractional difference from all the matrix elements from the first 5 `-bins.
The histogram does not include any off-diagonal `-bin blocks.

make a maximum likelihood (ML) estimation of r as well as the other nuisance foreground

parameters. Essentially, the ML estimate calculates the values of the parameters for which

the data (bandpowers) have the largest probability. Because we are using partial sky data

and we are using the lower `-bins (i.e., less degrees of freedom), we are not able to use a

Gaussian likelihood approximation. Instead, we use a Hamimeche-Lewis (H-L) likelihood

approximation [71]. This approximation allows us to reliably calculate our parameters from

bandpowers while using partial sky data at lower `. The H-L log likelihood approximation

looks like:

− 2L({C`}|{Ĉ`}) ≈
∑
``′

[Xg]
T
` [M−1

f ]``′ [Xg]`′ (4.25)
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Where here C` are the bandpowers of the model being tested, Ĉ` are the data bandpowers,

Mf is the BPCM for some fiducial model, and X is an expression of the bandpowers as:

[Xg]` = vecp
(
C1/2
f` g

[
C−1/2
` Ĉ`C−1/2

`

]
C1/2
f`

)
(4.26)

g = sign(x− 1)
√

2(x− lnx− 1) (4.27)

Where Cf` are the fiducial model bandpowers, ‘vecp()’ is a vectorization operation, and g

is a non-linear function defined above. With a likelihood calculation, we are now able to

run an ML search on either the real data bandpowers or the 499 sim bandpowers. This will

return an estimation of the parameters which we defined in our multi-component model.

Because the BPCM is a crucial aspect of our ML search, we would like to know how

making adjustments to the construction will affect the bias on r. In the rest of this section,

we explore the bias on r caused by the following alterations to the construction of the

BPCM: (1) constructing a BPCM from fewer than 499 sims, (2) excluding sims (realization-

by-realization) in the construction of the BPCM when calculating the ML search, and (3)

constructing a BPCM leaving in experiment noise correlations between BK experiments.

As a reminder, the eight parameters of the multi-component model (Section 4.1) most

often used in the ML search (i.e., free parameters) are: r, Ad, As, βd, βs, αd, αs, and ε. The

remaining parameters are held fixed.

4.3.1 ML Search with Reduced Number of Sims

Making simulations is computationally expensive but we also do not want to introduce

unnecessary simulation errors from too few simulations. Choosing the right number of sims

is a balance. Historically, our analysis uses 499 sim realizations to make the BPCM. As the

number of bandpowers we use in our analysis grows so does the size of the BPCM. This

means that we should understand if 499 sims is enough given the current size of our BPCM.

Also, we would like to know how using a BPCM constructed with fewer sim realizations
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will affect the ML search (i.e., will it cause a bias on r). This subsection gives a brief look

whether 499 sims is enough or if it is causing problems.

Within the BPCM, much of the information is contained within the diagonal. So when

looking at a BPCM that is 702 × 702, it is helpful to look at the diagonal to see how it

changes when the number of sims used in the construction are decreased. Figure 4.3 shows

a comparison of the diagonals of the different BPCMs. It is clear that with less sims, the

variance increases. The baseline case, which was a BPCM constructed with the full 499 sims,

is used as the point of comparison. Table 4.1 shows the values of the standard deviations for

each of the cases.

Figure 4.3: A comparison of the BPCMs constructed from different numbers of sims. The
y-axis is plotting a fractional difference between the diagonal of the baseline case of 499 sims
and the case in question ((diag(Cov499)− diag(CovXXX) /diag(Cov499). The values of the
standard deviations are shown in Table 4.1.

From the table, we can see that not only do the normalized standard deviations decrease

as we get closer to 499 sims, they are starting to converge. We can use these values as

an approximation for the case of comparing the 499 sims against the ideal infinite sim case.

When we extrapolate to 499 sims, we get a σ ≈ 0.015. We consider this within the acceptable
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Number of sims Standard Deviation
10 0.4369
50 0.1882
100 0.1267
200 0.0775
300 0.0519
400 0.0316

Table 4.1: The standard deviations from Figure 4.3.

bounds of error and, furthermore, it shows we will get diminishing returns by increasing the

number of sims.

The next step is to see how decreasing the number of sims in the construction of the

BPCM will affect the ML search of r. Realistically, we will never use a BPCM constructed

with fewer than ∼300 sims. So with this in mind, we did an ML search of the baseline case

(r499) and used it as a reference to two other cases; r300 and r400. While the BPCM was

constructed with fewer sim realizations, the actual ML search was done with all 499 sim

realizations. Figure 4.4 shows the difference between the baseline case and the two different

test cases. In the r499−r300 case: µ300 = −6.1×10−4 and σ300 = 1.0×10−3. In the r499−r400

case: µ400 = −4.7 × 10−4 and σ400 = 7.6 × 10−4. Again, we can use these values to try

to approximate the bias caused from using 499 sims compared to infinite. We can use the

values from Table 4.1 and the extrapolated point to approximate a σ499 ≈ 3 × 10−4. Now

using µ300/σ300 = 0.61 and µ400/σ400 = 0.62, we can approximate the magnitude of bias as

|µ499| = 0.6σ499 = 2× 10−4. This bias is relatively small compared to the σ(r) = 0.02 of our

standard ML search with 499 sims. Therefore, we conclude that 499 sims is an acceptable

amount for the construction of our BPCM.

4.3.2 Bias from Subsets of Sims

In the previous subsection, 99 sims and 199 sims were excluded in the construction of the

BPCM before running an ML search. However, the 99 sims excluded in the first dataset were

a subset of the 199 sims excluded in the second dataset. Ideally, the sims excluded would
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Figure 4.4: The scatter plot shows the difference rlz-by-rlz of the two test cases r300 and r400

with the baseline case r499. In both cases, there is a slight (but small) negative bias on r.

have been chosen at random. So, as an additional check, we did a similar analysis but split

the sims used in the construction of the BPCM into two halves. The purpose of this was to

make sure there was not a small subset of sims driving the results.

The 499 sims were split into two halves. In the two cases, the two halves were excluded in

the construction of the BPCM. Similar to the procedure of the previous subsection, an ML

search was run with all 499 sims but using the modified BPCMs. The resulting r realizations

were then subtracted from the baseline case. Figure 4.5 shows the difference between the

two test cases and the baseline case. For the rbaseline − r1st,half case: µ1 = −3.3× 10−4 and

σ1 = 1.3× 10−3. For the rbaseline − r2nd,half case: µ2 = 2.4× 10−4 and σ2 = 1.2× 10−3. It is

not surprising, but perhaps reassuring, that the small bias on r is in opposite directions for

the two halves. In both cases, the biases are ∼0.2σ away from zero. Because the magnitude

are small and spread of the biases are similar for both halves, we do not believe that a small

subset of sims was driving the bias in the previous subsection.
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Figure 4.5: The scatter plot shows the difference rlz-by-rlz of the two test cases r1st,half and
r2nd,half with the baseline case rbaseline. In both cases, there is a slight (but small) bias on r.

4.3.3 Exclude Sim Realization

Another variation of the ML search and BPCM construction calculated was a sim exclusion.

In this variation, one sim was excluded from the construction of the BPCM. This BPCM was

then used in the ML search for the sim which was excluded. This process was repeated for all

499 sims. We wanted to see if decoupling the BPCM construction from the ML search (via

sim exclusion), would make a significant impact. Figure 4.6 shows the difference between the

r realizations of the normal ML search rbaseline and the exclusion ML search rexclude. There

was a very small difference between the default method and the exclude method (6.8×10−5)

so we concluded it was not necessary to change the pipeline.

4.3.4 BK Noise Correlations in BPCM

This subsection shows the effects of adding noise correlation between BK15 experiments.

By default, the noise correlation between the bandpowers of the different experiments is set
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Figure 4.6: The scatter plot shows the difference rlz-by-rlz of the test cases rexclude with the
baseline case rbaseline. In both cases, there is a slight (but small) bias on r.

to zero during the conditioning of the BPCM. This is because we don’t expect noise to be

correlated among the different experiments we use in our bandpowers. This is true for both

the noise correlation between BK, WMAP, and Planck bandpowers and for the different

receivers frequencies within the BK experiment (‘BK15-220’, ‘BK15-150’, and ‘BK15-95’).

However, we might worry that there actually is noise correlation among the different BK

experiments. So, in order to text this, we left the noise correlation turned on among the

BK experiments. Again, we ran a default ML search rbaseline and compared it to the case

were the noise correlation is left on among the three BK15 experiments. Figure 4.7 shows

the difference on r between the two ML searches. Keeping the noise correlation among the

BK15 experiments turned on has minimal effect on the µ(r) and σ(r) of the r distribution.

This is to be expected and further justifies our reasoning of turning the noise correlation off

during the conditioning process.
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Figure 4.7: The scatter plot shows the difference rlz-by-rlz of the test cases rnoisecor with
the baseline case rbaseline. The resulting r bias between the two distributions is µ(r) =
−3.65× 10−5

4.4 Quadratic Estimator

In our standard analysis we use a multi-parameter H-L ML search to estimate the value

of r and the various other nuisance parameters. The ML search is often comprised of eight

parameters and takes several hours to compute. In this section, I will describe how we can use

the weighted sum of the bandpower expectation values to form a minimum variance estimator

which, instead of taking hours, only takes seconds to compute. It gives comparable results

and is an independent check of our parameter estimation as it doesn’t rely on a bandpower

likelihood approximation. Furthermore, because the construction is using bandpowers, it

provides an opportunity to estimate systematic biases which would otherwise be tedious to

calculate.

4.4.1 Formalism

In our analysis, we use a multi-component model to input various parameters to calculate

the BB bandpower expectation values (expvals) as described in Section 4.1 in Equations 4.1
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and 4.2. This model can be generally described as the sum of three signal terms (CMB, dust,

and sync). Furthermore, the CMB term can be described by the lensed E-modes and the r

amplitude. In this section, we will used a simplified notation of the multi-component model

by absorbing terms which are held fixed and using a single scaling function for each term in

the bandpower. Each signal term has an amplitude and scaling function which varies with

both bandpower frequency, ν, and `-bin. Equation 4.28 shows the model we use for the BB

bandpower expvals.

〈ξ〉 = ACMBfCMB(ν, `) + Adfd(ν, `) + Asfs(ν, `) (4.28)

Where 〈ξ〉 is the bandpower expectation value, Aµ are the amplitudes for component µ, and

fµ(ν, `) is the scaling term which is a function of both frequency, ν, and `-bin. The CMB

term can be further broken down into the lensed E-modes and r as:

ACMBfCMB(ν, `) = [ALfL(`) + rfr(`)] fCMB(ν) (4.29)

Where AL = 1 for the expected ΛCDM lensing of E-modes. Also notice how the frequency

scaling is the same for the two CMB terms but they differ in ` scaling. It is more convenient

to write this more compactly using Einstein summation convention as:

〈ξ〉 = Aµf
µ(ν, `) (4.30)

In this notation, Aµ includes Ad, As, and r but not AL. The lensing amplitude will be

treated at the end through a lensing debias.

Now we can create an estimator, e, by taking the weighted (wi) sums of the bandpowers
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(ξi):

e = wiξ
i (4.31)

〈e〉 = wi〈ξi〉 (4.32)

Using the bandpower covariance matrix, Cij, and the bandpower weights, wi, the variance

of the estimator can be constructed as:

V ar(e) = wiCijwj (4.33)

It will also be useful to construct a derivative matrix using the amplitudes of the component

and the bandpower expectation values:

Dkµ =
∂〈ξk〉
∂Aµ

(4.34)

Where k is the bandpower expval index which includes all of bandpowers for every `-bin and

µ is the component index.

4.4.2 Creating an Estimator

In order to create the estimator, we start by minimizing the variance. However, we also want

to add some constraints on the equation in order to isolate the various components. This can

be accomplished by adding the constraint equations in the form of Lagrangian multipliers

(λ). So we can write a Lagrangian equation to be minimized as:

L = V ar(e)− λµ
(
∂〈e〉
∂Aµ

− cµ
)

(4.35)

Where cµ is the constant used to either estimate the component (c = 1) or ‘suppress’ the

component (c = 0). In other words, we ‘suppress’ a component by placing a constraint on
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the estimator which makes it insensitive to that component. So for example, if we want an

estimator which is insensitive to dust, then we use the constraint of ∂e/∂Ad = cd = 0. When

the weighted bandpowers are summed, wi〈ξi〉, the dust component of the various weighted

bandpowers (which can be negative) will cancel out.

Taking the derivatives with respect to the weights and Lagrangian multipliers:

∂L
∂wi

= 2Cijwj −Diµλµ (4.36)

∂L
∂λµ

= −wkDkµ + cµ (4.37)

We can solve for the estimator by solving for the weights. To do this, we construct a block

matrix using C, D, and the vectors of the both the weights and constraints

B =

 2C −D

−DT ∅

 (4.38)

~q =

 ~w

~λ

 (4.39)

~Z =

 ~∅

−~c

 (4.40)

and then solve for ~q

B~q = ~Z (4.41)

~q = B−1 ~Z (4.42)

The estimator can now be constructed with the bandpowers (~ξ) and the weights (~w). The

Lagrangian multipliers (~λ) are of no particular interest. While this method works well

for the three amplitude parameters, it does not work (as is) for the dust and sync scaling
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parameters. This is because the derivatives of the bandpower expectation values with respect

to the scaling parameters are still dependant on the scaling parameters. In other words, the

constraint equations are not well behaved for non-linear parameters. A modified method of

the estimator for the scaling parameters will be discussed in Section 4.4.4.

In order to complete the estimator, an additional step of lensing debias is applied. Recall

that the CMB signal was comprised of both the r component and lensed ΛCDM (Equation

4.29). So in order to remove this remaining lensing signal, we create another set of bandpower

expvals except we change the input parameters of the model. Specifically, all of the amplitude

parameters are zeroed while the amplitude of the lensing signal remains unchanged (i.e.,

r = 0, Ad = 0, As = 0, and AL = 1). This creates a set of bandpower expvals with only a

lensed ΛCDM signal. The estimator that was created before, e(), will be applied to these

lensing-only bandpower expvals, 〈ξi0〉, and result in a lensing bias which can be subtracted

from the original estimator.

ede = e
(
ξi
)
− e

(
〈ξi0
〉
)

= wiξ
i − wi〈ξi0〉

= wi(ξ
i − 〈ξi0〉)

(4.43)

The lensing debias cancels out any of the CMB signal which came from the lensed E-modes.

4.4.3 Estimator on BK15 sims

The quadratic estimator method was applied to the 499 sims used in our BK15 dataset.

The BK15 dataset has 9 science `-bins (`-bins 2 through 10) and 78 BB bandpowers. So

all combined there were a total of 702 bandpowers used in a weighted linear combination to

create three different estimators; one for each of the amplitude parameters (r, Ad, and As).

The scaling parameters were held fixed at their default values. The default parameter values

were used in the input model and these match the model which was used to create the sims:
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(a) r estimator on BK15 sims. The dust and
sync components have been suppressed. The
histogram has a mean of 8.75x10−4 and a std.
of 0.018.

(b) Ad estimator on BK15 sims. The CMB
and sync components have been suppressed.
The histogram has a mean of 3.709 and a std.
of 0.62.

(c) As estimator on BK15 sims. The CMB
and dust components have been suppressed.
The histogram has a mean of 4.89x10−3 and
a std. of 0.55.

Figure 4.8: The histograms of the minimum variance quadratic estimators on the BK15 sims.
These show the three amplitude parameters.

• r = 0

• Ad = 3.75

• As = 0

• βd = 1.6

• βs = -3

• αd = -0.4

• αs = -0.6

Figure 4.8a shows the histogram of the estimator applied to the sims pulling out the r

component and suppressing the Ad and As. The histogram for Ad is shown in Figure 4.8b
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where r and As are suppressed. And finally, the histogram for As is shown in Figure 4.8c

where r and Ad are suppressed. In each of these cases, the estimator gives a very similar

result to our conventional ML search. The means and standard deviations of the realizations

of both the quadratic estimator and the standard ML search as can be seen in Table 4.2.

Quadratic Estimator ML Search
µ(r) 8.75× 10−4 −2× 10−3

σ(r) 0.018 0.018
µ(Ad) 3.709 3.8
σ(Ad) 0.62 0.7
µ(As) 0.005 0.09
σ(As) 0.55 0.68

Table 4.2: BK15 comparison between the the quadratic estimator and standard ML search
(amplitude parameters).

4.4.4 Estimating Scaling Parameters

Polarized dust is modeled as a modified blackbody spectrum and the scaling function used

in the multi-component model goes as:

fdust ∝
(
ν

ν0

)βd+3

(4.44)

Where fdust is the same scaling function as in Equation 4.28, ν0 is the pivot frequency, and

βd is the scaling parameter. If the constraint was taken in the same way as the amplitude

parameter (i.e., ∂〈e〉
∂βd

) it would yield the following:

∂〈e〉
∂βd

∝ ln

[
ν

ν0

](
ν

ν0

)βd+3

(4.45)

Because this constraint is still a function of βd, the estimator will not be well constrained

and give an incorrect result. However, if we take the scaling parameter to be approximately

linear about the input model, then we can form a method for the estimator by using the
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(a) βd estimator on BK15 sims. The his-
togram has a mean of 1.60 and a std. of
0.11.

(b) αd estimator on BK15 sims. The his-
togram has a mean of -0.39 and a std. of
0.27.

Figure 4.9: The histograms of the modified minimum variance quadratic estimators on the
BK15 sims. These show the two dust scaling parameters.

following:

βd = β̃d − e(〈ξi〉) + e(di) (4.46)

Where β̃d is the input model parameter, e(〈ξi〉) is the estimator applied to the bandpower

expvals, e(di) is the estimator applied to the bandpower sims or real data, and βd is the

resulting modified estimator for the scaling parameter. It should be noted that this type of

estimator assumes a value of βd = β̃d when calculating the weights for e(〈ξi〉) and e(di). In

a similar fashion, we can create an estimator for the rest of the scaling parameters: βs, αs,

and αd. Figure 4.9 shows when the βd estimator and αd estimators are applied to the BK15

sims.

The βd and αd estimators can be compared to the ML search results in Table 4.3. So

again, the estimator returns results which are comparable with our conventional ML search.

While it is possible to use the estimator on the sync scaling parameters (βs and αs), the

baseline BK15 sims don’t contain any level of sync. Because of this, the scaling parameters

are not well defined for our standard BK15 sims and the estimator gives fairly extremely

results. However, estimators of these sync scaling parameters will be shown in the next

section.

118



CHAPTER 4. DATA ANALYSIS 4.4. QUADRATIC ESTIMATOR

Quadratic Estimator ML Search
µ(βd) 1.60 1.62
σ(βd) 0.11 0.22
µ(αd) −0.39 −0.46
σ(αd) 0.27 0.36

Table 4.3: BK15 comparison between the the quadratic estimator and standard ML search
(dust scaling parameters). Note: it is typical for the BK Collaboration to use a prior on βd
in the ML search, however, the prior was not included in these calculations. This gives a
better comparison of the ML search to the QE.

4.4.5 Iterative Method

A natural extension of the quadratic estimator framework is to create iterations of the

estimators and see how they converge on parameters. The method is simple enough; we

start with a set of starting parameters and use the output of the estimators as the new

input parameters. These iterations are continued until there is a sufficient convergence

in both mean and standard deviation. We can write the set of starting parameters P as:

P = [r(0), A
(0)
s , A

(0)
d , β

(0)
s , β

(0)
d , α

(0)
s , α

(0)
d ] or more compactly as P = [p

(0)
1 , p

(0)
2 , ..., p

(0)
n ] where the

subscript indicates the model parameter and the superscript indicates the iteration number.

One iteration will look like the following:

e1(P ) = p
(1)
1

P (p
(0)
1 )→ P (p

(1)
1 )

e2(P ) = p
(1)
2

P (p
(0)
2 )→ P (p

(1)
2 )

...

en(P ) = p(1)
n

P (p(0)
n )→ P (p(1)

n )

This iterative method usually converges on a parameter value after 15 or 20 iterations. The

time scale is of an order of a few seconds to compute which is orders of magnitude faster
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than our conventional ML search.

The iterative QE was applied to a variety of different types of sims. This first sim type

shown is the standard BK15 sim which we refer to as our ‘gdust’ sim (Gaussian dust). In

gdust BK15 sims, there is no r or synchrotron and the dust parameters are: Ad = 3.75µK2,

βd = 1.6, and αd = −0.42. Because there is no level of synchrotron, generous limits of

βs = [−7, 1] and αs = [−3, 3] were put on the synchrotron scaling parameters to have a

well-behaved As. Additionally, limits of βd = [0.8, 2.4] and αd = [−2, 2] were put on the dust

scaling parameters in order to mirror previous analysis on the alternative foreground models.

The limits put on the dust scaling parameters were never reached by any of the realization

so they had no effect. Figure 4.10 shows the histogram of the parameter estimators after 20

iterations. Figure 4.11 shows the mean and standard deviations of the realizations for all 20

iterations.

Figure 4.10: The histogram of the parameters after 20 iterations of the quadratic estimator.
Also included are two correlation plots in the bottom right. Figure 4.11 shows how the
different iterations converge in both the mean and the standard deviation of the realizations.
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(a) The realization means as a function of iteration number.

(b) The realization standard deviations as a function of iteration number.

Figure 4.11: The iteration details after 20 iterations of the QE applied on the ‘gdust’ sims.
Figure 4.10 shows the histogram after the last iteration.
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4.4.6 Alternative Foreground Sims

In the last section, the iterative method of the quadratic estimator was applied to our ‘gdust’

BK15 sims. In this section, the iterative estimator method is applied to a few alternative

foreground sims. This provides a good test for this method as these sims were made from

different theoretical models than our multi-component model. These alternative foreground

models are some of the models being considered for CMB-S45.

The following are the naming conventions used by the BK Collaboration as well as a brief

description of the alternative models. These alternative foreground model simulations can

be found in the CMB-S4 report to the Astronomy and Astrophysics Advisory Committee

which is part of the National Science Foundation [72]. These alternative foreground models

are generated using an open-source python code (PySM) for generating galactic polarization

relevant to CMB experiments6.

• 1682x1683: PySM model a2d4f1s3 for CMB-S4. Two-component dust. Curvature in

synchrotron spectral index. Polarized Anomalous Microwave Emission (AME) [73].

• 1688x1689: Flauger–Hensley magneto-fluid dynamic sims that are meant to provide

a consistent simulation of dust and synchrotron [74].

• 1691x1692: PySM model a1d1f1s1 for CMB-S4. Most basic PySM model including

dust, synchrotron, AME, and free-free emission. Free-free emission refers emission

caused by scattering of electrons off ions in the interstellar medium [73].

• 1693x1694: PySM model a2d7f1s3 for CMB-S4. Hensley–Draine dust with more

complicated spectral energy distribution. Curvature in synchrotron spectral index.

Polarized AME [75].

While these alternative foreground models contained various levels of dust and sync, none

of them contained any level of r. Applying the iterative estimator method to all of these

alternative foreground sims yielded a reassuring result; in all cases, r was consistent with

5A next stage CMB experiment which will provide powerful constraints on r.
6https://github.com/bthorne93/PySM
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zero. The nuisance foreground parameters did change quite a bit in relation to the baseline

‘gdust’ foreground model but this was to be expected.

4.4.7 Direct Likelihood

Figure 4.12: Quadratic estimator likelihood histograms. Shown are two of the 76 histograms
made for the the different values of rsim. The top left panel shows the rsim = 0 for BK15,
top right shows rsim = 0.15 for BK15, bottom left shows rsim = 0 for BK18lf, and bottom
right shows rsim = 0.15 for BK18lf. This is all for Ad = Adest. The x-axis shows the value
of rest which spans the same range for all four panels. The y-axis is the probability density
but the scale is double the range for the BK18lf plots (bottoms) because of the narrower
distributions.

As stated earlier, the advantages of the quadratic estimator method is that (1) it doesn’t

rely on a bandpower likelihood approximation and (2) it is much faster to calculate. These

advantages provide the opportunity to make a direct likelihood calculation. The first step is

to make modified ‘gdust’ sims that have various levels of r. The default sims have r = 0 and
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r < 0 is unphysical so we made 76 modified sims with r values ranging from r = 0 to r = 0.15

with steps of ∆r = 0.002. Ideally, the r estimator would have little to no dependence on

the levels of Ad. However, in order to test this, we made several sets of the 76 modified r

value sims with various levels of Ad. In all of these modified sims, As = 0. This was done for

both BK15 sims and BK18lf sims. Table 4.4 shows a break-down of all of the values used

for modified sims.

Parameter Sim Value
r 0 – 0.15 (∆r = 0.002)
Ad 1.5, 3.5, 4, Adest, 7

Table 4.4: Modified sims values for direct likelihood calculation. Here, Adest is the Ad value
returned by the estimator applied on the real data. For BK15, Adest = 4.37 and for BK18lf,
Adest = 4.14.

After making all of the sim variations, the iterative quadratic estimator was applied to

the sims with 30 iterations. r, Ad, As, βd, βs, αd, and αs were all free parameters while the

following parameters where held fixed: ε = 0, AL = 1, Td = 19.6, EBd = 2, EBs = 2. The

resulting r histograms were fit with both a Gaussian pdf and a χ2 pdf. Figure 4.12 shows a

few of the histograms with their fits. It is worth noting that varying the values of Ad in the

sims does not cause a bias on r but it does cause a slight widening of the distributions. The

effect is small enough that it is not a concern which will be shown later in the likelihood.

By eye, it would appear that the χ2 pdf is a good fit but in order to test this we performed

a Kolmogorov-Smirnov (KS) test which tests whether two probability distributions differ.

Figure 4.13 shows this for all the r values (Adest) of BK15 on the left and for BK18lf on the

right. It is clear from the KS statistic that the χ2 is a good fit and better than the Gaussian

fit for BK15. In terms of BK18lf, χ2 seems to be a better fit overall but it is not as clear for

higher values of r.

We can now take all of the values of the sims and the corresponding estimates for r to

make a likelihood parameter space for r. We can use the binned values, but since we believe

the χ2 fit describes the distribution well, we can instead use the continuous χ2 pdf to increase
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Figure 4.13: KS statistic for likelihood pdf fits. On the left is the KS test for BK15 Adest.
On the right is the KS test for BK18lf Adest The blue line is the KS statistic for the χ2 fit
and the red line is the KS statistic for the Gaussian fit. The green area is the null hypothesis
rejection region where the null hypothesis is that the histogram is drawn from the reference
distribution. In this case, the rejection level was calculated at the 5% level.

the resolution of the space. Figure 4.14 shows a view of both BK15 and BK18lf for both the

χ2 fit and the normalized binned values. It is clear from the plots that BK18lf puts a tighter

constraint on r than BK15. In the plots, A horizontal slice describes a normalized pdf of r

for a particular theory of r. A vertical slice describes the likelihood function for that value

of r.

Taking the likelihood parameter space plots, we can now calculate some confidence in-

tervals and some Bayesian credible intervals. For the confidence interval we calculate the

Feldman-Cousins (FC) [76] 95% confidence interval. For the Bayesian credible interval, we

calculate the highest probability density (HPD) 95% credible interval. Figure 4.15 shows

the parameter space with the FC confidence interval (dashed black) and the HPD credible

interval (dashed red). In both cases, the intervals seem to agree fairly well. In addition to

the intervals, we have also applied the estimator on the real data with a result of r = 0.0102

for BK15. This result is shown in Figure 4.15a as the solid vertical black line. The same is

possible for BK18, but the data is unpublished as of now so it was left off the of plot.

After looking at the whole parameter space, we now focus on the likelihood curves (which

are vertical slices in the parameter space plots). We can compare the likelihood curve of

the real data to the likelihood curves of the baseline sims normalized by the peak. In other
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words, we use all of the r values returned by the estimator on the baseline sim data (r = 0

and Ad = 3.75) and look at the likelihood curves (vertical slices) of those values. Figure

4.16a shows a plot of all of these likelihood plots in gray in no particular order7. Additionally,

the value of the real data is plotted as a bold black line. In this case, the x-axis does not

extend in the negative as those are unphysical values. For BK15, 38% of sims peak at zero.

In addition to the likelihood curves of the baseline sims, Figure 4.16b also shows the

likelihood curves of the real data but using the various models of Ad. As stated before, there

was no bias caused by changing the value of Ad in the model. However, one might worry that

we are not fully probing all of the parameter space and that we would need to marginalize

over Ad for our likelihood. In the figure, the more realistic levels of dust are shown in

black (Ad = 3.5), blue (Ad = 3.75), green (Ad = 4.0), and magenta (Ad = Adest = 4.37).

Also shown are two more extreme values in the dashed cyan (Ad = 1.5) and dashed yellow

(Ad = 7.0). This figure demonstrates that the r estimator is largely insensitive to the

amplitude of dust. Even with these more extreme models, we do not see a bias, only a slight

widening of the curve.

Lastly, we can compare the likelihood of the quadratic estimator to the standard ML

search likelihood which was published with the BK15 results [37]. Figure 4.17 shows the

likelihood curves for the estimator at the value of the real data, i.e., the solid vertical line

in the confidence interval plot. It is especially interesting to compare the black curve to the

dashed red curve. While they are fairly similar, the quadratic estimator prefers a lower value

of r and seems to be slightly tighter.

4.5 Systematic Errors with CMB-S4

CMB-S4 is the next stage of CMB experiments which will provide powerful constraints on r.

Before the construction of these experiments, we want to know the levels of systematic biases

we will be measuring. The quadratic estimator can now be adapted to measure systematic
7This type of plot is often called a ‘Welter of lines’ plot internal to the BK Collaboration.
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uncertainties instead of controlling for nuisance parameters.

The projected sensitivity on r for CMB-S4 is σ(r) ∼ 5× 10−4 [77]. The benchmark value

for the systematic biases in CMB-S4 is set to approximately five times less than the projected

sensitivity, r ∼ 1×10−4. With the quadratic estimator, we have measured the systematic bi-

ases that come from bandcenter uncertainties (both correlated and uncorrelated) and various

additive systematics that scale with frequency, angular scale, and different foregrounds [78].

All of these were calculated using nine different observing bands (20GHz, 30GHz, 40GHz,

85GHz, 95GHz, 145GHz, 155GHz, 220GHz, 270GHz) proposed for CMB-S4.

4.5.1 Uncorrelated Bandcenter Error

In measuring the bias that comes from bandcenter uncertainties, we analyze sets of simulated

CMB-S4 data with different bandcenter values. The baseline model assumes true bandcenter

values and we compare this baseline to sets of simulations that assume a slight deviation

from the true bandcenters. In the end, we would like to know the bandcenter uncertainty

tolerance within the benchmark value defined in Section 4.5. In order to get the systematic

bias on r caused by bandcenter uncertainty, two different estimators of r are calculated; one

using the correct bandcenters and the other, using bandcenters that have a slight deviation

from the true bandcenter. Equation 4.47 shows how these estimators, along with the data,

are used to get the bias:

bias = 〈eun(d)− e0(d)〉 (4.47)

Where d is the set of CMB-S4 simulated data, eun() is the estimator calculated from the

model with incorrect uncorrelated bandcenters, and e0() is the estimator calculated from the

model with the correct bandcenters.

To calculate the uncertainties used in the incorrect bandcenters, we used an uncorrelated

nine-dimensional Gaussian distribution centered about 0% bandcenter error with a standard

deviation, σ. A set of bandpower expvals were made from the mean of 10,000 simulated
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bandpower realizations. Sets of bandpower expvals were made for various levels of bandcenter

uncertainties and for various levels of delensing. The resulting bias caused by these various

models of bandcenter uncertainties and delensing are shown in Figure 4.18. Also seen is

the benchmark tolerance value and a quadratic fit. As can be seen in Figure 4.18, The

benchmark value is crossed at an uncorrelated bandcenter uncertainty level between 0.5%

and 1% which is true for all levels of delensing.

4.5.2 Correlated Bandcenter Error

The correlated bandcenter error case, had the same procedure to that of the uncorrelated

case but in this case, perfectly correlated bandcenter errors were used for the nine observing

frequencies:

bias = 〈ecorr(d)− e0(d)〉 (4.48)

The bandpower expvals were calculated from bandcenter uncertainties that were varied si-

multaneously and by the same amount for each frequency. Because this method of calculating

bandpower expvals did not involve a distribution of band centers like the uncorrelated case,

it was possible to look at both positive and negative deviations from the true bandcenter

errors. Figure 4.19 shows the resulting bias of the correlated bandcenter uncertainties for the

various delensing levels. It is worth noting that the perfectly correlated bandcenter uncer-

tainties are actually more forgiving than the uncorrelated case. It is possible to have a range

of bandcenter uncertainties between -2.7% and 1.9% while still being under the benchmark

value.

4.5.3 Additive Systematic Errors

Similar to the bandcenter uncertainties, we would like to account for various additive sys-

tematic inherent to the CMB-S4 experiment. An example of such a systematic is with a

temperature-to-polarization leakage due to beam difference between detector pairs (discussed
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in Section 2.4.2). Two sets of similar bandpower simulations were made for the additive sys-

tematics. The first, called 02.00, is the baseline simulation and contains 1000 realizations.

The second set, called 03.00, is the same as 02.00 except that it includes various additive

systematics. While 03.00 also includes 1000 realizations, it is separated into eight sections

of 125 realizations with each section containing a different type of additive systematic. In a

similar procedure as the bandcenter uncertainties, the bias on r is calculated via:

bias = 〈er(d03.00)− er(d02.00)〉 (4.49)

The same estimator, er, was applied to the two different simulated data sets; 02.00 and

03.00. Figure 4.20 shows eight different realization sections separated by the dashed vertical

lines. Again, there were several levels of lensing debias but a value of AL = 0.1 was chosen

as example. There were also two different levels of r modeled (r = 0 and r = 0.003). The

first 125 realizations are a control group and contain no additive systematics which shows in

the fact that all of the biases of the realizations are zero. The bias from the various types of

additive systematics are either close to or within the benchmark value with the highest bias

at 1.37× 10−4. Also note that all of the biases are positive which would be expected given

that they are all adding signal in various ways.

The use of bandpowers is widely used in the CMB scientific community (and CMB-S4)

given its ability to express all of the relevant statistics of the CMB (discussed in the first

paragraph of this Chapter 4). With the method outlined in this section, we can convert

modifications of multi-frequency bandpowers into a bias on r. This means that we can easily

extend this method to calculating other CMB-S4 systematics on r given the input of the

modified bandpowers.
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(a) BK15 Ad = Adest binned. (b) BK15 Ad = Adest χ
2 fit.

(c) BK18lf Ad = Adest binned. (d) BK18lf Ad = Adest χ
2 fit.

Figure 4.14: The likelihood space of the iterative quadratic estimator. The y-axis is the value
of rsim and the x-axis is the value of rest applied to the sims. A horizontal slice describes
a normalized pdf of r for a particular theory of r. A vertical slice describes the likelihood
function for r. It is clear that BK18lf offers a tighter constraint on r than BK15. The color
scale for the BK18lf spans twice the range compared to that of BK15. The dotted black line
shows the 1-to-1 between rsim and rest.
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(a) BK15. (b) BK18lf.

Figure 4.15: Quadratic estimator confidence interval for BK15 and BK18lf. The dashed
red black line shows the Feldman-Cousins 95% confidence interval and the dashed black
line shows the Bayesian HPD 95% credible interval. The vertical solid black line shows the
estimator applied to the real data. The dotted black line shows the 1-to-1 between rsim and
rest.

(a) BK15 likelihood curves for the baseline sims
(gray) and the real data (black). The y-axis is
normalized by the peak.

(b) BK15 quadratic estimator real data like-
lihood curves for different sim values of Ad.
Shown are the more realistic models in black
(Ad = 3.5), blue (Ad = 3.75), green (Ad = 4.0),
and magenta (Ad = Adest = 4.37). All of these
curves overlap and have the same mean and a
very slight variation in the width. Also shown
are two more extreme models in the dashed cyan
(Ad = 1.5) and dashed yellow (Ad = 7.0).

Figure 4.16: BK15 quadratic estimator likelihood curves
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Figure 4.17: BK15 quadratic estimator real data likelihood curve. Shown are the χ2 fit
(black), the binned (green), the Gaussian fit (blue), and the BK15 baseline published by the
BK Collaboration (dashed red). While we expect the χ2 best represents the data, we have
also shown the Gaussian fit as a comparison.

Figure 4.18: Bias on r caused by uncorrelated bandcenter uncertainties. The points show
the calculated values and the lines show a quadratic fit. The various levels of delensing are
show in the different colors with no delensing in blue. The horizontal dashed line shows the
benchmark value.
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Figure 4.19: Bias on r caused by perfectly correlated bandcenter uncertainties. The points
show the calculated values and the lines show a quadratic fit. The various levels of delensing
are shown in the different colors with no delensing in blue. The horizontal dashed line shows
the benchmark value.
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Figure 4.20: Bias on r caused by various types of additive systematics for a lensing debias
model of AL = 0.1. The points in red(blue) represent the individual realizations for the r = 0
(r = 0.003) model. The solid horizontal lines are the mean of the 125 realization section.
The dashed vertical lines separate the sections of the different types of systematics.
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Conclusion

Currently, the BICEP/Keck Collaboration offers the best constraints on r in the world

at r < 0.07 at 95%. The constraint comes from the Bayesian credible interval of BK15

likelihood plot shown in the dashed red line of Figure 4.17. This likelihood was obtained

using a maximum likelihood (ML) search described in Section 4.3. Also shown on the same

plot is an alternative novel method known as the quadratic estimator (QE) described in

Section 4.4. With this new method, we were able to obtain a similar likelihood which didn’t

rely on a bandpower approximation and which was significantly faster to compute. The

quadratic estimator likelihood constrains r to r < 0.05 at 95%. Both the ML search and

QE methods have a sensitivity of σ(r) = 0.02 which can be seen in Table 4.2. Looking

forward, this new method of using a quadratic estimator will be integrated into the analysis

pipeline of the BK Collaboration and be used as an alternative likelihood analysis. Soon to

be released, the BK18 data product will have an estimated sensitivity of σ(r) ≈ 0.01. Figure

5.1 shows a projection of the BK Collaboration data as it relates to r.

What is obvious from the figure is that continual integration at a specific frequency

increases sensitivity but has diminishing returns. In order the reach the projected sensitivity

on r, a multi-frequency observation will be required to disentangle foregrounds. Furthermore,

receivers which offer more detectors will increase the sensitivity at the various observing
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frequencies. The introduction of BICEP Array (BA) in 2020 allows for the BK Collaboration

to reach the projected sensitivity displayed in the figure. The first BA receiver at 30/40GHz

is currently operational at the Amundsen-Scott South Pole Station with plans to deploy three

more receivers. An essential part of the BA instrument is the Housekeeping system which

is used to read out all of the thermistors and provide temperature control. The design of

the system is described in Chapter 3. This system has been duplicated several times for the

various BA receivers and will be operational for the duration of the BA experiment. By the

end of the BA experiment, the BK Collaboration has projected a sensitivity of σ(r) ∼ 0.003.

CMB-S4 is the next stage of CMB experiments. Some of the instrumental systematics

were estimated using the QE in Section 4.5. As the future of CMB experiments progress,

they will build upon the previous analysis techniques and instrument designs some of which

have been discussed in this thesis. With an estimated sensitivity of σ(r) ∼ 5×10−4, CMB-S4

offers a path forward into uncovering the physics of Inflation and the early Universe.
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Figure 5.1: BICEP/Keck Collaboration projected sensitivity of r. The x-axis is time in years.
The top panel shows a representation of the different observing frequencies and receivers used
in the cumulative data. The middle panel shows the map sensitivity at a given frequency as
we integrate over time. The bottom panel shows our sensitivity to r in terms of σ(r). The
solid gray line is a representation of our actual sensitivity and the dashed gray line is how
sensitive we will be assuming delensing with South Pole Telescope (SPT-3G). The dashed red
line represents our “raw” sensitivity to r in the case of ‘no foregrounds’. The ‘x’s represent
the real data products released by the collaboration and the data has matched the prediction
very well. It is worth noting that the deployment of additional BICEP Array receivers has
been delayed from what is shown above due to the COVID-19 pandemic. Figure courtesy of
the BK Collaboration [49].
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Appendix

A.1 NTD Tuning

As stated in Section 3.5.3, each of the NTD bias cards need to be manually tuned for each

channel. The NTD is part of a bridge topology (Figure 3.12) in which there are two tunable

biases. The bias on the nulling resistor (NR) is meant to cancel out the bias on the NTD

when the focal plane is at cold operating temperatures. In this appendix, we will give a

procedure for how to tune the NTDs. Before going over the procedure, here are some helpful

notes about the tuning:

• The bias frequency is fbias ≈ 408Hz1

• max(Vbias) ≈ 1.2V , min(Vbias) = 0V

• NTD warmer = lower resistance —- NTD colder = higher resistance

• Approx. dynamic temperature range of NTD: 250mK(4.97MΩ) to 500mK(101KΩ)

• The NTD resistance is ∼2.7MΩ at 275mK

• The bridge resistors (BR) are 15MΩ

• The load resistors (LR) are 3.96MΩ

In order to start tuning the biases, there should be a first pass on tuning the amplitudes

for two reasons: (1) there needs to be a non-zero amplitude to tune the phases and (2) any
1This value might be changed in future iterations to solve the aliasing problem.
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unused bias channels should be tuned to a zero amplitude in order to prevent beat frequencies

and cross-talk. The amplitudes can be tuned via a small trimmer potentiometer (trimpot)

with a 12-turn screw where a clockwise turn will decrease the amplitude and a counter-

clockwise turn will increase the amplitude. At maximum amplitude, the bias is ∼1.2V and

the minimum is 0V . An amplitude of ∼750mV is appropriate for an initial amplitude tuning,

although this is just a guideline. Figure A.1 shows the location of the trimpots and standard

headers used for tuning both the amplitude and phase.

Figure A.1: NTD Bias daughter card PCB with tuning labels. Each NTD Bias daughter
card has four channels and the labeled parts are all for Ch.A. The other channels (Ch.B,
Ch.C, and Ch.D) follow the same pattern.

After a first pass at the amplitude, the next step is to tune the phase because it will

cause a change in the amplitude (Section 3.3.6). In order to tune the phase, there are a

set of two 3-pin standard headers for each channel. A shorting jumper is placed on each
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of the standard headers to achieve the desired quadrant of the phase. Figure A.2 shows a

diagram of how to place the jumpers in order to get the four resulting phase quadrants. In

Figure A.2: NTD Phase tuning jumper configurations.

most cases, the NTD and NR are within a few degrees of each other so it is fitting to put

the jumpers in the 0◦ to 90◦ configuration for both of the biases. In order to see the phase

tuning in real time, it is suggested to set up an oscilloscope which is AC triggered via the

original 0◦ oscillator bias signal (pre NTD Bias processing). Because we want to null out

the signals, we need to look at the bias output after the bridge circuit. The two biases and

their resulting difference can be probed by using the NTD Lock-in daughter card. There are

four test points for each lock-in channel2. In the list below is shown the test point labels for

Ch.A:

• INA- – The output bias of the nulling resistor.

• INA+ – The output bias of the NTD.

• ADIFF – The resulting difference between the two biases. This difference is multiplied

by a gain of 173.

• GND – The ground of the NTD Lock-in daughter card.

It is suggested that all three channels (‘IN-’, ‘IN+’, and ‘DIFF’) are looked at in order to

match the phase of the two biases. The ‘DIFF’ test point is very useful in matching the bias

signals but be aware that it goes through a large gain.

After matching the phase of the two bias signals it is time to match the amplitudes.

The amplitudes, after going through the bridge circuit, will have an amplitude somewhere

in the range of 50mV to 150mV . Although there is no precise target amplitude for biasing,
2One lock-in channel is the result of two bias channels.
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a NTD bias amplitude of 60mV or greater is appropriate for our applications. There have

been some instances of distortion in the bias signals which can make it difficult to match

both the phase and amplitude at the same time. A possible fix for this might be to add a

0Ω grounding resistor onto the Motherboard in the locations labeled ‘RGND6’, ‘RGND7’,

‘RGND8’, ‘RGND9’, or some combination of these four. If the distortion is still not fixed,

then just try to null the biases as best as possible.

A.2 Cernox Daughter Card Flavors

As stated in Section 3.5.5, there are several different ‘flavors’ of the Cernox daughter cards to

account for the target impedance range of the different variants of the Cernox thermistors.

For easier readability, I have duplicated Table 3.2 in the table below. These different variants

of Cernox thermistors were present only in the BA1 receiver because future receivers used

only one variant of Cernox for simplicity (Flavor0).

Cernox Daughter Card Flavor Target Impedance Range [Ω]
Flavor 0 0.4K - 4K
Flavor 1 10K - 30K
Flavor AB 20K - 30K
Flavor 2 50K - 110K

Target Ranges for different flavors of Cernox daughter cars. Note: Flavor AB was an early
flavor modification and the Flavor 1 board is now a more appropriate version of the board
(Duplicate of Table 3.2).

This Appendix will give the exact resistors and capacitors (and their values) to replace in

the Cernox daughter cards in order to make the different flavors as well as the resulting gains

and time constants. It is worth noting that there are two revisions of the Cernox board:

Cernox Rev.1 (Feb 2019) and Cernox Rev.2 (Jun 2019). Cernox Rev.1 contains the outdated

logarithmic output and Cernox Rev.2 is the most current revision of the BA Cernox daughter

card at the time of writing this (July 2021). While there are some differences between the

circuits, all of the components in question for the different flavors remain the same, i.e.,
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Table A.1 is applicable for both revisions. A slight bookkeeping complication arises from

the fact that there are two channels per board. This means that each Cernox daughter card

component will have a Ch.A and Ch.B component. Both of the channels are shown in the

table.

Component Label Flavor 0 Flavor 1 Flavor AB Flavor 2
Ch.A (Ch.B) Values Values Values Values
R21 (R93) 100Ω 100Ω 1KΩ 100Ω

R24 (R96) 22KΩ 10KΩ 51KΩ 10KΩ

C19 (C45) 1µF 10µF 1µF 10µF

R41 (R113) 100KΩ 1MΩ 100KΩ 1MΩ

R46 (R118) 10KΩ 10KΩ 10KΩ 1MΩ

τ 0.1s 10s 0.1s 10s

Rsense 400KΩ 400KΩ 400KΩ 1.39MΩ

Gloop 109395 49995 25754 49995

R70 (R142) open 1KΩ open 1KΩ

R71 (R143) 0Ω 1KΩ 0Ω 1KΩ

R82 (R154) 10KΩ 1KΩ 22KΩ 1KΩ

R84 (R156) 10KΩ 1KΩ 22KΩ 1KΩ

Gpl 22 8 46 8

Table A.1: Cernox Flavor Circuit Components. The components that are changed with
respect to the default Flavor0 are highlighted in gray. The top half of the table (R21
through Gloop) shows the components which are part of the servo-loop stages of the circuit.
The bottom half of the table (R70 through Gpl) shows the components which are part of the
post lock-in part of the circuit.

Figures A.3, A.4, and A.5 show the circuit diagrams for the parts of the circuit where

components need to be modified. The components in question are highlighted in yellow.

The circuit diagrams are shown for Ch.A (Cernox Rev. 2) however, Ch.B will look identical

other than the component number.
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Figure A.3: Cernox Flavor Circuit Diagram (Servo-loop part 1). The components in question
are highlighted in yellow.

Figure A.4: Cernox Flavor Circuit Diagram (Servo-loop part 2). The components in question
are highlighted in yellow.
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Figure A.5: Cernox Flavor Circuit Diagram (Post Lock-in). The components in question are
highlighted in yellow.
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