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1. INTRODUCTION

We study existence of periodic solutions for a nonlinear noncoercive boundary value problem

$$
\begin{align*}
\frac{\partial u}{\partial y} - \frac{\partial^2 u}{\partial x^2} &= g(x, z, u) & y = 1, \\
\Delta u &= f(x, y, z, u, Du) & 0 < y < 1, \\
u &= 0 & y = 0.
\end{align*}
$$

(1)

Here the functions $f$ and $g$ are assumed to be $2\pi$ periodic in $x$ and $z$, and we are looking for $2\pi$ periodic in $x$, $z$ solution $u(x, y, z)$.

This problem arises in three-dimensional water wave theory under the assumption that the gravity is pointing up, see [7]. We are interested in the problem primarily since it represents one of the simplest possible noncoercive elliptic problems (i.e. the Lopatinski-Shapiro condition fails, see [3]). We see that this model has basically the same properties as coercive elliptic problems with respect to maximum principle, nonlinear existence results and the properties of eigenvalues and eigenfunctions.

From the results of [4] we can conclude existence of solutions for (1), provided $f$ and $g$ are sufficiently small (and smooth). In this paper we remove the smallness condition. (The growth of $f$ in $Du$ then has to be restricted by a condition of Nagumo type.)

To prove existence we follow the technique learned from Tsai [9], and which involves a combination of degree theory and the method of super- and subsolutions (a similar approach was used by Serrin in [8]). In his paper, making use of the well-known global gradient bounds for the quasilinear second order elliptic problems, Tsai shows that solution cannot escape from the set $\Lambda = \{u \in C^1 | \alpha < u < \beta, |\nabla u| < M + 1\}$, where the constants $\alpha, \beta$ are sub- and supersolutions respectively, and $M$ is the bound for $|\nabla u|$, provided $\alpha < u < \beta$. Then using degree theory, the solution operator is deformed to the identity operator, proving existence.

For our problem we cannot quote any global estimates for $|\nabla u|$ (and also no compactness results in $C^k$ spaces). This leads us to derive a priori estimates in Sobolev norms for the nonlinear problem (1). After that we use degree theory in a way similar to Tsai’s.

In the last section we study the eigenvalues and eigenfunctions of the linear problem.

2. NOTATION AND PRELIMINARY RESULTS

By $\mathcal{V}$ we shall denote the domain $0 \leq x, z \leq 2\pi, 0 \leq y \leq 1$; the upper part of its boundary ($y = 1$) we denote by $\mathcal{V}_r$. We consider a subspace of $W^{m, p}$, consisting of functions $2\pi$ periodic in $x$ and $z$; when writing $W^{m, p}(\mathcal{V}), W^{m, p}(\mathcal{V}_r), H^m(\mathcal{V}), H^m(\mathcal{V}_r)$, we shall always refer to that
subspace. By $\| \cdot \|_{m,p}$ we denote the norm in $W^{m,p}(V)$, by $\| \cdot \|_m$ the one in $W^{m,2}(V) = H^m(V)$, and by $\| \cdot \|_m$ the norm in $H^m(V_i)$, see [1] for definitions. Also $|u|_{L^\infty} = \ess\sup_V|u|$. We denote by $c$ all positive constants independent of the unknown function $u$; by $\bar{c}$ all irrelevant positive constants depending continuously on $|u|_{L^\infty}$, but not on the derivatives of $u$; $Du = \nabla u$, $|\nabla u| = \sqrt{u_x^2 + u_y^2 + u_z^2}$. We shall write $\int h = \int \int h \, dx \, dy \, dz$, $\int h = \int h \, dx \, dz$. Sometimes we write $x_1, x_2, x_3$ for $x, y, z$;

$$f_{x_i} = \frac{\partial f}{\partial x_i}, \quad u_i = \frac{\partial u}{\partial x_i}, \quad i = 1, 2, 3.$$  

We need the following lemmas, see [3, 4] for proofs or references.

**Lemma 1.** For any $\varepsilon > 0$ and integer $n > 0$ one has

(i) $\|v\|_{n, \varepsilon} \leq \|v\|_{n+1}$

(ii) $\|v\|_n, \|v\|_{n, \varepsilon} \leq \varepsilon\|v\|_{n+1} + \bar{c}(\varepsilon)\|v\|_0$.

**Lemma 2.** Suppose $w_1, \ldots, w_s \in C(V)$ (or $C(V_i)$). Suppose that $\phi = \phi(w_1, \ldots, w_s)$ possesses continuous derivatives up to order $r \geq 1$ on $|w_i| \leq c_0$, $i = 1, \ldots, s$. Then

$$\|\phi(w_1, \ldots, w_s)\|_r \leq \bar{c}\left(\sum_{i=1}^{s} \|w_i\|_r + 1\right) \quad \text{for } |w_i|_{L^\infty} \leq c_0, \quad i = 1, \ldots, s,$$

and the same is true for $\| \cdot \|_m$ norm.

**Lemma 3.** We have the following relations between our norms and spaces.

(i) $\|u\|_{j, p} \leq c\|u\|_{m,r} \|u\|_{0,q}^{-a}$

for any integers $0 \leq j < m$, provided that $j/m \leq a \leq 1$, $1 \leq q$, $r \leq \infty$, $1/p = j/3 + a(1/r - m/3) + (1-a)(1/q)$, and $m - j - n/r$ is not a nonnegative integer.

(ii) $H^s(V)$ is compactly imbedded in $H^{s-\varepsilon}(V)$ for any real $s > 0$ and $\varepsilon > 0$.

(iii) For any integer $m \geq 0$

$$\|u\|_m \leq \bar{c}\|u\|_{m+1/2}.$$

**Proof.** The property (i) can be found in [2, p. 27], where it is stated for the domains with $C^n$ boundary. Let $V_1$ be any $C^m$ domain in the strip $0 \leq y \leq 1$, such that $V \subset V_1$. Then (i) is true for $V_1$. Since our functions are periodic, it is easy to see that it is also true for $V$.

The property (ii) can be found in [6, pp. 99–101]. The statement (iii) is standard for $C^1$ domains, see [6, p. 41]. We adapt it to $V$ in the same way as (i).

The following lemma was proved in [5].

**Lemma 4.** Consider the linear problem

$$u_y - u_{xx} + \varepsilon u = g(x, z) \quad y = 1, \varepsilon \geq 0,$$

$$\Delta u = f(x, y, z) \quad 0 < y < 1,$$

$$u = 0 \quad y = 0. \quad (2)$$
Let \( f \in H^m, \ g \in H^{m+1} (m \geq 2), \) be \( 2\pi \) periodic in \( x, z \). Then the problem (2) has unique \( 2\pi \) periodic in \( x, z \) classical solution \( u(x, y, z) \), and independent of \( \varepsilon > 0 \) the following estimate holds (with \( m \geq 0 \))

\[
\|u\|_{m+2} \leq c(f_m + g_{m+1}).
\]

3. THE A PRIORI ESTIMATE

THEOREM 1. Let \( u \) be \( 2\pi \) periodic in \( x, z \) solution of

\[
\begin{align*}
\partial_y u - u_{yy} + \varepsilon u &= \lambda g(x, y, z, u) & y &= 1, \\
\Delta u &= \lambda f(x, y, z, u, Du) & 0 < y < 1, \\
u &= 0 & y &= 0.
\end{align*}
\]

Here \( f \in C^3(V) \) and \( g \in C^4(V) \) are \( 2\pi \) periodic in \( x, z \); \( \varepsilon > 0, 0 < \lambda \leq 1 \). We assume that (recall that \( \bar{c} = \bar{c}([u]\_*)) \)

(i) \( |f| \leq \bar{c}(1 + |\nabla u|^{2-\delta}), \quad 0 < \delta \leq 2, \)

(ii) \( |f_{x_i}|, |f_{u}| \leq \bar{c}(1 + |\nabla u|^2), \quad i = 1, 2, 3, \)

(iii) \( |f_{u_i}| \leq \bar{c}(1 + |\nabla u|), \quad i = 1, 2, 3. \)

Then \( \|u\|_{l/2} \approx M, \ M = M([u]\_*) \), independent of \( \varepsilon > 0 \) and \( 0 \leq \lambda \leq 1. \)

Proof. Using lemmas 1, 2, and 4, we estimate:

\[
\|u\|_2 \leq c(\|g\|_1 + \|f\|_0) \leq \bar{c}(1 + \|u\|_1 + (\int f^2)^{1/2})
\leq c(1 + \bar{c}\|u\|_2 + \varepsilon\|u\|_0 + (\int |\nabla u|^{4-2\delta})^{1/2}).
\]

In the case \( 1 < \delta < 2 \) this easily implies the inequalities (6) below. So let \( 0 < \delta < 1. \) Then choosing \( \bar{c} \) small enough we get (since \( \|u\|_0 \leq \bar{c} \))

\[
\|u\|_2 \leq \bar{c}(1 + \|u\|^{2-\delta}_{2-2\delta}).
\]

By lemma 3 we estimate \((4 - 2\delta)/\delta > 1)\)

\[
\|u\|_{1,4-2\delta} \leq c(\|u\|^{1/2}_{1/2} + \|u\|^{2}_{3/2}) \leq \bar{c}\|u\|^{1/2}.
\]

Combining this with (5), we obtain

\[
\|u\|_2 \leq c(1 + \|u\|^{1/2}_{2-\delta/2}),
\]

which implies (using lemma 3 for the second inequality)

\[
\|u\|_2 \leq \bar{c}, \quad \|u\|_{1,4} \approx \bar{c}.
\]

Next, by lemmas 1, 4 and the chain rule we estimate

\[
\|u\|_3 \leq c(\|g\|_2 + \|f(x, y, z, u, Du)\|_1)
\leq c\left(\bar{c}\|u\|_3 + \varepsilon\|u\|_0 + \|f\|_0 + \sum_{i=1}^3 \|f_{x_i}\|_0 + \sum_{i,j=1}^3 \|f_{u_i} u_j\|_0\right).
\]

(7)
Using (6), it is easy to see that \( \|f\|_0, \|f_x\|_0 \leq \bar{c} \). Next, using (ii), (6) and lemma 3, we estimate
\[
\|f_u u_1\|_0 \leq \|f_u\|_L^2 \|u_1\|_L^2 \leq \bar{c} \left(1 + \int |\nabla u|^3\right)^{1/4} \|u\|_{1,4}
\]
\[
\leq \bar{c} (1 + \|u\|_{1,2}^2) \leq \bar{c} (1 + \|u\|_3^5 \|u\|_L^2) \leq \bar{c} (1 + \|u\|_3^5 \|u\|_L^2).
\]
Similarly, by (iii)
\[
\|f_u, u_1\|_0 \leq \|f_u\|_L^1 \|u_1\|_L^2 \leq \bar{c} (1 + \|u\|_{1,4}^5 \|u\|_{2,4}^5 \|u\|_{L}^2).
\]
Using these estimates in (7), and choosing \( \bar{e} \) sufficiently small, we get
\[
\|u\|_3 \leq \bar{c} (1 + \|u\|_3^5 \|u\|_L^2).
\]
which implies
\[
\|u\|_3 \leq \bar{c},
\] (8)
and by Sobolev's imbedding theorem \( \|\nabla u\|_{L^\infty} \leq \bar{c} \). The last estimate is crucial, since now we can use lemma 2 to estimate higher derivatives:
\[
\|u\|_2 \leq \bar{c} \|g\|_3 + \|f(x, y, z, u, Du)\|_2
\]
\[
\leq \bar{c} (\bar{e} \|u\|_1 + \bar{e} \|u\|_0 + \bar{c} + \bar{c} \|u\|_3^5 \).
\]
which implies as before \( \|u\|_4 \leq \bar{c} \). Similarly \( \|u\|_5 \leq \bar{c} \). Since \( \|u\|_9^2 \leq \|u\|_5 \leq \bar{c} \equiv M \), the proof is complete.

**Remark.** It is easy to see that one can allow \( \delta = 0 \), provided the constant \( \bar{c} \) in (i) is sufficiently small.

## 4. Existence of Solutions

**Theorem 2.** Let \( f \) and \( g \) in the problem (1) satisfy the conditions of theorem 1. Assume moreover that there exist constants \( \alpha < 0 < \beta \) such that
\[
g(x, z, \alpha) \geq 0, f(x, y, z, \alpha, 0) < 0, g(x, z, \beta) \leq 0, f(x, y, z, \beta, 0) > 0.
\] (9)
Then the problem (1) has a \( C^2 \) solution, \( 2\pi \) periodic in \( x, z \), such that \( \alpha \leq u(x, y, z) \leq \beta \).

**Proof.** Let \( \Lambda = \{u \in H^{9,2}, \alpha < u < \beta, \|u\|_{9,2} < M + 1\} \), with \( M \) determined as in theorem 1 from \( \alpha \) and \( \beta \) (i.e. for any solution of (1) satisfying \( \alpha \leq u \leq \beta \), we have \( \|u\|_{9,2} \leq M \)). Notice that \( \Lambda \) is a bounded open set in \( H^{9,2} \) containing zero (recall, both \( H^{9,2} \) and \( \Lambda \) consist of \( 2\pi \) periodic in \( x, z \) functions). Define the map \( T : u \rightarrow v \) by solving
\[
v_y - u_{xx} + \bar{e} v = g(x, z, u)
\]
\[
\Delta v = f(x, y, z, u, Du)
\]
\[
v = 0
\] (10)
Since (by lemmas 3, 4) \( \|v\|_5 \leq c(\|f\|_3 + \|g\|_4) \leq c(1 + \|u\|_{9,2}) \), the map \( T \) is compact from \( \Lambda \) to \( H^{9,2} \).
Define the map \( H(u, \lambda) = u - \lambda Tu, u \in \bar{A}, 0 \leq \lambda \leq 1 \). We wish to show that
\[
\deg(I - \lambda T, \Lambda, 0) = \deg(I, \Lambda, 0) = 0. \tag{11}
\]
For this we proceed to show that \( H(u, \lambda) \neq 0 \) for \( u \in \partial A \) and \( 0 \leq \lambda \leq 1 \). Indeed \( H(u, 0) \neq 0 \) for \( u \in \partial A \), since \( 0 \notin \partial A \). If \( H(u, 1) = 0 \) for some \( u \in \partial A \), then \( u \) is a (desired) fixed point.

Next we show that \( H(u, \lambda) \neq 0 \) for \( 0 < \lambda < 1 \) and \( u \in \partial A \). Assume not, i.e. \( H(u, \lambda) = 0 \) for some \( u \in \partial A, 0 < \lambda < 1 \). Then
\[
\begin{align*}
\tilde{u}_y - \tilde{u}_{xx} + \varepsilon \tilde{u} &= \tilde{f}(x, z, \tilde{u}) \\
\Delta \tilde{u} &= \tilde{f}(x, y, z, \tilde{u}, D\tilde{u}) \\
\tilde{u} &= 0 \quad y = 0.
\end{align*}
\]
By theorem 1, \( \|\tilde{u}\|_{H^2} \leq M < M + 1 \). Hence at some point \( P_0 = (x_0, y_0, z_0) \in \tilde{V} \) we must have \( \tilde{u}(x_0, y_0, z_0) = \beta \) (or \( \tilde{u}(P_0) = \alpha \), which is eliminated in the same way). Consider two cases.

(i) \( P_0 \in V \). Since \( P_0 \) is a point of maximum, \( \nabla \tilde{u}(P_0) = 0, \Delta \tilde{u}(P_0) \leq 0 \). Then by choice of \( \beta \)
\[
0 \geq \Delta \tilde{u}(P_0) = \tilde{f}(P_0, \tilde{u}(P_0), \nabla \tilde{u}(P_0)) = \tilde{f}(x_0, y_0, z_0, \beta, 0) > 0,
\]
a contradiction.

(ii) \( P_0 \in \partial V \). If \( P_0 \) lies on the side part of the boundary \( 0 < y < 1 \) argue as in (1).

Assume \( (x_0, y_0, z_0) \) is at the bottom part of \( \partial V \), i.e. \( y_0 = 0 \). Then \( 0 - \tilde{u}(x_0, 0, z_0) = \beta, \) a contradiction.

If \( P_0 \) is on \( V(y = 1) \), then since it is a point of maximum, we have \( \tilde{u}(P_0) \geq 0, \tilde{u}_{xx}(P_0) \leq 0 \), and hence at \( P_0 \)
\[
0 < \varepsilon \beta \leq \tilde{u}_y - \tilde{u}_{xx} + \varepsilon \tilde{u} = g(x_0, z_0, \tilde{u}(P_0)) = g(x_0, z_0, \beta) \leq 0,
\]
a contradiction.

Therefore (11) is justified, and we obtain existence of solution \( u^e \) to (10) with \( \|u^e\|_{H^2} \leq c \). Since (by Sobolev imbedding, \( n = 3 \)) the set \( \{u^e\} \) is compact in \( C^2 \), if we now let \( \varepsilon \to 0 \) along some sequence, we can pass to the limit (along a subsequence) in (10), obtaining a \( C^2 \) solution of the original problem (10).

5. PROPERTIES OF EIGENVALUES AND EIGENFUNCTIONS

Let \( u(x, y, z) \) be \( 2\pi \) periodic in \( x, z \), nontrivial solution of
\[
\begin{align*}
u_y - u_{xx} &= 0 \quad y = 1, \tag{12a} \\
\Delta u + \lambda u &= 0 \quad 0 < y < 1 \\
u &= 0 \quad y = 0.
\end{align*}
\]
It is easy to see that all eigenvalues \( \lambda \) are real, and the eigenfunctions corresponding to different eigenvalues are orthogonal in \( L^2(V) \). More precisely, we have the following lemma.

**Lemma 5.** The eigenvalues of (12) form a sequence \( 0 < \lambda_1 < \lambda_2 < \lambda_3 < \ldots \) \( \lim_{n \to \infty} \lambda_n = \infty \). The principle eigenvalue \( \lambda_1 = \pi^2/4 \); it is simple, its eigenspace is spanned by \( \phi_1 = \sin(\pi/2)y \geq 0 \).
Proof. Substituting
\[ u(x, y, z) = \sum_{j, k = -\infty}^{x} u_{jk}(y) e^{i(jx + kz)} \]
into (12), we get
\[ u_{jk}'' + (\lambda - j^2 - k^2)u_{jk} = 0 \quad 0 < y < 1, \]
\[ u_{jk}(0) = 0, \quad u_{jk}(1) + j^2 u_{jk}(1) = 0 \quad (-\infty < j, k < \infty). \]

Let \( \nu_{n,j} (n = 1, 2, \ldots) \) be nonzero solutions of \( \tan \nu = -(\nu/j^2), j \neq 0 \). It is easy to see from (13) that the eigenvalues are \( (\lambda_1 = \lambda_{0,0,0}) \)
\[ \lambda_{n,j,k} = \nu_{n,j}^2 + j^2 + k^2 \quad j, n = 1, 2, \ldots; \quad k = 0, 1, 2, \ldots. \]
\[ \lambda_{n,0,k} = \left( \frac{\pi}{2} + n\pi \right)^2 + k^2 \quad n, k = 0, 1, 2, \ldots. \]

Corresponding (real) eigenfunctions are
\[ \phi_{n,j,k} = \sin(\lambda_{n,j,k} - j^2 - k^2)^{1/2} y \quad (c_1 e^{i(jx + ikz)} + c_2 e^{-i(jx + ikz)} + \bar{c}_2 e^{i(jx - ikz)} + \bar{c}_1 e^{-i(jx - ikz)}), \]
where \( c_1, c_2 \) are arbitrary complex constants.

Remark. Let \( N(\lambda) \) denote the number of eigenvalues of (12) which are less than \( \lambda \). Then using standard techniques (see e.g. Courant and Hilbert, Vol. 1), it is easy to show that \( N(\lambda) \sim (1/6)\lambda^{3/2} \) for \( \lambda \to \infty \). The asymptotic formula is the same for the problem obtained from (12) by changing (12a) to \( u = 0 \).

Notice that results of his section are parallel to the ones for coercive problems.
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