Fault trees are used to organize potential causes of a problem to facilitate better judgments about potential problem solutions. However, fault trees can lead to biased judgments because decision makers tend to overestimate the likelihood of problem causes that are explicitly mentioned in the fault tree and underestimate the likelihood of problem causes that are not. In this research, we examined the impact of context information and need for cognitive closure on these estimates. In 2 experiments, participants with a low need for cognitive closure used the informational content of experimenter provided and self-generated context information as a basis for making likelihood estimates. In contrast, participants with a high need for closure did not use experimenter provided context information at all but used the ease of producing self-generated context information (rather than informational content) as a basis for their likelihood estimates.

Fault trees are decision aids consisting of schematic, hierarchical representations of possible determinants of an undesired event or outcome (Fischhoff, Slovic, & Lichtenstein, 1978). They systematically organize the potential causes of a problem into a branching structure to facilitate better and more reliable judgments about potential problem solutions. Figure 1 (adapted from Fischhoff et al., 1978) shows an example of a fault tree for the problem “a car fails to start” including three levels of analysis: the problem itself, categories of potential problem causes, and specific failures belonging to each category. Fault trees were developed in the aerospace industry in the 1960s (Barlow & Lambert, 1975; Vesely, Goldberg, Roberts, & Haash, 1981) and have been used to analyze a wide variety of problems including risk assessment in chemical process industries (Khan & Abbasi, 2000), control of manufacturing systems (Hu, Starr, & Leung, 2003), electric substation performance during earthquakes (Hwang & Chou, 1998), robotic design for hazardous waste retrieval (Walker & Cavallaro, 1996), and computer security systems (Brooke & Paige, 2003).

Although fault trees are designed to facilitate systematic and accurate problem analysis, decision makers frequently overestimate the likelihood of explicitly mentioned problems (i.e., labeled problem categories in the fault tree) and underestimate the likelihood of unmentioned problems (i.e., problems included implicitly in the all other problems branch of the fault tree; Dube-Rioux & Russo, 1988; Fischhoff et al., 1978; Hirt & Castellan, 1988; Johnson, Rennie, & Wells,
In a study by Fischhoff et al. (1978), for example, some participants estimated the probabilities associated with each branch of either a full fault tree consisting of six labeled branches and a seventh catchall branch (all other problems). Others made estimates pertaining to a "pruned" fault tree consisting of only three of the labeled branches from the full tree along with the all other problems branch. Normatively, the probabilities associated with the three labeled branches that were common to both fault trees should be the same, and the probabilities associated with the three additional labeled branches in the full tree should be transferred to the all other problems branch of the pruned tree. In fact, however, participants transferred less than 25% of the probability associated with the eliminated branches to the all other problems branch of the pruned fault tree, thus underestimating the probability of the all other problems branch and overestimating the probability for the labeled branches.

Although previous research has attempted to explain this phenomenon, referred to as pruning bias (Russo & Kolzow, 1994), none of these explanations are fully consistent with observed data. In this article, we first review existing explanations of pruning bias and describe how each of these explanations is contradicted by research findings related to fault tree performance. Next, we present a new explanation based on insensitivity to omitted information (omission neglect; e.g., Kardes & Sanbonmatsu, 1993) along with a rationale for how omission neglect could lead to pruning bias. Next, we review existing research related to omission neglect to generate hypotheses concerning contextual and individual difference factors that potentially influence pruning bias. Finally, we report the testing of these hypotheses in two studies.

**PREVIOUS EXPLANATIONS OF PRUNING BIAS**

Earlier researchers have focused on three explanations of pruning bias. First, people might assume that the labeled branches of the fault tree are comprehensive and thus that the all other problems category only includes a small number of relatively unlikely potential problem causes. If this is so, however, the likelihood of all other problems should be low regardless of the number of labeled branches. Furthermore, individuals should be particularly likely to underestimate the likelihood of all other problems in pruned fault trees in which important problem categories are included among these problems (Dube-Rioux & Russo, 1988). To the extent that this explanation is correct, pruning bias should be reduced or eliminated when people doubt the
completeness of the fault tree. However, this appears not to be the case, as Russo and Kolzow (1994) found no relation between perceived fault tree completeness and likelihood estimates of all other problems. Moreover, Fischhoff et al. (1978) found pruning bias even when participants were told that the labeled branches of the fault tree represented an incomplete set of problem causes.

A second explanation of pruning bias is based on the premise that fault tree categories are ambiguous (Hirt & Castellan, 1988). This explanation suggests that people define the content of labeled categories differently in the pruned tree than in the full tree, with the result that examples associated with pruned categories are sometimes reassigned to another labeled category of the pruned fault tree instead of the all other problems category. To the extent that increased accessibility of examples results in increased category likelihood estimates, category ambiguity could thus result in underestimates of the likelihood of problems associated with the all other problems category. In fact, however, ambiguity only impacts likelihood estimates when the fault tree is poorly designed (i.e., problem categories are inherently ambiguous or overlapping); see Russo and Kolzow (1994). Thus, category ambiguity should not be regarded as a general explanation of pruning bias.

The third explanation of pruning bias proposes that the names of labeled branches act as retrieval cues for specific failures that are associated with these branches but that the all other problems label is too general to serve in this capacity (Fischhoff et al., 1978). Consequently, the increased accessibility of specific failures associated with labeled branches results in relatively higher probability estimates for the labeled branches than for the all other problems branch. This explanation has two implications. First, fault tree branches with more detailed descriptions should facilitate retrieval of specific failures and should thus be viewed as more likely than fault tree branches that are described in less detail. Second, detailed (complete) fault trees should increase accessibility of specific failures and therefore increase estimates of the overall likelihood of a failure relative to less detailed (pruned) trees (Fischhoff et al., 1978). However, both of these supplemental predictions were tested by Fischhoff et al., and neither was supported.

OMISSION NEGLECT

We propose a fourth explanation in this article. This explanation is based on the possibility that pruning bias, or insensitivity to unmentioned possibilities implied by the catchall category of a fault tree, can be interpreted in terms of omission neglect or general insensitivity to missing information (e.g., missing alternatives, attributes, features, benefits, costs, issues, and possibilities). In multiattribute evaluation, extreme judgments about an object are only justified when information about the object’s important attributes is available (Anderson, 1982; Kaplan, 1981; Yamagishi & Hill, 1983). Nevertheless, omission neglect often leads to extreme evaluations of objects even when very little information is presented (Kardes & Gurumurthy, 1992; Kardes & Sanbonmatsu, 1993; Sanbonmatsu, Kardes, & Herr, 1992; Sanbonmatsu, Kardes, Ho, Houghton, & Posavac, 2003; Sanbonmatsu, Kardes, Posavac, & Houghton, 1997; Sanbonmatsu, Kardes, & Sansone, 1991). In the study by Sanbonmatsu et al. (1992), for example, participants evaluated cameras described by a limited amount of positive evidence just as extremely and confidently as they evaluated cameras described by a considerably greater amount of positive evidence, even though the additional information was important (Sanbonmatsu et al., 1992). Similarly, omission neglect could result in extreme likelihood judgments for the explicitly presented categories in a fault tree regardless of how many or how few categories are presented. Note that an explanation based on omission neglect is more consistent with existing data than the other explanations of pruning bias we have reviewed. Specifically, omission neglect does not predict that either perceived completeness or level of detail moderate judgments or evaluations. Thus, neither the lack of correspondence between perceived completeness and likelihood estimates nor the lack of correspondence between level of detail and likelihood estimates creates problems for this conceptualization.

The omission neglect hypothesis also implies that insensitivity to unmentioned categories and pruning bias should occur even when a fault tree contains remarkably few explicit categories and examples. In prior fault-tree research, unpruned trees contained a fairly exhaustive set of lower level problem descriptions relevant to each problem category (see Figure 1), and even pruned trees were relatively sophisticated and potentially useful. In this research, the target fault trees were highly impoverished to determine whether pruning bias occurs with very incomplete and therefore ineffective fault trees.

Examining omission neglect in the context of pruning bias also represents a novel application of omission neglect because behavioral decision research has suggested that likelihood judgments and evaluative judgments are influenced by different sets of variables and processes. For example, likelihood judgments differ as a function of whether information is presented in terms of frequencies or probabilities (Gigerenzer, Todd, & ABC Research Group, 1999). However, it seems unlikely that this variable would have a profound influence on multiattribute evaluations.

Finally, omission neglect research has examined several moderator variables that are potentially relevant to the fault tree paradigm. Previous fault tree research has focused almost exclusively on expertise as a moderator variable, with some studies showing no effect of expertise on likelihood judgments (Fischhoff et al., 1978) and others showing significant effects of expertise (Johnson et al., 1991; Ofir, 2000). Research on omission neglect has shown that sensi-
tivity to missing information is moderated by not only expertise (Sanbonmatsu et al., 1992, 2003, 1991) but also several other variables including information processing goals (Sanbonmatsu et al., 1991), the timing of judgment (Sanbonmatsu et al., 1991), specific identification of omitted attributes (Sanbonmatsu et al., 1992), and comparative (vs. singular) judgment contexts (Sanbonmatsu, Kardes, et al., 1997; Sanbonmatsu et al., 2003).

**CONTEXT AND THE ROLE OF ACCESSIBLE CONTENT VERSUS ACCESSIBILITY EXPERIENCES**

The impact of context information on judgments has been a particularly important theme in recent research. Schwarz’s (1998; see also Wyer, 2004) analysis suggests that there are two mechanisms by which context influences judgments and that these two mechanisms work in opposite directions. The first of these mechanisms is based on the content of accessible information (e.g., Wyer & Srull, 1989)—as the number of accessible examples of a type of event increases, the more likely that event is perceived to be. For example, frequent (vs. infrequent) television viewers tend to rate events that are frequently depicted on television (e.g., violent crimes, affluent lifestyles) as more likely (O’Guinn & Shrum, 1997). The second mechanism is based on the ease or difficulty with which information is retrieved (e.g., Koriot, 1993)—the more difficult it is to generate examples of an occurrence, the less likely that occurrence is perceived to be. Thus, for example, people inferred that their memory of their childhood was worse after recalling 12 events from their childhood than after recalling only 4 (Winkielman, Schwarz, & Belli, 1998). Twelve events were apparently more difficult to recall than 4 events, thus producing a subjective experience of difficulty of recall that led these participants to infer that their memory was poor.

Although several moderator variables are potentially relevant to the fault tree paradigm, in this research we focused on the extent to which comparative judgment contexts moderate fault tree likelihood estimates to extend existing knowledge of both pruning bias and omission neglect. With regard to pruning bias, Ofir (2000) recently examined the effects of context on fault tree judgments by asking participants to generate few or many examples from the all other problems branch of the tree. Ofir found that nonexperts’ likelihood judgments for the all other problems branch were related to the subjective ease of recalling examples. That is, participants rated the all other problems branch as more likely when the example generation task was perceived as easy (few examples were generated) than when it was difficult (many examples were generated). However, the effect of a difficult generation task may occur only when people are instructed to perform this task. In this research, we examined the differential effects of context information that is simply made available to participants and context information that is generated by the participants themselves. Sanbonmatsu, Kardes, et al. (1997) demonstrated that the content of accessible information from either a related or an unrelated context object could call attention to the small amount of information about a target object, resulting in judgmental moderation. In this research, we replicated the positive impact of accessible content on judgment quality and also demonstrated the negative impact of subjective ease of recall on judgment quality.

**NEED FOR COGNITIVE CLOSURE AND INTERRUPTION**

The final goal of this research was to examine need for cognitive closure as an individual difference variable that potentially influences likelihood estimates in the fault tree paradigm. The need for cognitive closure refers to a preference for any definite opinion over confusion or ambiguity (Kruglanski & Webster, 1996). As the need for cognitive closure increases, people consider fewer alternatives; consider smaller amounts of information for each alternative; draw snap conclusions that have obvious and immediate implications for action; and neglect complex, inconsistent, or otherwise difficult-to-use information. The need for cognitive closure can be either measured as an individual difference variable (Webster & Kruglanski, 1994) or manipulated as a situational variable. Any variable that makes information processing difficult or unpleasant—such as time pressure, ambient noise, fatigue, or tedium (Kruglanski & Webster, 1996)—heightens the need for cognitive closure.

Need for cognitive closure was selected as a potential moderating variable for several reasons. First, need for cognitive closure was shown to increase preferences for easily used information and to decrease the tendency to generate additional information associated with a judgment task (Hirt, Kardes, & Markman, 2004). This suggests that need for cognitive closure might also be related to preference for presented versus missing branches of a fault tree.

Second, Ofir (2000) recently found that pruning bias is significantly reduced in individuals with expertise in the content domain of a fault tree. Expertise is generally associated with ability or knowledge. However, because people are typically more interested in information related to their areas of expertise, expertise can also be used as a motivational variable (see Kunda, 1990, and Showers & Cantor, 1985, for discussions of this possibility). As such, it is impossible to determine whether the influence of expertise on fault tree performance in Ofir’s research is a result of differences in ability, motivation, or both. By using need for cognitive closure as a moderator variable, we could isolate the contribution of motivational factors to fault tree performance.

Third, omission neglect research using the multiattribute paradigm showed that individuals are more likely to make extreme and confident judgments based on insufficient infor-
mation when they are rushed rather than when they are given ample time to make these judgments (Sanbonmatsu et al., 1991). If the need for cognitive closure moderates omission neglect, as this research suggests, it might also moderate fault tree performance.

Although in the second experiment we report, we used a well-established individual difference measure of need for cognitive closure, in the first experiment, we used task interruption as a novel manipulation of need for cognitive closure. Task interruption increases the accessibility of an information processing goal (Martin, 1986; Zeigarnik, 1938), and this should increase the desire to attain closure by completing the interrupted task. Furthermore, Martin (1986) found that interrupting individuals during a priming task increased their tendency to assimilate their judgments of a target person to the primed concepts. Task interruption might also encourage the use of quick and easy information-processing strategies in other judgment contexts as well. In other words, it should function like a high need for cognitive closure by encouraging the use of simplifying heuristics to increase the speed with which closure can be attained.

EXPERIMENT 1

Participants were asked to make likelihood estimates for each branch of a target fault tree after being exposed either to a large-context fault tree with many categories of possible reasons for a failure or to a small-context fault tree with the same number of categories as the target fault tree. In addition, need for cognitive closure was manipulated by interrupting half of the participants while they were making likelihood judgments for the branches of the target fault tree. Previous research suggested that merely exposing individuals to relevant alternatives is sufficient to debias likelihood judgments for low need for cognitive closure individuals but not for high need for cognitive closure individuals (Hirt et al., 2004). Consequently, it was predicted that high need for closure individuals would not use information associated with the context fault tree when making likelihood estimates for the target fault tree and that the size of the context tree would have no influence on their estimates.

In contrast, participants with a low need for closure were expected to use the size of the context fault tree as a standard against which the target fault tree was evaluated. Because the target fault tree was the same size as the small-context fault tree, it should be viewed as conforming to the standard provided by the context. Therefore, participants with a low need for closure should not be motivated to engage in additional mental processing for the target fault tree and should make the same likelihood estimates as participants with a high need for closure. In contrast, participants with a low need for closure who were exposed to large-context fault trees should see the target fault tree as inadequate in comparison to the standard established by the context tree. Therefore, these participants, relative to those with a high need for closure or participants who are exposed to small-context trees (regardless of their need for closure), should (a) generate more examples associated with the all other problems branch of the target fault tree, (b) make higher subjective likelihood estimates for the all other problems branch of the target fault tree, and (c) be willing to spend more money on market research related to the all other problems category.

Method

Participants. Participants were 90 psychology students at Northern Kentucky University who participated for course credit.

Materials. After receiving a brief explanation of fault trees and the probabilities associated with fault tree branches, we presented participants with a context fault tree that listed either 11 (large-context tree) or 5 (small-context tree) explanation categories for why an automobile might fail to start (from Fischhoff et al., 1978) and we asked them to estimate the frequency of problems associated with each branch of the tree out of 100 failures. Participants were then presented with a target fault tree containing reasons why a new product might sell poorly. This target fault tree contained five branches: “the product was designed poorly,” “poor advertising,” “the price was too high,” “the target market was too small,” and all other problems. For each branch of the target fault tree, participants were asked to estimate the number of times out of 100 that a new product selling poorly would be due to the cause associated with that branch.

After making these frequency estimates, participants completed an open-ended measure in which they listed specific, lower level explanations they had considered when making likelihood estimates for the all other problems category of the fault tree. Finally, participants were asked to imagine that they were consultants and to estimate how much they would advise the firm to spend on market research for the all other problems category on a scale ranging from 0 ($0) to 10 ($100,000).

Procedure. Crossed with the manipulation of the size of the context tree, need for cognitive closure was manipulated by either interrupting or not interrupting participants while they made their likelihood judgments for the target fault tree. Specifically, in the high need for closure condition, participants were stopped just before completing their likelihood estimates for the third branch of the target fault tree and asked to complete a one-page questionnaire before continuing. In the low need for closure condition, this interruption did not occur. Participants were run individually to permit careful timing of the interruption manipulation. The
experiment thus involved a 2 (size of context fault tree: large or small) × 2 (need for cognitive closure: high or low) design.

Results

It was hypothesized that low need for closure and large-context tree participants, compared to participants in all other conditions, would make higher subjective likelihood estimates for the all other problems branch of the target fault tree, generate more examples of all other problems, and be willing to spend more money on market research related to the all other problems category. Means for each of the dependent measures are shown for each experimental condition in Table 1.

Each of the dependent measures was first submitted to a 2 (need for closure: high or low) × 2 (size of context fault tree: large or small) analysis of variance. In each of these analyses, the expected interaction between need for closure and size of the context fault tree was at least marginally significant: likelihood estimates, \( F(1, 86) = 2.81, p < .10 \); number of generated examples, \( F(1, 86) = 3.47, p < .07 \); and willingness to spend on market research, \( F(1, 86) = 5.12, p < .03 \). The only significant main effect from these analyses indicated that participants with large-context fault trees generated more examples than participants with small-context fault trees, \( F(1, 86) = 6.13, p < .02 \).

To test the experimental hypotheses, participants with a low need for closure and a large-context fault tree were compared to participants in the other three conditions combined for each of the dependent measures. As expected, low need for closure and large-context tree participants rated the all other problems category as more likely (\( M = 3.45 \)) than other participants (\( M = 2.38 \)). Moreover, low need for closure and large-context tree participants generated significantly more examples for the all other problems category (\( M = 12.39 \)) than other participants (\( M = 10.29 \)).

In Experiment 1, we demonstrated that a context fault tree can provide a comparison standard that is used to evaluate a target fault tree and that the application of this comparison standard is moderated by the need for cognitive closure. Specifically, participants only applied the experimenter provided context information to their judgments about the target fault tree if they were low in need for cognitive closure, and the standard provided by the context information differed from the content of the target fault tree. Thus, compared to all other participants, low need for closure participants with large-context fault trees generated more examples associated with the all other problems branch of the target fault tree, made higher subjective likelihood estimates for the all other problems branch of the target fault tree, and were willing to spend more money on market research related to the all other problems category.

Discussion

In Experiment 1, we demonstrated that a context fault tree can provide a comparison standard that is used to evaluate a target fault tree and that the application of this comparison standard is moderated by the need for cognitive closure. Specifically, participants only applied the experimenter provided context information to their judgments about the target fault tree if they were low in need for cognitive closure, and the standard provided by the context information differed from the content of the target fault tree. Thus, compared to all other participants, low need for closure participants with large-context fault trees generated more examples associated with the all other problems branch of the target fault tree, made higher subjective likelihood estimates for the all other problems branch of the target fault tree, and were willing to spend more money on market research related to the all other problems category.

Table 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Small-Context Fault Tree</th>
<th>Large-Context Fault Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Likelihood of all other problems</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High need for closure</td>
<td>12.39&lt;sub&gt;a,b&lt;/sub&gt;</td>
<td>10.29&lt;sub&gt;a&lt;/sub&gt;</td>
</tr>
<tr>
<td>Low need for closure</td>
<td>11.14&lt;sub&gt;a,b&lt;/sub&gt;</td>
<td>14.21&lt;sub&gt;b&lt;/sub&gt;</td>
</tr>
<tr>
<td>Number of examples generated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High need for closure</td>
<td>1.43&lt;sub&gt;a&lt;/sub&gt;</td>
<td>1.57&lt;sub&gt;a&lt;/sub&gt;</td>
</tr>
<tr>
<td>Low need for closure</td>
<td>1.41&lt;sub&gt;a&lt;/sub&gt;</td>
<td>2.37&lt;sub&gt;b&lt;/sub&gt;</td>
</tr>
<tr>
<td>Market research spending</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High need for closure</td>
<td>4.13&lt;sub&gt;a,b&lt;/sub&gt;</td>
<td>3.86&lt;sub&gt;a&lt;/sub&gt;</td>
</tr>
<tr>
<td>Low need for closure</td>
<td>3.45&lt;sub&gt;a&lt;/sub&gt;</td>
<td>4.96&lt;sub&gt;b&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

Note. For each dependent variable, means with different subscripts differ at \( p < .05 \) (one-tailed).
EXPERIMENT 2

Method

Participants. Participants were 201 marketing students at The University of Cincinnati who participated for course credit.

Materials. After receiving a brief explanation of fault trees and the meanings of probabilities associated with fault tree branches, participants were asked to create their own fault trees. Participants were asked to generate context fault trees based on one of two types of failure: In the new product condition, they gave reasons why a new product might sell poorly; in the car condition, they generated reasons why a car might fail to start. In each case, the size of the participant-generated fault tree was also varied. In the small-context condition, participants were asked to provide two categories of potential causes for the failure; in the large-context condition, participants were asked to provide eight categories of potential causes. In control conditions, participants did not generate a fault tree. The manipulated variables thus provided a 2 (generation category: new product or car) × 3 (size of generated context fault tree: small, large, or control group) design.

After the context fault tree generation phase of the experiment was complete, participants were presented with a target fault tree containing reasons why a new product might sell poorly. Thus, in the new product condition, the domains of the context and target fault trees were the same, whereas in the car condition, the domains were different. The target fault tree was in the same or a different domain. The remaining analyses were collapsed across generation category.

The manipulated variables thus provided a 2 (generation category: new product or car) × 3 (size of generated context fault tree: small, large, or control group) design.

After the context fault tree generation phase of the experiment was complete, participants were presented with a target fault tree containing reasons why a new product might sell poorly. Thus, in the new product condition, the domains of the context and target fault trees were the same, whereas in the car condition, the domains were different. The target fault tree contained the same five branches that were used in Experiment 1. For each branch of the target fault tree, participants were asked to estimate the number of times out of 100 that a new product selling poorly would be due to a cause associated with that branch. Participants were reminded that their answers should add up to 100. After finishing the fault tree, participants completed an open-ended measure in which they listed specific, lower level explanations they had generated in relation to the all other problems category of the fault tree. Finally, participants were given the Need for Cognitive Closure Scale (Webster & Kruglanski, 1994); a median split was used on this scale to classify participants as either high or low in need for cognitive closure.

Results and Discussion

Preliminary analyses. The main analyses were first conducted with generation category as a predictor variable in addition to number of items generated and need for cognitive closure. Generation category had no significant main effects or interactions with the other independent variables, indicating that context effects were equally strong whether the context tree was in the same or a different domain. The remaining analyses were collapsed across generation category.

Primary analyses. We hypothesized that participants with high need for closure would view the all other problems branch of the fault tree as more likely when the context tree was small than when it was large but that the number of generated examples would not depend on the size of the context tree. However, participants with low need for closure were expected to view the all other problems branch of the fault tree as more likely when the context tree was large than when it was small, and their likelihood estimates were expected to be mediated by the number of examples reported during the generation task.

Data relevant to these hypotheses are summarized in Table 2. Estimates of the frequency of problems in the all other problems category were first analyzed as a function of need for closure and the size of the context fault tree. Although neither main effect was significant ($F$s < 1), the interaction of these variables was quite reliable, $F(2, 180) = 4.79$, $p < .01$. As expected, participants with a high need for closure rated the all other problems category as more likely when they generated a small rather than a large-context tree, $t(74) = 2.52$, $p < .02$, whereas participants with a low need for closure rated the all other problems category as more likely when they generated a large rather than a small-context tree, $t(84) = 1.76$, $p < .09$.

Similar analyses were conducted for the number of generated examples from the all other problems category. Although the interaction of need for closure and context tree size was not significant, $F(2, 180) = 2.15$, $p > .10$, planned

<table>
<thead>
<tr>
<th>Variable</th>
<th>Small-Context Fault Tree</th>
<th>Large-Context Fault Tree</th>
<th>No-Context Fault Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Likelihood of all other problems</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High need for closure</td>
<td>$12.58_{ab}$</td>
<td>$8.11_a$</td>
<td>$10.20_{ab}$</td>
</tr>
<tr>
<td>Low need for closure</td>
<td>$8.20_a$</td>
<td>$11.96_b$</td>
<td>$8.33_{ab}$</td>
</tr>
<tr>
<td>Number of examples generated</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High need for closure</td>
<td>$2.05_{ab}$</td>
<td>$1.95_a$</td>
<td>$1.87_a$</td>
</tr>
<tr>
<td>Low need for closure</td>
<td>$1.95_a$</td>
<td>$2.54_b$</td>
<td>$1.44_a$</td>
</tr>
</tbody>
</table>

Note. For each dependent variable, means with different subscripts differ at $p < .05$ (one-tailed).
comparisons performed separately for high and low need for cognitive closure participants supported our hypotheses. Specifically, the size of the context fault tree had no influence on the number of examples generated by participants with a high need for closure \((r < 1)\), whereas participants with a low need for closure generated significantly more examples of all other problems when the context fault tree was large than when it was small, \(r(85) = 2.10, p < .04\).

Finally, analyses were conducted to evaluate the hypothesis that the number of examples generated would mediate the relation between the size of the generation task and likelihood estimates for all other problems for participants with a low need for closure. The number of reasons generated by these participants was significantly correlated with their perception of the likelihood of all other problems, \(r(99) = .27, p < .01\). This was not the case, however, for participants with a high need for closure, \(r(100) = .09, p > .30\). To determine whether the former participants’ likelihood estimates were mediated by the number of reasons they generated, an analysis of covariance was performed on these estimates as a function of context tree size using the number of examples generated as a covariate. This analysis showed no effect for size of the context tree \((F < 1)\) but a significant effect for the covariate (number of examples generated), \(F(1, 91) = 4.91, p < .03\). Although the original effect of the size of the generation task on likelihood estimates was only marginally significant, these results suggest at least partial mediation by the number of examples generated, consistent with our hypotheses.

**GENERAL DISCUSSION**

Experiment 1 demonstrated that an experimenter-provided context fault tree can provide a comparison standard for a target fault tree but only for individuals with a low need for cognitive closure. When these participants were presented with a large-context fault tree, they produced more examples associated with the all other problems branch of the target fault tree, made higher subjective likelihood estimates for the all other problems branch of the target fault tree, and indicated that they would spend more money on market research related to the all other problems category. The results of Experiment 2 suggest that self-generated context fault trees influenced judgments related to target fault trees for all individuals, but that the processes that mediated this influence depended on need for closure. Participants with a low need for closure appeared to focus on the content of the generation task, produced more examples associated with the all other problems branch, and made higher likelihood estimates for all other problems when they generated a large rather than a small-context fault tree. In contrast, participants with a high need for closure appeared to focus on their phenomenological experience of the ease or difficulty of the generation task and made higher frequency estimates for the all other problems branch of the target fault tree when the generation task was easy (i.e., when they generated a small-context tree) rather than hard. Hence, the results of this study suggest that the need for cognitive closure is an important new moderator of the judgmental influence of accessible content (i.e., number of examples retrieved or generated) versus accessibility experiences (i.e., ease of retrieval or generation; Schwarz, 1998).

The results of these experiments suggest that omission neglect is a useful theoretical framework for interpreting fault tree performance regardless of whether the context fault tree was provided by the experimenter (Experiment 1) or generated by the participant (Experiment 2) and regardless of whether the need for closure was manipulated via interruption (Experiment 1) or measured as an individual difference variable (Experiment 2). In both experiments, fault trees were found to be misleading when participants were insensitive to omissions. Omission neglect encourages decision makers to understate the likelihood of the all other problems catch-all category. Sensitivity to omissions can be heightened by encouraging decision makers to compare a target fault tree to a relatively large-context fault tree that highlights the limitations of the target. However, even when decision makers are sensitive to omissions, fault trees can backfire as decision aids when decision makers are situationally or dispositionally high in the need for closure. This is because such decision makers rely on the subjective ease with which specific instances of unmentioned problems are considered rather than on the judgmental implications of these instances per se.

Although prior research on the use of fault trees has suggested that omission neglect might contribute to the pruning bias, this research is open to an alternative interpretation. Grice’s (1975) cooperation principle of interpersonal communication suggests that recipients assume that communicators provide information that is relevant, truthful, informative, and clear unless there is some reason to distrust or doubt the communicator. If participants assume that experimenters are cooperative communicators, they should infer that the presented branches of a fault tree are particularly important causes of a target problem and that the unmentioned causes included in the all other problems branch are much less important. However, although this alternative explanation can account for any main effect of the size of context fault trees on likelihood estimates for all other problems, it has more difficulty accounting for interactions between context fault tree size and need for cognitive closure in predicting likelihood estimates. Thus, this explanation does not provide a viable account of the results of this research.

Insensitivity to missing information has also been observed in other types of judgment tasks that are unlikely to involve conversational inference. Research on the feature-positive effect has shown that the relation between a predictive cue and a reward is learned more
quickly when the cue involves the presence of a stimulus (e.g., a letter, number, or symbol) rather than its absence (Newman, Wolff, & Hearst, 1980). Research on the Ellsberg paradox (e.g., Birnbaum, 1992) showed that people prefer gambles involving known probabilities (e.g., a 50% chance of drawing red or a 50% chance of drawing black) to gambles involving unknown probabilities (e.g., an unknown chance of drawing red or an unknown chance of drawing black) even when people are indifferent between red and black for both types of gambles (Fox & Weber, 2002). Research on selective hypothesis testing showed that when assessing the relation between two variables, people focus more heavily on cases involving the presence of both variables than on cases involving the absence of one variable and focus least heavily on cases involving the absence of both variables (Sanbonmatsu, Posavac, Kardes, & Mantel, 1998).

Support Theory

Another alternative explanation for the results of this research could be based on support theory, which suggests that likelihood judgments are based on the strength of the evidence favoring a focal hypothesis or a description of an event one is trying to predict (Tversky & Koehler, 1994). According to support theory, each hypothesis $A$ has a support value, $s(A)$ for the strength of the evidence favoring $A$. The subjective probability that focal hypothesis $A$ rather than alternative hypothesis $B$ is true (assuming that only one is true) is provided by

$$P(A, B) = \frac{s(A)}{s(A) + s(B)}$$

This equation suggests that subjective probability depends on the perceived support for $A$ relative to $B$ and that unpacking or unpacking $A$ increases its salience and its perceived support. Consequently, the perceived likelihood of a plane crash is greater when this event is unpacked into several subcategories (e.g., a plane crash due to human error, a plane crash due to mechanical failure, a plane crash due to weather conditions, a plane crash due to terrorism) rather than described more generally and inclusively (e.g., a plane crash).

The perceived likelihood of an event increases by unpacking a focal hypothesis and decreases by unpacking the alternative hypothesis. Hence, in the fault-tree paradigm, presented categories are overestimated and unmentioned categories are underestimated.

Although the results of this research were consistent with the implications of support theory, this theory assumes that likelihood judgments are always relative and subadditive (i.e., the perceived likelihood of a general category is less than the sum of its subcategories) except when the focal hypothesis and the alternative hypothesis are complementary. Contrary to these assumptions, likelihood judgments are not always relative (Gibson, Sanbonmatsu, & Posavac, 1997). Moreover, these judgments are superadditive rather than subadditive when the supporting evidence is weak or the confirmation criteria are high (Sanbonmatsu, Posavac, & Stasny, 1997) and can be subadditive even when the focal hypothesis and the alternative hypothesis are complementary (McKenzie, 1999). Thus, support theory does not provide an adequate account of estimates of the sort investigated in this article (for an explanation of the aforementioned pattern of findings in terms of selective hypothesis testing, see Sanbonmatsu et al., 1998).

CONCLUSION

This research adds to a growing body of research that has shown that omission neglect plays an important role for many different types of judgments across many different paradigms. In addition to influencing likelihood judgments, omission neglect influences evaluations (Sanbonmatsu et al., 1992; Sanbonmatsu, Kartes, et al., 1997), preferences (Kardes & Sanbonmatsu, 1993), confidence ratings (Sanbonmatsu et al., 1992; Sanbonmatsu, Posavac, et al., 1997), attribute importance ratings (Sanbonmatsu et al., 2003), and inferences about missing attributes (Sanbonmatsu et al., 1991). Omission neglect plays an important role in the fault tree paradigm, multiattribute evaluation (Sanbonmatsu et al., 1992; Sanbonmatsu, Kardes, et al., 1997), the pioneering brand advantage (Kardes & Gurumurthy, 1992), the feature-positive effect (Newman et al., 1980), the Ellsberg paradox (Fox & Weber, 2002), and selective hypothesis testing (Sanbonmatsu et al., 1998). In each of these cases, people focus too readily on whatever information they happen to encounter and fail to adjust their judgments sufficiently in light of the limitations of the available evidence.
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