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Orthogonal Projection onto a Vector Subspace W

Let B = {~b1, ~b2, . . . , ~bk} be an orthog basis for a vector subspace W of Rn.

Theorem (Orthogonal Decomposition Theorem)

Each vector ~x in Rn can be written uniquely in the form
~x = ~p + ~z where ~p is in W and ~z is in W⊥.

In fact,

~p =
k∑

i=1

Proj~bi

(
~x
)

=
k∑

i=1

~x · ~bi
~bi · ~bi

~bi and ~z = ~x − ~p.

Definition

We call ~p the orthogonal projection of ~x onto W, and write ~p = ProjW(~x).

Note that Rn ProjW−−−→ Rn is a linear transformation, so . . . .
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Orthogonal Projection is a linear transformation

Let B = {~b1, ~b2, . . . , ~bk} be an orthog basis for a vector subspace W of Rn.

Consider the LT Rn ProjW−−−→ Rn given by orthogonal projection onto W, so

ProjW(~x) =
k∑

i=1

~x · ~bi
~bi · ~bi

~bi .

What are:

the kernel and range of this LT?

the standard matrix for this LT?

the eigenvalues and eigenvectors for this LT?

It is not hard to check that Rng(ProjW) = W, Ker(ProjW) = W⊥, and
for each ~w in W, ProjW(~w) = ~w (so 1 is an eigenvalue and E(1) = W),
for each ~z in W⊥, ProjW(~z) = ~0 (so 0 is an eigenvalue and E(0) = W⊥).

Finding the standard matrix for ProjW requires a little work, but this is a
worthwhile exercise!
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Matrix for Orthogonal Projection Onto a Vector

The orthogonal projection of ~x onto ~u is given by

Proj~u
(
~x
)

=
~x · ~u
~u · ~u

~u =
(
~x · ~u

)
~u

provided ~u is a unit vector.

Let’s compute the standard matrix A for the LT Rn T−→ Rn given by
T (~x) =

(
~x · ~a

)
~b where ~a, ~b are fixed vectors in Rn. Recall that

Colj(A) = T (~ej) =
(
~ej · ~a

)
~b = aj~b, where a1, a2, . . . , an are the standard

coords for ~a.

Thus A = [a1~b a2~b · · · an~b] = ~b[a1 a2 . . . an] = ~b ~aT 6= ~aT ~b.

Applying this to the LT ~x 7→ Proj~u(~x) =
(
~x · ~u

)
~u we get a standard matrix

P = ~u ~uT . That is, Proj~u(~x) = P~x .

Don’t forget, this requires that ~u be a unit vector!
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Matrix for Orthogonal Projection Onto a Vector SubSpace

Let U = {~u1, ~u2, . . . , ~uk} be orthon basis for a vector subspace W of Rn.

The LT Rn ProjW−−−→ Rn given by orthogonal projection onto W,

ProjW(~x) =
k∑

i=1

(
~x · ~ui

)
~ui =

k∑
i=1

Proj~ui
(
~x
)

has standard matrix

P =
k∑

i=1

~ui ~ui
T = U UT

where

U =
[
~u1 ~u2 · · · ~uk

]
.

That is, ProjW(~x) = P~x . This requires that U be an orthon basis!
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