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ON THE LARGE DEVIATION PRINCIPLE FOR STATIONARY WEAKLY DEPENDENT RANDOM FIELDS

BY WŁODZIMIERZ BYRC

University of Cincinnati

The large deviation principle for the empirical field of a stationary $\mathbb{Z}^d$-indexed random field is proved under strong mixing dependence assumptions. The strong mixing coefficients considered allow us to separate the ratio-mixing condition used in the literature into a part directly responsible for the (nonuniform) large deviation principle and another one, which is used when the state space is noncompact. Results are applied to obtain variants of recent large deviation theorems for Markov chains and for Gibbs fields. The proofs are based on a new criterion for the large deviation principle which is stated in Appendix C.

0. Introduction. In this paper we prove the empirical-process-level large deviation principle for a "weakly dependent" random field on $\mathbb{Z}^d$. Our weak dependence assumptions are similar to, although different from, the strong mixing assumptions usually employed in the literature on limit theorems. The dependence conditions of our paper were suggested by Orey and Pelikan (1988), who consider $d = 1$ only; despite similarity, our assumptions seem not to be directly comparable with theirs (see Remark 5.1 below). Chiyonobu and Kusuoka (1988) consider large deviations under another mixing condition.

Section 1 sets up the notation; the strong mixing coefficients of dependence to be used throughout the paper are defined.

In Section 2 our main results are stated. Theorem 2.1 gives the large deviation principle for a compact-valued random field under strong mixing assumption (2.1). In Theorem 2.2, besides (2.1), an additional strong mixing assumption is used to obtain the large deviation principle for a Polish space-valued random field. In Theorem 2.3 this additional weak dependence assumption is further strengthened and we identify the rate function as the limit of finite dimensional entropies. The quotient of the two strong mixing measures of dependence used in our assumptions is equivalent to the ratio-mixing measure of dependence frequently used in large deviations (see Proposition 5.1). Thus our results can be interpreted as separating the "ratio-mixing" condition into a part directly responsible for the large deviation principle, and another one, which permits us to handle noncompact state spaces and to identify the rate function as entropy.

Large deviation principles are proved in Section 3. The proof is based on Theorem 7.1 in Appendix C and might be of independent interest. The rate function is identified in Section 4. In Appendix B dependence coefficients for
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stationary Gibbs fields with summable interaction potentials are estimated. In Appendix C a criterion for the large deviation principle is stated. The main feature of this criterion is that after establishing exponential tightness, the proof of the large deviation principle is reduced to verifying that limit (7.1) below exists for a large enough class of functions. Similar approaches were employed by Baldi (1988), Comets (1989), Dawson and Gärtnert (1987), Ellis (1985), Gärtnert (1977), de Acosta (1988), Ney and Nummelin (1987a, b), Plachky (1971) and Sievers (1969); however these authors used the Gateaux differentiability of the limiting expression. In some instances, verifying differentiability is harder than establishing the existence of limit (7.1) for a larger class of functions than those authors needed.

1. Notation. Let $\mathbb{E}$ be a Polish (separable metric complete) space with the Borel $\sigma$-field $\mathcal{B} = \mathcal{B}$. By $\mathcal{P}(\mathbb{E})$ we denote the set of all probability measures on $(\mathbb{E}, \mathcal{B})$; $\mathcal{P}(\mathbb{E})$ is considered as a separable complete metric space; $C_b(\cdot)$ denotes the Banach space of all bounded continuous functions on a space $(\cdot)$ with the usual supremum norm. For $p \in \mathcal{P}(\mathbb{E})$ and $F \in C_b(\mathbb{E})$, we write $p(F) = \int F(x) \, d\mu(x)$. The symbol $\Phi(p)$ is reserved for general continuous (nonlinear) functions of $p \in \mathcal{P}(\mathbb{E})$; this last notation is used in Section 3 only.

The general framework to be considered is as follows. Throughout the paper we fix $d \geq 1$ and $d$ commuting homeomorphisms $S_1, \ldots, S_d : \mathbb{E} \to \mathbb{E}$. For $z = (z(1), \ldots, z(d)) \in \mathbb{Z}^d$, let $S^z = S_1^{z(1)} \circ \cdots \circ S_d^{z(d)}$. By $\mathcal{P}_d(\mathbb{E}) \subset \mathcal{P}(\mathbb{E})$ we shall denote the $S^z$ stationary probability measures, that is, $p \in \mathcal{P}_d(\mathbb{E})$ iff $p \circ S_i = p$ for each $1 \leq i \leq d$. We fix a probability measure $P \in \mathcal{P}_d(\mathbb{E})$. By $E[\cdot]$ we denote the integral with respect to $dP$; $E[\cdot | \mathcal{F}]$ denotes the conditional $P$-expectation with respect to the $\sigma$-field $\mathcal{F} \subset \mathcal{B}$ and we write $P_{\mathcal{F}}$ to denote the restriction of $P$ to $\mathcal{F}$.

Besides $P$, we shall fix a Polish space $\mathbb{F}$ and a continuous function $\tau : \mathbb{E} \to \mathbb{F}$. By $C_b(\tau)$ we denote the subset of $C_b(\mathbb{E})$ consisting of those functions $F$ which can be written as

$$F(x) = H(\tau \circ S^{z(1)}(x), \tau \circ S^{z(2)}(x), \ldots, \tau \circ S^{z(k)}(x))$$

for some $k \geq 1, z(1), \ldots, z(k) \in \mathbb{Z}^d$ and some $H \in C_b(\mathbb{E}^k)$.

Throughout the paper we assume that $\tau$ is such that $C_b(\tau)$ separates points of $\mathcal{P}(\mathbb{E})$. Since $\mathbb{E}$ is a Polish space, this means we assume that $C_b(\tau)$ separates points of $\mathcal{E}$. The formula

$$X_n(x) = S^z(x)$$

defines on the probability space $(\mathbb{E}, \mathcal{B})$ an $\mathbb{E}$-valued stationary random field indexed by $z \in \mathbb{Z}^d$. We shall consider empirical distributions $\mu_n \in \mathcal{P}(\mathbb{E})$ associated with $(X_n)$ as follows. Let $\mathcal{E}_n$ be the unit $n$-cube in $\mathbb{Z}^d$, $n \in \mathbb{N}$, that is, $\mathcal{E}_n = \{z \in \mathbb{Z}^d : 1 \leq z(i) \leq n, \forall i\}$. Define random measures $\mu_n : \mathbb{E} \to \mathcal{P}(\mathbb{E})$ by

$$\mu_n(x) = \frac{1}{n^d} \sum_{z \in \mathcal{E}_n} \delta_{X_n(x)}$$

where $\delta_x \in \mathcal{P}$ denotes the point mass at $x$. Measures $(\mu_n)$ will be referred to
as the “empirical fields.” This terminology is motivated by the standard example $E = F^d$: here $\pi: E \to F$ is the projection on the 0th coordinate; $S_i$ are shifts along coordinates in $Z_d$, $i = 1, 2, \ldots, d$. In this setup $X_x = \{Y_{x+z}\}_{z \in Z_d}$, where $(Y_z)_{z \in Z_d}$ is an $F$-valued stationary random field; clearly, $\mu_n = \frac{1}{n} \sum_{x \in Z_n} \delta(Y_x)_{x \in Z_d}$ is a measure on the “realizations” (trajectories) of $(Y_x)$. This paper could have been written in the notation of this example. However, in such an approach the assumptions of our theorems would be obscured by the particular topological properties of the product probability space. Besides, the less probability-space-dependent form of the large deviation theory is more natural in applications to dynamical systems, where, for example, (1.2) is written for nonproduct spaces $E$.

We shall be interested in large deviation theorems for $\mathcal{F}(E)$-valued random variables $(\mu_n)$ (see Appendix C for a general statement of the large deviation principle). Our assumptions use the strong mixing dependence coefficients defined as follows. Let $\mathcal{F}, \mathcal{I}$ be $\sigma$-fields in $\mathcal{B}$. Following Bradley (1983) [see also Blum, Hanson and Koopmans (1963)], consider the following “measures of dependence” between pairs of $\sigma$-fields:

$$\psi_+(\mathcal{F}, \mathcal{I}) = \sup\{ P(A \cap B) / (P(A) P(B)) : A \in \mathcal{F}, B \in \mathcal{I}, P(A) P(B) > 0 \},$$

$$\psi_-(\mathcal{F}, \mathcal{I}) = \inf\{ P(A \cap B) / (P(A) P(B)) : A \in \mathcal{F}, B \in \mathcal{I}, P(A) P(B) > 0 \},$$

$$\psi(\mathcal{F}, \mathcal{I}) = \psi_+(\mathcal{F}, \mathcal{I}) / \psi_-(\mathcal{F}, \mathcal{I}).$$

Clearly, $0 \leq \psi_- \leq 1 \leq \psi_+ \leq \infty$.

Let $(X_z)_{z \in Z_d}$ be defined by (1.2). Consider $\sigma$-fields

$$\mathcal{M}(n) = \sigma\{ \pi(X_z) : \min_{1 \leq i \leq d} z(i) \leq n \},$$

$$\mathcal{F}(n) = \sigma\{ \pi(X_z) : \min_{1 \leq i \leq d} z(i) \geq n \}, \quad n \in \mathbb{N}.$$ 

Notice that the definitions of $\mathcal{M}(n)$ and $\mathcal{F}(n)$ are not symmetric, except when $d = 1$. The dependence coefficients related to the so-called $\psi$-mixing condition in the strong mixing theory are defined as follows:

$$\psi_+(n) = \psi_+(\mathcal{M}(0), \mathcal{F}(n)),$$

$$\psi_-(n) = \psi_-(\mathcal{M}(0), \mathcal{F}(n)),$$

$$\psi(n) = \psi_+(n) / \psi_-(n), \quad n \geq 1.$$ 

In the Markov case condition $\psi(1) < \infty$ is equivalent to the condition used, for example, in Stroock (1984), assumption (6.1), or in Ellis (1988), Hypothesis 1.1(b) (compare Lemma 5.2 below). Condition $\psi(1) < \infty$ can also be verified for the Gibbs field on $Z^d$ with binary interactions $\Phi_2(k, x, y)$ such that $\sum_{k=1}^d k \| \Phi_2(k, x, y) \| < \infty$; this can be seen from Bowen (1975) (see the proof of his Proposition 1.14). However, if $d > 1$, then condition $\psi < \infty$ seems to be too restrictive [cf. Bradley (1989)]. To obtain the mixing condition, which is
suitable for arbitrary $d \geq 1$ and at the same time easy to verify, we consider a smaller $\sigma$-field rather than $\mathcal{F}(n)$. Namely, let

\begin{equation}
\mathcal{F}(n) = \sigma\{\pi(X_n) : z \in \mathcal{L}_n\}
\end{equation}

and put

\begin{align*}
\psi_L^+(n) &= \psi_+(\mathcal{M}(-L), \mathcal{F}(n)), \\
\psi_L^-(n) &= \psi_-(\mathcal{M}(-L), \mathcal{F}(n)), \\
\psi_L(n) &= \psi_L^+(n)/\psi_L^-(n), \quad L, n \geq 1.
\end{align*}

Notice that $1 \leq \psi_L^+(n) \leq \psi^+(L)$. Also $\psi_L^-(n) \geq \psi^+_{L+1}(n)$, which, in particular, implies that limit (2.3) below exists.

Besides the Markov and the $m$-dependent case, coefficients $\psi_L(n)$ can be effectively estimated for Gibbs fields with summable interactions (see Theorem 6.1 in Appendix B below). A version of coefficient $\psi_L(n)$ was used in the definition of "ratio-mixing" condition (RM) in Orey and Pelikan (1988) (see Remark 5.1 below).

Our main results, Theorems 2.1 and 2.2 below, use a dependence coefficient weaker than $\psi_L$. Namely, put

\begin{equation}
\tau_L(n) = \inf\left\{L^{-d} \sum_{k \in \mathcal{L}_L} P(A \cap S^{-k}B)/(P(A)P(B)) : A \in \mathcal{M}(-L), B \in \mathcal{F}(n), P(A)P(B) > 0\right\}.
\end{equation}

Clearly, $\psi_L^-(n)/L^d \leq \tau_L(n) \leq 1$ for each $n, L \geq 1$ [to see the last inequality put $B = E$ in (1.8)]. It is also easily seen that $\tau_L(n+1) \leq \tau_L(n)$ and $\tau_L^+(n) \geq \tau_L(n)$, which implies that limit (2.1) below exists.

Definition (1.8) was motivated by Ellis (1988) and is devised to get the condition which can be verified for some periodic Markov chains [see (2.7) below]. Our proofs work as well with arbitrary weights in the sum on the right-hand side of (1.8) as long as a finite convex combination is formed. It would be interesting to know, however, if the sum over $\mathcal{L}_L$ can be replaced in (1.8) by the infinite sum as in Jain (1990) [e.g., (2.7) below implies both Jain (1990) $H_1(1)$ and $H_2(2)$].

2. Large deviation theorems. The following result was motivated by Orey and Pelikan (1988), Theorem 1.1. Our mixing condition allows a multidimensional index set $\mathbb{Z}^d$, $d \geq 1$, and is based on the weaker measure of dependence (see Remark 5.1 below). However, the large deviation principle obtained is nonuniform with respect to conditioning on $\mathcal{M}(0)$, even if $d = 1$.

**Theorem 2.1.** Let $\mathcal{E}$ be a compact metric space. Suppose $\{X_n\}_{n \in \mathbb{Z}^d}$ is defined by (1.2) and such that $C(\pi)$ separates points of $\mathcal{F}(E)$. Suppose
furthermore that (for this $\pi$) we have

$$\lim_{L \to \infty} \liminf_{n \to \infty} \left( \tau_n^L(n) \right)^{1/r} = 1. \tag{2.1}$$

Then family (1.3) of empirical fields $(\mu_n)$ satisfies the large deviation principle with the rate function $\mathfrak{I}(\cdot)$ determined by

$$\mathfrak{I}(p) = \sup \{ p(F) - \mathbb{I}(F) : F \in \mathfrak{C}_S(\pi) \}, \quad p \in \mathfrak{C}(\mathbb{E}), \tag{2.2}$$

where $\mathbb{I}(F) = \lim_{n \to \infty} n^{-d} \log \mathbb{E} [ \exp (n^d \mu_n(F)) ]$; the last limit exists and is finite.

In our next result the compactness assumption is replaced by the requirement that $\psi_n^+(1) < \infty$ for some $N \geq 1$; to this end we need a stronger separation notion.

**Definition.** We say that a continuous mapping $\pi : \mathbb{E} \to \mathbb{F}$ strongly separates points of $\mathbb{E}$, if for each $\varepsilon > 0$ there are $x = x(\varepsilon) \in Z^d$ and $\delta > 0$ such that if $d_\varepsilon(x, y) > \varepsilon$, then $d_\varepsilon(\pi \circ S^k x, \pi \circ S^k y) > \delta$.

Clearly, if $\pi : \mathbb{E} \to \mathbb{F}$ strongly separates points of a Polish space $\mathbb{E}$, then $\mathfrak{C}_S(\pi)$ separates points of $\mathfrak{C}(\mathbb{E})$. Strong separation is a joint property of $\pi, S$ and is satisfied, for example, if $\mathbb{E} = \mathbb{R}^d$ with shifts along coordinates; here $\pi$ is a projection on the $0$th coordinate and the metric is defined by

$$d_\varepsilon(x, y) = \sum_{k \in Z^d} 2^{-|k|} d_\varepsilon(\pi \circ S^k x, \pi \circ S^k y),$$

where $2^{-|k|} = 2^{-|k(1)| \cdots |k(d)|}$ and $d_\varepsilon(\cdot, \cdot)$ is a bounded metric on $\mathbb{F}$.

**Theorem 2.2.** Let $\mathbb{E}$ be a Polish space. Suppose $(X_x)_{x \in Z^d}$ is defined by (1.2) and that $\pi$ strongly separates points of $\mathbb{E}$. Suppose furthermore that $\psi_n^+(1) < \infty$ for some $N \geq 1$ and that (2.1) holds. Then family (1.3) of empirical fields $(\mu_n)$ satisfies the large deviation principle with the rate function $\mathfrak{I}(\cdot)$ determined by (2.2).

The next result complements Olla (1987) and Orey and Pelikan (1988); we consider $d \geq 1$ and we also do not use the continuity of conditional distributions. The latter generalizes Ellis (1988), Remark 2.1, to non-Markovian situations and multidimensional index set. The result is stated and proved for product space $\mathbb{E} = \mathbb{R}^d$ only; this product representation is used in Lemma 4.1 below only.

**Theorem 2.3.** Suppose $\mathbb{E} = \mathbb{R}^d$, where $\mathbb{F}$ is a Polish space and $d \geq 1$. Let $\pi$ be the projection on the $0$th coordinate. Assume $P \in \mathfrak{P}_S(\mathbb{E})$ is such that (2.1) holds and

$$\lim_{L \to \infty} \limsup_{n \to \infty} \left( \psi_n^+(n) \right)^{1/n^d} = 1. \tag{2.3}$$
Then (1.3) defines measures \( \{\mu_n\} \) satisfying the large deviation principle with the rate function \( I: \mathcal{P}(\Omega) \to [0, \infty] \) given by

\[
I(p) = \infty, \quad \text{if } p \in \mathcal{P}_b(\Omega),
\]

\[
I(p) = \infty,
\]

if there is \( n \geq 1 \) such that \( p_{|\mathcal{F}_n} \) is not absolutely continuous with respect to \( P_{|\mathcal{F}_n} \):

\[
I(p) = \lim_{n \to \infty} n^{-d} \int_{\Omega} f_n(x) \log f_n(x) \, dP(x),
\]

if \( p \in \mathcal{P}_b(\Omega), p_{|\mathcal{F}_n} \) is absolutely continuous with respect to \( P_{|\mathcal{F}_n} \) for all \( n \geq 1 \) and \( f_n = dP_{p_{|\mathcal{F}_n}}/dP_{|\mathcal{F}_n} \).

In particular, the proof shows that the limit on the right-hand side of (2.6) exists, possibly being \( \infty \). Theorems 2.1 and 2.2 are proved in Section 3. Theorem 2.3 is proved in Section 4. Below we state corollaries which illustrate the applicability of our theorems to some recent large deviation results. The following corollary of Theorem 2.1 gives the "nonuniform" large deviation principle for Markov chains. The same result also follows from de Acosta (1990), Section 5 (after dropping the Feller property in the assumption of his theorem 5.3) [see also Jain (1990)]; for a noncompact state space additional assumptions seem to be needed.

**Corollary 2.1.** Suppose \( P_n(x, dy) \) is the family of n-step transition probability measures of a time-homogeneous and stationary Markov chain \( (Y_n)_{n \geq 0} \) with a compact state space \( \Omega \) and with invariant initial distribution \( p \in \mathcal{P}(\Omega) \). If for some \( N \geq 1, C < \infty \),

\[
p(A) \leq C \sum_{k=1}^{N} P_k(x, A)
\]

for each \( A \in \mathcal{B}(\Omega), x \in \Omega \), then the family of empirical fields \( \{\mu_n\} \) defined on \( \mathcal{F}^n \) by

\[
\mu_n = n^{-1} \sum_{k=1}^{n} \delta_{Y_{k+1} \in A} \in \mathcal{F}^n
\]

satisfies the large deviation principle.

**Proof.** Extend \( (Y_n)_{n \geq 0} \) to \( (Y_n)_{n \in \mathbb{Z}} \). By (5.3) in Appendix A we have \( 1 \geq \tau^{-}_L(n) \geq \tau^{-}_N(n) \geq (CN)^{-1} \) for each \( L \geq N, n \geq 1 \). Hence \( \lim_{n \to \infty} (\tau^{-}_L(n))^{1/n} = 1 \) for each \( L \geq N \) and (2.1) holds. The corollary follows from Theorem 2.1 by the contraction principle. \( \Box \)

The following corollary of Theorem 2.2 is known in the uniform (i.e., stronger) version [see Deuschel and Stroock (1989), 4.4.12; see also Ellis and Wayne (1989) and de Acosta (1990), Section 5]. While there is no major
difficulty in extending our proof to arbitrary initial probability distributions, in order to make the conclusion hold uniformly over the initial points, revisions in condition (7.1) below would be needed.

**Corollary 2.2.** Suppose \( P_n(x, dy) \) is the family of \( n \)-step transition probability measures of a time-homogeneous and stationary Markov chain \( \{Y_n\}_{n \geq 0} \) with a Polish state space \( \mathbb{F} \). If there are \( C < \infty \) and \( N, M \geq 1 \) such that for each \( A \in \mathcal{B}_\mathbb{F}, \ x \in \mathbb{F}, \ y \in \mathbb{F} \),

\[
P_M(x, A) \leq C \sum_{k=1}^{N} P_k(y, A),
\]

then empirical measures \( \{\mu_n\} \) defined on \( (\mathbb{R}^n, \mathcal{B}) \) by (2.8) satisfy the large deviation principle.

**Proof.** Extend \( \{Y_n\}_{n \geq 0} \) to \( \{Y_n\}_{n \in \mathbb{Z}} \). By (5.4) and (5.5) (see Appendix A) we have \( \psi^y_m(n) \leq a_n < \infty \) and \( \tau^y_m(n) \geq b > 0 \), \( \forall \ n \geq 1 \), for some constants \( a, b \).

Hence \( \psi^y_m(1) < \infty \) and \( \lim_{n \to \infty} (\tau^y_m(n))^{1/n} = 1 \) for each \( L \geq N \). The result follows from Theorem 2.2 by the contraction principle. \( \Box \)

The following corollary gives a non-Markovian application of Theorem 2.2, and also illustrates the importance of allowing a multidimensional index set. The result is known [see Comets (1986) for a different proof; Föllmer and Orey (1988) and Olla (1988) have similar results under an additional compactness assumption. Our proof is based on Theorem 6.1 in Appendix B; the latter might be of independent interest [compare Bowen (1975), Proposition 1.14].

**Corollary 2.3.** Suppose \( \{Y_{z} \}_{z \in \mathbb{Z}^d} \) is a stationary Gibbs field with a countable state space \( \mathbb{F} \) and stationary summable interaction potential [as defined by (6.2) in Appendix B]. Then empirical fields \( \{\mu_n\} \), defined on \( E = \mathbb{R}^{\mathbb{Z}^d} \) by (1.3) with \( (X_z) = (Y_{z+z})_{z \in \mathbb{Z}^d} \), satisfy the large deviation principle.

**Proof.** The result follows directly from Theorem 2.2 which can be applied by Theorem 6.1 in Appendix B. \( \Box \)

3. Proof of the large deviation principle. Let \( F_1, F_2, \ldots, F_k \in \mathcal{C}_d(\pi) \) and define \( \Phi: \mathcal{P}(E) \to \mathbb{R} \) by

\[
\Phi(p) = p(F_1) \wedge \cdots \wedge p(F_k).
\]

Denote by \( \text{Concave} \) the set of all functions \( \Phi \) defined by (3.1), \( k = 1, 2, \ldots \).

The plan of the proof is as follows: In Claim I we show that the distributions of the sequence \( \{\mu_n\} \) admit an asymptotic value over \( \text{Concave} \) [for the definition see (3.2) or (7.1) below]; in Claim II we show that the rate function is convex; in Claim III we verify exponential tightness (for the definition see Appendix C). The result will then follow as an application of Theorem 7.1.
CLAIM I. If $E$ is a Polish space and (2.1) holds, then the asymptotic value

$$\Lambda(\Phi) := \lim_{n \to \infty} n^{-d} \log E\left\{ \exp \left( \min_{z \in \mathcal{G}_n} \sum_i F_i(X_z) \right) \right\}$$

exists and is a finite number for each choice of $F_1, \ldots, F_k \in \mathbf{C}_b(\pi)$, $k \geq 1$.

Note that $\Lambda(\Phi) = \lim_{n \to \infty} n^{-d} \log E(\exp n^d \Phi(\mu_n))$ indeed depends on $\Phi$ only, and (3.2) is consistent with (7.1). Define

$$M(n) = \text{ess inf} E^{\mathcal{A}(0)} \left\{ \exp \left( \min_{z \in \mathcal{G}_n} \sum_i F_i(X_z) \right) \right\}, \quad n \in \mathbb{N}.$$  

By $\mathbf{C}_b(\pi)$ we denote the subset of $\mathbf{C}_b(\pi)$ consisting of those functions $F$ which can be written using (1.1) with $z(1), \ldots, z(k) \in \{z: \max_{1 \leq i \leq d} z_i \leq 0\}$.

The proof of Claim I consists of a series of lemmas. The first three lemmas prove that $\lim_{n \to \infty} n^{-d} \log M(n)$ exists, if $F_k \in \mathbf{C}_b(\pi)$, $k \geq 1$. The last two lemmas show that the limit gives indeed what is needed, namely $\Lambda(\Phi)$.

The lemmas will also be used in Section 4, where bounded measurable functions are considered; therefore, we give a more general statement than what is needed here. Let $\mathbf{M}_b(\pi)$ denote the family of bounded measurable functions on $(\pi, \mathcal{B})$. In analogy with our notation for the continuous functions, we denote by $\mathbf{M}_b(\pi)$ the set of all bounded functions that are measurable with respect to the $\sigma$-field $\mathcal{A}(N) \cap \mathcal{F}(-N)$ for some large enough $N$, $\mathbf{M}_b(\pi)$ is defined as the set of all $\sigma(\mathbf{C}_b(\pi))$-measurable elements of $\mathbf{M}_b(\pi)$.

LEMMA 3.1. If $F_1, \ldots, F_k, G_1, \ldots, G_k \in \mathbf{M}_b(\pi)$, then for each $m \in \mathbb{N}^d$ and all finite sets $\mathcal{Q}, \mathcal{V} \subset \mathbb{Z}^d$ such that $\mathcal{Q} \subset \{z: \min_{1 \leq i \leq d} (z(i) - m(i)) \leq 0\}$, $\mathcal{V} \subset \{z: \min_{1 \leq i \leq d} (z(i) - m(i)) \geq 1\}$ we have

$$\text{ess inf} E^{\mathcal{A}(0)} \left\{ \exp \left( \min_{1 \leq i \leq k} \sum_{z \in \mathcal{Q}} F_i(X_z) + \min_{1 \leq i \leq k} \sum_{z \in \mathcal{V}} G_i(X_z) \right) \right\}$$

$$\geq \text{ess inf} E^{\mathcal{A}(0)} \left\{ \exp \left( \min_{1 \leq i \leq k} \sum_{z \in \mathcal{Q}} F_i(X_z) \right) \right\}$$

$$\times \text{ess inf} E^{\mathcal{A}(0)} \left\{ \exp \left( \min_{1 \leq i \leq k} \sum_{z \in \mathcal{V} - m} G_i(X_z) \right) \right\}.$$

PROOF. For $m \in \mathbb{Z}^d$ put $\mathcal{A}_m = S^{-m}(\mathcal{A}(0))$. Clearly,

$$E^{\mathcal{A}(0)} \left\{ \exp \left( \min_{i \in \mathcal{Q}} \sum_{z \in \mathcal{Q}} F_i(X_z) + \min_{i \in \mathcal{V}} \sum_{z \in \mathcal{V}} G_i(X_z) \right) \right\}$$

$$= E^{\mathcal{A}(0)} \left\{ \exp \left( \min_{i \in \mathcal{Q}} \sum_{z \in \mathcal{Q}} F_i(X_z) \right) E^{\mathcal{A}_m} \left\{ \exp \left( \min_{i \in \mathcal{V}} \sum_{z \in \mathcal{V}} G_i(X_z) \right) \right\} \right\};$$

this follows from the assumption that $F_1, \ldots, F_k \in \mathbf{M}_b(\pi)$, so that
\[ \min_i \sum_{z \in \mathcal{Z}} F_i(X_z) \text{ is } \mathcal{M}_m \text{-measurable. Therefore,} \]
\[ E^{\mathcal{X}(0)} \left\{ \exp \left( \min_i \sum_{z \in \mathcal{Z}} F_i(X_z) + \min_i \sum_{z \in \mathcal{Z}} G_i(X_z) \right) \right\} \]
\[ \geq E^{\mathcal{X}(0)} \left\{ \exp \left( \min_i \sum_{z \in \mathcal{Z}} F_i(X_z) \right) \right\} \inf E^{\mathcal{X}_m} \left\{ \exp \left( \min_i \sum_{z \in \mathcal{Z}} G_i(X_z) \right) \right\} \]
\[ = \inf E^{\mathcal{X}(0)} \left\{ \exp \left( \min_i \sum_{z \in \mathcal{Z}} G_i(X_z) \right) \right\} E^{\mathcal{X}(0)} \left\{ \exp \left( \min_i \sum_{z \in \mathcal{Z}} F_i(X_z) \right) \right\} \]

and taking the essential infimum ends the proof. □

**Lemma 3.2.** If \( F_1, \ldots, F_k \in \mathbb{M}_b(\pi) \) and \( M(n) \) is defined by (3.3), then
\[ M(kn) \geq (M(n))^{k^d} \text{ for each } k, n \geq 1. \]

**Proof.** Write \( \mathcal{S}_{k,n} = \bigcup_{0 \leq i_1 \leq m_1, \ldots, 0 \leq i_d \leq m_d} (n(i) + \mathcal{S}_n) \) as the union of \( k^d \) disjoint translations of cubes \( \mathcal{S}_n \). The result follows from Lemma 3.1 applied \( k^d \) times to the finite sets \( \mathcal{S}_{m} = \bigcup_{1 \leq i_1 \leq m_1, \ldots, 1 \leq i_d \leq m_d} (n(i-1) + \mathcal{S}_n) \) and \( \mathcal{Y}_{m} = \mathcal{S}_n + \mathcal{S}_m \) [with the appropriate choices of \( m, 1 = (1, \ldots, 1) \)]. Indeed,
\[ \min_{1 \leq j \leq k} \sum_{z \in \mathcal{S}_{k,n} \cup \mathcal{Y}_m} F_j(X_z) \geq \min_{1 \leq j \leq k} \sum_{z \in \mathcal{S}_m} F_j(X_z) + \min_{1 \leq j \leq k} \sum_{z \in \mathcal{Y}_m} F_j(X_z), \]
and Lemma 3.1 applies. □

**Lemma 3.3.** If \( F_1, \ldots, F_k \in \mathbb{M}_b(\pi) \) and \( M(n) \) is defined by (3.3), then
\[ n^{-d} \log M(n) \to \sup_m m^{-d} \log M(m) \text{ as } n \to \infty. \]

In particular, \( \lim_{n \to \infty} n^{-d} \log M(n) \) exists.

**Proof.** For \( d = 1 \) this is a well-known consequence of Lemma 3.2 [see, e.g., Dunford and Schwartz (1968), 8.1.1]. Case \( d > 1 \) is handled similarly. □

**Lemma 3.4.** If \( F_1, \ldots, F_k \in \mathbb{M}_b(\pi) \), then
\[ n^{-d} \left( \log E \left\{ \exp \left( \min_{1 \leq i \leq k} \sum_{z \in \mathcal{S}_n} F_i(X_z) \right) \right\} - \log M(n) \right) \to 0 \text{ as } n \to \infty. \]

**Proof.** Since trivially \( M(n) \leq E(\exp(\min_i \sum_{z \in \mathcal{S}_n} F_i(X_z))) \), we need only to show that
\[ \liminf_{n \to \infty} \left( M(n) / E \left( \exp \left( \min_{i} \sum_{z \in \mathcal{S}_n} F_i(X_z) \right) \right) \right)^{1/n^d} \geq 1. \]

Take \( n, N \in \mathbb{N} \). Since \( F_1, \ldots, F_k \in \mathbb{M}_b(\pi) \), increasing \( N \) if necessary, we
may assume that each $F_i(X_{x})$ is $\mathcal{F}(\cdot \cdot \cdot N)$-measurable, $1 \leq i \leq k$. Write $N = (N, \ldots, N) \in \mathbb{N}^d$. Clearly, for each $n > 2N$ we have
\[
\min_i \sum_{z \in \mathcal{D}_n} F_i(X_{z}) \geq -(n^d - (n - 2N)^d) \max_i \|F_i\|_\infty + \max_i \min_{r \in \mathcal{D}_n} \sum_{z \in 2N - r + \mathcal{D}_{n-2N}} F_i(X_{z}).
\]
Therefore, taking stationarity into account, we get
\[
M(n) \geq e^{C_N(n)} \mathbb{E} \left[ \sum_{z \in \mathcal{D}_n} F_i(X_{z}) \right] \geq e^{C_N(n)} N^{-d} \mathbb{E} \left[ \sum_{z \in \mathcal{D}_n} \exp \left( \min_i \sum_{z \in 2N - r + \mathcal{D}_{n-2N}} F_i(X_{z}) \right) \right],
\]
where $C_N(n) = -(n^d - (n - 2N)^d) \max_i \|F_i\|_\infty$. Since, by our choice of $N$, $\min_i \sum_{z \in 2N + \mathcal{D}_{n-2N}} F_i(X_{z})$ is $\mathcal{F}(\cdot \cdot \cdot N)$-measurable, by (5.2) we obtain
\[
(3.4) \quad M(n) \geq e^{C_N(n) N^{-d}} \mathbb{E} \left[ \sum_{z \in \mathcal{D}_n} F_i(X_{z}) \right].
\]
Trivially, we have again
\[
\min_i \sum_{z \in \mathcal{D}_{n-2N}} F_i(X_{z}) \geq -(n^d - (n - 2N)^d) \max_i \|F_i\|_\infty + \min_i \sum_{z \in \mathcal{D}_n} F_i(X_{z}),
\]
which together with (3.4) implies
\[
(3.5) \quad M(n) \geq e^{2C_N(n) \tau_{\infty}} \mathbb{E} \left[ \sum_{z \in \mathcal{D}_n} F_i(X_{z}) \right].
\]
Since $C_N(n)/n^d \to 0$ as $n \to \infty$ and $\lim \inf_{n \to \infty} (\tau_{\infty}(n))^{1/n^d} = 1 - \varepsilon_N$, therefore
\[
\lim \inf_{n \to \infty} \left( M(n)/\mathbb{E} \left[ \sum_{z \in \mathcal{D}_n} F_i(X_{z}) \right] \right)^{1/n^d} \geq 1 - \varepsilon_N
\]
and the proof is completed, as $\varepsilon_N$ can be taken arbitrarily close to 0 [see (2.1)].

Proof of Claim I. Let $F_1, \ldots, F_k \in \mathcal{C}_k(\pi)$ be fixed. By stationarity,
\[
\mathbb{E} \left[ \sum_{z \in \mathcal{D}_n} F_i(X_{z}) \right] = \mathbb{E} \left[ \sum_{z \in \mathcal{D}_n} G_i(X_{z}) \right],
\]

where $G_i(x) = F_i(S^{-N}x)$ for some $N = (N, \ldots, N) \in \mathbb{N}^d$. Taking $N$ large enough, we may ensure that $G_1, \ldots, G_k \in C_b(\pi)$; therefore, by Lemmas 3.4 and 3.3 the sequence $n^{-d} \log E[\exp(\min_{i} \sum_{z \in \mathcal{E}_n} G_i(x_z))], n \geq 1$, converges as $n \to \infty$. Moreover, since $|n^{-d} \log E[\exp(\min_{i} \sum_{z \in \mathcal{E}_n} F_i(x_z))]| \leq \max |F_i|_{\infty}$ for each $n$, therefore the limit is a finite number. \hfill \Box

**Claim II.** If $\mathcal{E}$ is a Polish space and (2.1) holds, then $I_0(\cdot)$ defined by

$$I_0(p) = \sup \{ \Phi(p) - \mathbb{L}(\Phi) : \Phi \in \text{Concave} \}$$

is a convex function. [Recall that $\Phi(p) = \min_{i} f(F_i(x)) d \mu(x)$; see (3.1).]

We shall need two auxiliary observations.

**Lemma 3.5.** Fix $q_1, q_2 \in \mathcal{P}(\mathcal{E})$. For each $\Phi \in \text{Concave}$ there are $\Phi_1, \Phi_2 \in \text{Concave}$ such that

$$\Phi(\frac{1}{2}(p_1 + p_2)) \geq \frac{1}{2} \Phi(p_1) + \frac{1}{2} \Phi(p_2) \quad \text{for all } p_1, p_2 \in \mathcal{P}(\mathcal{E}),$$

(3.6)

$$\Phi(\frac{1}{2}(q_1 + q_2)) = \Phi(q_1) = \Phi(q_2).$$

(3.7)

**Proof.** Let $F_1, \ldots, F_k$ represent $\Phi$ [see (3.1)]. Define

$$G_i(x) = F_i(x) + \frac{1}{2}(q_2(F_i) - q_1(F_i)),$$

$$H_i(x) = F_i(x) + \frac{1}{2}(q_1(F_i) - q_2(F_i)), \quad 1 \leq i \leq k.$$

Obviously, $G_1, G_2, \ldots, G_k, H_1, H_2, \ldots, H_k \in C_b(\pi)$. Let $\Phi_1$ be determined by (3.1) with functions $\{G_i\}$ and let $\Phi_2$ be determined by (3.1) with functions $\{H_i\}$. Then it is easy to check that both (3.6) and (3.7) hold. Indeed, we have

$$\Phi(p_1 + p_2) = (p_1 + p_2)(F_1) \wedge \cdots \wedge (p_1 + p_2)(F_k) \geq p_1(F_1) \wedge \cdots \wedge p_1(F_k) + p_2(F_1) \wedge \cdots \wedge p_2(F_k) = \Phi_1(F_1) + \Phi_2(F_2),$$

which proves (3.6). Equality (3.7) is trivial, as $q_1(G_i) = q_2(H_i) = \frac{1}{2}(q_1 + q_2)(F_i)$ for each $1 \leq i \leq k$. \hfill \Box

**Lemma 3.6.** Suppose $\Phi, \Phi_1, \Phi_2 \in \text{Concave}$ are the concave functions from the conclusion of Lemma 3.5 and assume that (2.1) holds. Then

$$\mathbb{L}(\Phi) \geq \frac{1}{2}(\mathbb{L}(\Phi_1) + \mathbb{L}(\Phi_2)).$$

**Proof.** Write $\Phi = \Phi_0$ for the next line only. By the proof of Claim I we have

$$\mathbb{L}(\Phi_r) = \lim_{n \to \infty} (2n)^{-d} \log \inf E[\exp \left( \frac{1}{2} \sum_{z \in \mathcal{E}_n} \delta_{X_{z-n}} \right) \left( \Phi_r \left( \sum_{z \in \mathcal{E}_n} \delta_{X_{z-n}} \right) \right)], \quad r = 0, 1, 2,$$
for some $N = (N_1, \ldots, N_d) \in \mathbb{N}^d$. By (3.6), multiplied by $2^d n^d$, we have

$$
\Phi \left( \sum_{z \in \mathcal{A}_{2n}} \delta_{X_z-N} \right) \geq \Phi_1 \left( \sum_{a} \sum_{z \in a + \mathcal{A}_n} \delta_{X_z-N} \right) + \Phi_2 \left( \sum_{b} \sum_{z \in b + \mathcal{A}_n} \delta_{X_z-N} \right),
$$

where $a \in \{(0, k_1, \ldots, k_{d-1}) : k_i = 0 \text{ or } k_i = n, 1 \leq i \leq d-1\}$, $b \in \{(n, k_1, \ldots, k_{d-1}) : k_i = 0 \text{ or } k_i = n, 1 \leq i \leq d-1\}$, that is, we split the sum over $\mathcal{A}_{2n}$ into the sum over $2^d$ disjoint translations of $\mathcal{A}_n$, half of them being assigned to $\Phi_1$ and another half to $\Phi_2$ (clearly, the particular form of the partition given above is of no importance). Therefore,

$$
\text{ess inf } E^{\mathcal{A}(0)} \left[ \exp \left( \Phi \left( \sum_{z \in \mathcal{A}_{2n}} \delta_{X_z-N} \right) \right) \right] \\
\geq \text{ess inf } E^{\mathcal{A}(0)} \left[ \exp \left( \min_i \left( \sum_{a} \sum_{z \in a + \mathcal{A}_n} G_i(X_{z-N}) \right) \right) \\
+ \min_i \left( \sum_{b} \sum_{z \in b + \mathcal{A}_n} H_i(X_{z-N}) \right) \right],
$$

where $G_i$ and $H_i$, $1 \leq i \leq k$, represent $\Phi_1$ and $\Phi_2$ respectively [see (3.1)].

Using Lemma 3.1 $2^d$ times, we get by stationarity that

$$
\log \text{ess inf } E^{\mathcal{A}(0)} \left[ \exp \left( \Phi \left( \sum_{z \in \mathcal{A}_{2n}} \delta_{X_z-N} \right) \right) \right] \\
\geq 2^{d-1} \log \text{ess inf } E^{\mathcal{A}(0)} \left[ \exp \left( \Phi_1 \left( \sum_{z \in \mathcal{A}_n} \delta_{X_z-N} \right) \right) \right] \\
+ 2^{d-1} \log \text{ess inf } E^{\mathcal{A}(0)} \left[ \exp \left( \Phi_2 \left( \sum_{z \in \mathcal{A}_n} \delta_{X_z-N} \right) \right) \right].
$$

Dividing by $2^d n^d$ and passing to the limit as $n \to \infty$, we end the proof. □

**Proof of Claim II.** To prove the convexity of a lower semicontinuous function $I_0(\cdot)$, it is enough to show that

$$
I_0\left(\frac{1}{2}(q_1 + q_2)\right) \leq \frac{1}{2}(I_0(q_1) + I_0(q_2)) \quad \text{for all } q_1, q_2 \in \mathcal{P}(\mathbb{E})
$$

[see, e.g., Stroock (1984), page 39]. Fix $q_1, q_2 \in \mathcal{P}(\mathbb{E})$ and $\Phi \in \text{Concave}$. From Lemmas 3.5 and 3.6 we have

$$
\Phi\left(\frac{1}{2}(q_1 + q_2)\right) - I_0(\Phi) \leq \frac{1}{2}(\Phi_1(q_1) + \Phi_2(q_2)) - \frac{1}{2}(I_0(q_1) + I_0(q_2)) \leq \frac{1}{2}(I_0(q_1) + I_0(q_2)).
$$

Since $\Phi \in \text{Concave}$ was arbitrary, taking the supremum over all $\Phi$ ends the proof of (3.8). □
CLAIM III. If $E$ is a Polish space, $\pi$ strongly separates points of $E$ and $\psi_N^x(1) < \infty$ for some $N \geq 1$, then (1.3) defines an exponentially tight family $(\nu_n)_{n \geq 1}$ of $P(E)$-valued random variables.

We shall first establish a simpler implication.

**Lemma 3.7.** If $E$ is a Polish space and $\psi_N^x(1) < \infty$ for some $N \geq 1$, then $P(E)$-valued random variables $(\nu_n)_{n \geq 1}$, defined by

$$\nu_n = n^{-d} \sum_{z \in \mathcal{D}_n} \delta_{\pi(x_z)},$$

are exponentially tight.

PROOF. Let $\mathcal{D}(E)$ denote the set of all nonnegative countably additive measures $m$ on $(E, \mathcal{B})$ such that $m(E) \leq 1$; $\mathcal{D}(E)$ is equipped with the weak topology. Clearly, $\nu_n \in \mathcal{D}(E)$ with $P$-probability 1 for each $n \geq 1$; furthermore, $\mathcal{D}(E) \subset \mathcal{D}(F)$ is a closed subset. Therefore, it is enough to prove that $(\nu_n)$ is exponentially tight as a $\mathcal{D}(F)$-valued sequence of random variables.

Since $\mathcal{D}(F)$ is a Polish space and $\mathcal{D}(F)$ is a positively balanced and bounded subset of the vector space $\mathcal{V}$ of all signed measures on $(F, \mathcal{B})$ with the topology of weak convergence, therefore by de Acosta (1985), Theorem 3.1 [see also Bretagnolle (1979), Proposition 3.4], there exists a semi-norm $q: \mathcal{D}(F) \to \mathbb{R}$ such that $q^{-1}[0, 1]$ is compact in $\mathcal{D}(F)$, convex and

$$E\left[\exp q(\delta_{\pi(x_z)})\right] < \infty.$$

We shall show that

$$(3.9) \quad \sup_n E\left[\exp(\sum_{z \in \mathcal{D}_n} q(\delta_{\pi(x_z)}))\right]^{1/n^d} < \infty.$$  

This implies exponential tightness [see, e.g., Stroock (1984), Corollary 3.27]. It is enough to consider $n > N$ only. Denote $Y_n = \pi(X_n)$. Let $k = \lfloor n/N \rfloor$. We have

$$E\left[\exp(\sum_{z \in \mathcal{D}_n} q(\delta_{\pi(x_z)}))\right] \leq E\left[\exp\left(\sum_{j=0}^{k-1} q(\delta_{\pi(x_{Nn+j})})\right)\right].$$

Hölder's inequality, stationarity and (5.1) consecutively applied give

$$E\left[\exp(\sum_{j=0}^{k-1} q(\delta_{\pi(x_{Nn+j})}))\right] \leq (\psi_N^x(1))^{kd} \left(E\left[\exp(q(\delta_{\pi(x)}))\right]\right)^{kd}.$$

Since $k/n \leq 1$, this establishes (3.9) and ends the proof. $\square$
Proof of Claim III. Denote \(2^{-|k|} = 2^{-|k^1|} \cdots - |k^d|}, \(k \in \mathbb{Z}^d\). By Lemma 3.7 and stationarity, for each \(z \in \mathbb{Z}^d\) and each \(L > 0\) there is a compact set \(K_z \subset \mathcal{P}(\mathbb{F})\) such that

\[
P(\pi \circ \mathcal{S}^z(\mu_n) \notin K_z) \leq 2^{-|z|d} e^{-L_n},
\]

where \(\pi \circ \mathcal{S}^z(\cdot)\): \(\mathcal{P}(\mathbb{E}) \rightarrow \mathcal{P}(\mathbb{F})\) is defined by \(\pi \circ \mathcal{S}^z(p)(A) = p(\mathcal{S}^{-z}(\pi^{-1}(A)))\). Define \(K_n \in \mathcal{P}(\mathbb{E})\) by \(K_n = \bigcap_{z \in \mathbb{Z}^d} \{p \in \mathcal{P}(\mathbb{E}) : \pi \circ \mathcal{S}^z(p) \in K_z\}\). Then \(K_n\) is closed (as an intersection of closed sets) and \(P(\mu_n \notin K_n) \leq \sum_{z \in \mathbb{Z}^d} P(\pi \circ \mathcal{S}^z(\mu_n) \notin K_z) \leq \sum_{z} 2^{-|z|d} e^{-L_n} = e^{-L_n}\). To check that \(K_n\) is compact, one needs only to verify that \(K_n\) is a tight set of measures. This follows from the fact that \(\pi \circ \mathcal{S}^z(K_n)\) are tight sets of measures and \(\pi\) strongly separates points of \(\mathbb{E}\). Strong separation implies that if \(C_n \subset \mathbb{F}\), \(z \in \mathbb{Z}^d\), are compact sets, then \(C = \bigcap_{z \in \mathbb{Z}^d} \mathcal{S}^{-z} \circ \pi^{-1}(C_n)\) is a compact subset of \(\mathbb{E}\). Indeed, if \(\{x_{n}^z\} \subset C\), then one can select a subsequence \(n'\) such that \(\pi \circ \mathcal{S}^z(x_{n'})\) converges in \(\mathbb{F}\) for each \(z \in \mathbb{Z}^d\). This subsequence \(\{x_{n'}\}\) has to converge in \(\mathbb{E}\), too. For if not, then by strong separation \(d_{\mathbb{F}}(x_{n}, x_{n'}) > \varepsilon\) for some \(\varepsilon > 0\) and all \(n, m\) in our subsequence. Hence \(d_{\mathbb{F}}(\pi \circ \mathcal{S}^z(x_{n}), \pi \circ \mathcal{S}^z(x_{n'})) > \delta > 0\) for some \(z\), which is impossible. □

Proof of Theorems 2.1 and 2.2. We apply Theorem 7.1 to the closed and convex subset \(\mathbb{K} = \mathcal{P}(\mathbb{F})\) of the locally convex Hausdorff topological vector space \(\mathbb{V}\) of all signed measures on \(\mathbb{F}\), with the topology of weak convergence. We take \(\mathcal{S} - \{1, 2^d, 3^d, \ldots\}\) and \(\Lambda = \mathcal{C}_\mathcal{S}(\pi)\) is considered as a subset of \(\mathbb{V}^*\), with the usual identification of the bounded continuous functions \(F \in \mathbb{C}_\mathcal{S}(\pi)\) as the bounded linear functionals, which act on \(\mathbb{V} \ni \mu\) by \(\int \mathcal{S}F d\mu\). Clearly, \(\mathcal{S} = \text{Concave}\). By assumption \(\mathcal{C}_\mathcal{S}(\pi)\) separates points of \(\mathbb{F}\). By Claims I and III, the large deviation principle under the assumptions of either Theorem 2.1 or 2.2 follows from Theorem 7.1 below; clearly, Claim III is not needed in the proof of Theorem 2.1. Formula (2.2) is a variant of (7.3) and holds true by Claim II. □

4. Rate function identification. Throughout this section all the assumptions of Theorem 2.3 are supposed to hold even if not written explicitly. Since by Theorem 2.2 the large deviation principle holds, it remains only to show that formulas (2.4)–(2.6) hold. The idea of the proof is to check that particular functions (logarithms of the conditional densities) are among the functions at which the maximum of the expression on the right-hand side of (2.2) is attained. However, one needs to write (2.2) with noncontinuous functions allowed; this is accomplished in lemmas below.

The first lemma takes care of (2.4).

Lemma 4.1. \(I(p) = \infty\) for \(p \notin \mathcal{P}_\mathcal{S}(\mathbb{E})\).

The proof is similar to Orey and Pelikan (1988), page 1487, and is omitted. For bounded measurable \(F\) define

\[
L_n(F) = n^{-d} \log E\{\exp(n^d \mu_n(F))\}.
\]
Clearly, \( L(F) = \lim_{n \to \infty} L_n(F) \), provided that the asymptotic value \( L(F) \) exists; the proof of Claim I shows in particular that \( L(F) \) exists if \( F \in \mathcal{M}_b(\pi) \).

**Lemma 4.2.** If \( F \in \mathcal{M}_b(\pi) \), then for all \( n \in \mathbb{N} \) and all \( L \geq 1 \) large enough,

\[
\pi_n(F) - n^{-d} \log E^{\mathcal{G}(0)}[\exp(n^d \mu_n(F))] \leq 4\left(1 - (1 - 2L/n)^d\right)\|F\|_{\infty} + n^{-d} \log(\psi_L^n(n)) - n^{-d} \log(\pi_L^n(n)),
\]

\( P \)-almost surely.

**Proof.** By (3.5), we need only to establish the following upper bound:

\[
\log(\text{ess sup } E^{\mathcal{G}(0)}[\exp(n^d \mu_n(F))]) \leq \log\left( E[\exp(n^d \mu_n(F))] \right) + 2(n^d - (n - 2L)^d)\|F\|_{\infty} + \log(\psi_L^n(n)) \quad \text{a.s.}
\]

To prove (4.2), let \( L = (L, \ldots, L) \), where \( L \geq 0 \) is such that \( \sum_{z \in L_n, \ell_n = L} F(X_z) \) is \( \mathcal{F}(1) \)-measurable. Observe that as in the proof of Lemma 3.4 we have

\[
\sum_{z \in \ell_n} F(X_z) \leq (n^d - (n - 2L)^d)\|F\|_{\infty} + \sum_{z \neq \ell_n} F(X_z) \quad \text{for each } n > L.
\]

Therefore, by stationarity we get

\[
E^{\mathcal{G}(0)}[\exp(n^d \mu_n(F))] \leq e^{C_L(n)}\text{ess sup } E^{\mathcal{G}(L)}\left[ \exp\left( \sum_{z \in L_n, \ell_n = L} F(X_z) \right) \right],
\]

where \( C_L(n) = (n^d - (n - 2L)^d)\|F\|_{\infty} \). Since \( \sum_{z \in L_n, \ell_n = L} F(X_z) \) is \( \mathcal{G}(n) \)-measurable, by (5.1), we obtain

\[
E^{\mathcal{G}(0)}[\exp(n^d \mu_n(F))] \leq e^{C_L(n)}\psi_L^n(n)E\left[ \exp\left( \sum_{z \in \ell_n, \ell_n \neq L} F(X_z) \right) \right].
\]

Trivially, we have again

\[
\sum_{z \in \ell_n, \ell_n \neq L} F(X_z) \leq (n^d - (n - 2L)^d)\|F\|_{\infty} + \sum_{z \in \ell_n} F(X_z).
\]

This together with (4.3) implies

\[
E^{\mathcal{G}(0)}[\exp(n^d \mu_n(F))] \leq e^{2C_L(n)}\psi_L^n(n)E\left[ \exp\left( \sum_{z \in \ell_n} F(X_z) \right) \right],
\]

which proves (4.2). Inequalities (3.5) and (4.2) end the proof of (4.1). \( \square \)
Lemma 4.3. Put $\bar{M}(n) = \text{ess sup } E^{\mu_k(\pi)}(\exp(n^d\mu_k(F)))$. If $F \in \mathcal{M}_b(\pi)$, then

$$\lim_{n \to \infty} n^{-d} \log \bar{M}(n) = \inf_{n \geq 1} n^{-d} \log \bar{M}(n);$$

in particular, the limit exists.

The proof of Lemma 4.4 is essentially a re-run of a portion of the proof of Claim I (see the proof of Lemma 3.3). Observe that $\bar{M}(kn) \leq \bar{M}(n)^{k^d}$, that is, $\log \bar{M}(n)$ is a "subadditive" (and finite) function of $n$ and use this to get (4.4) (compare Lemma 3.2).

The following lemma gives a variant of (2.2) with the supremum over the bounded continuous functions replaced by the supremum over the bounded measurable functions.

Lemma 4.4. If $p \in \mathcal{P}_s(\pi)$, then

$$I(p) = \sup\{p(F) : F \in \mathcal{M}_b(\pi), k(F) < 0\},$$

$$I(p) = \sup\{p(F) - l(F) : F \in \mathcal{M}_b(\pi)\}.$$ 

Proof. If $p \in \mathcal{P}_s(\pi)$, then

$$I(p) = \sup\{p(F) : F \in \mathcal{C}_b(\pi), \|F\| < 0\}.$$ 

Indeed, it is easily seen that stationarity implies $l(F) = l(F + S^k)$ for all $k \in Z^d$; also, if $p \in \mathcal{P}_s(\pi)$, then $p(F) = p(F + S^k)$ for all $k \in Z^d$. Hence from (2.2) we get $I(p) = \sup\{p(F) - l(F) : F \in \mathcal{C}_b(\pi)\}$. To end the proof, notice that since $F - l(F) \in \mathcal{C}_b(\pi)$, we have

$$I(p) = \sup\{p(F) : F \in \mathcal{C}_b(\pi), \|F\| = 0\} \leq \sup\{p(F) : F \in \mathcal{C}_b(\pi), \|F\| \leq 0\}.$$ 

On the other hand, if $l(F) \leq 0$, then obviously $p(F) - l(F) \geq p(F)$, which proves that

$$\sup\{p(F) : F \in \mathcal{C}_b(\pi), l(F) \leq 0\} \leq \sup\{p(F) - l(F) : F \in \mathcal{C}_b(\pi), \|F\| \leq 0\} \leq \sup\{p(F) : F \in \mathcal{C}_b(\pi)\} \leq I(p).$$

Finally, notice that since both $p$ and $l$ as mappings $\mathcal{C}_b \to \mathbb{R}$ are continuous, replacing in (4.7) $l(F) < 0$ by $l(F) \leq 0$ makes no difference.

The argument also shows that taking the supremum in (4.5) over $F \in \mathcal{M}_b(\pi)$ is the same as taking the supremum over $F \in \mathcal{M}_b(\pi)$, provided $p \in \mathcal{P}_s(\pi)$.

Using (4.7) and (2.2), each of the inequalities in (4.5) and (4.6) is obvious. To verify $\geq$, take $F \in \mathcal{M}_b(\pi)$ with $\limsup_{n \to \infty} E(\exp(n^d\mu_n(F)))^{1/n^d} < 1$. 


Then there is $\delta > 0$ and $n_0$ such that

\[
(4.8) \quad \left( E \left\{ \exp \left( n^d \mu_n(F) \right) \right\} \right)^{1/n^d} < e^{-3\delta} \quad \text{for each } n > n_0.
\]

Increasing $n_0$ if necessary, we can also assume that

\[
4(1 - (1 - 2L/n)^d)\|F\|_\infty + n^{-d} \log(\phi_{\tau_n}(n)) \quad \text{for some } L \text{ and each } n > n_0.
\]

Using (4.8) and the Luzin theorem, for each $\varepsilon > 0$ one can find $G_\varepsilon \in C_{b-}(\pi)$ such that

\[
\|G_\varepsilon\|_\infty = \|F\|_\infty, \quad \mathbf{p}(G_\varepsilon) \leq \mathbf{p}(G) + \varepsilon \quad \text{and} \quad \left( E \left\{ \exp \left( n_0^d \mu_{n_0}(G_\varepsilon) \right) \right\} \right)^{1/n_0^d} \leq e^{-2\varepsilon}.
\]

Hence from (4.2) we get

\[
n_0^{-d} \log \left( \text{ess sup} E^{-\phi(0)} \left\{ \exp \left( n_0^d \mu_{n_0}(G_\varepsilon) \right) \right\} \right) \leq -\delta.
\]

By (4.4) the same inequality holds in the limit, that is,

\[
\lim_{n \to \infty} n^{-d} \log \left( \text{ess sup} E^{-\phi(0)} \left\{ \exp \left( n_0^d \mu_{n_0}(G_\varepsilon) \right) \right\} \right) \leq -\delta.
\]

By Lemma 4.2 the limit is $l(G_\varepsilon)$ and hence we have $l(G_\varepsilon) \leq -\delta < 0$. Therefore, (4.7) gives $\mathbf{p}(F) \leq \mathbf{p}(G_\varepsilon) + \varepsilon \leq \mathbf{I}(\mathbf{p}) + \varepsilon$. Since $\varepsilon > 0$ was arbitrary, this proves the "$\geq$" inequality in (4.5). The right-hand side of (4.5) dominates the right-hand side of (4.6); thus (4.6) is established, too. \(\square\)

**Proof of Theorem 2.3.** Lemma 4.1 proves (2.4). Let $\mathbf{p} \in \mathcal{P}(\mathcal{E})$. If there is $n \geq 1$ such that $\mathbf{p}_{\mathcal{E}(n)}$ is not absolutely continuous with respect to $P_{\mathcal{E}(n)}$, then there is $A \in \mathcal{E}(n)$ such that $P(A) = 0$ and $\mathbf{p}(A) > 0$. Hence there is a bounded measurable function $F \in M_\mu(\pi)$ such that $\mathbf{p}(F)$ is arbitrarily large, while $l(F) < 0$; take, for example, $F(x) = -1 + CI_A(x)$ with a large enough constant $C$. By (4.5) this ends the proof of (2.5).

Suppose now $\mathbf{p}_{\mathcal{E}(n)}$ is absolutely continuous with respect to $P_{\mathcal{E}(n)}$ for all $n \geq 1$. Then (2.6) follows from the following two observations.

**Claim A.** For each $F \in M_{\mathcal{E}(\pi)}$ we have

\[
\mathbf{p}(F) - l(F) \leq \liminf_{n \to \infty} \mathbf{p}(n^{-d} \log f_n(x)).
\]

**Claim B.**

\[
\limsup_{n \to \infty} \mathbf{p}(n^{-d} \log f_n(x)) \leq \mathbf{I}(\mathbf{p}).
\]
Indeed, Claim A and (4.6) give $\mathbf{I}(\mathbf{p}) \leq \lim \inf_{n \to \infty} \mathbf{p}(n^{-d} \log f_n(\mathbf{x}))$, which together with Claim B, guarantees that the limit exists and equality (2.6) holds. □

It remains only to prove the claims.

**Proof of Claim A.** Fix $F \in \mathcal{M}_k(\pi)$. Let $L \geq 1$ be such that $F$ is $\mathcal{F}(-L)$-measurable. Then

$$E\left\{ \exp\left( \sum_{x \in \mathcal{X}_n} F(x) \right) \right\}$$

$$= \int_{f_{L+n} \circ S^{-1}(x) = 0} \exp\left( - \log f_{L+n} \circ S^{-1}(x) + \sum_{x \in \mathcal{X}_n} F(x) \right) f_{L+n} \circ S^{-1}(x) \, d\mathbf{p}(x)$$

$$+ \int_{f_{L+n} \circ S^{-1}(x) = 0} \exp\left( \sum_{x \in \mathcal{X}_n} F(x) \right) \, d\mathbf{p}(x)$$

$$\geq \int_{f_{L+n} \circ S^{-1}(x) = 0} \exp\left( - \log f_{L+n} \circ S^{-1}(x) + \sum_{x \in \mathcal{X}_n} F(x) \right) \, d\mathbf{p}(x), \quad n \geq 1.$$  

Since $\{x : f_{L+n} \circ S^{-1}(x) = 0\}$ is of $\mathbf{p}$-measure 0, the last integral can be taken over $\mathcal{E}$. By the convexity of $\exp(\cdot)$ and the stationarity of $\mathbf{p}$, we get therefore

$$E\left\{ \exp\left( \sum_{x \in \mathcal{X}_n} F(x) \right) \right\} \geq \exp\left( - \mathbf{p}(\log f_{L+n}) + n^d \mathbf{p}(F) \right).$$

This implies

$$\mathbf{p}(F) - \left( \frac{n}{n + L} \right)^d n^{-d} \log E\left\{ \exp\left( \sum_{x \in \mathcal{X}_n} F(x) \right) \right\} \leq (n + L)^{-d} \mathbf{p}(\log f_{L+n}).$$

Passing to the limit as $n \to \infty$ over a suitable subsequence ends the proof. □

**Proof of Claim B.** Fix $N \geq 1$. Let $G(\mathbf{x}) = \log f_N(\mathbf{x})$. For $C \geq 0$ put $G_C(\mathbf{x}) = (0 \lor G(\mathbf{x})) \lor C$. Clearly, $\mathbf{p}(G^+) < \infty$ and hence $-\infty < \mathbf{p}(G) \leq \infty$ exists. (Indeed, $f \log f \to 0$ as $f \searrow 0$.) Hence

$$\mathbf{p}(G) \leq \mathbf{p}(G^+) = \lim_{C \to \infty} \mathbf{p}(G_C).$$

In particular, for each $\varepsilon > 0$ there is $C = C(N, \varepsilon)$ such that for all $L \geq 1$,

$$\left( N + L \right)^{-d} \mathbf{p}(G_C) \geq \left( N + L \right)^{-d} \mathbf{p}(G) - \varepsilon. \quad (4.9)$$

We also have

$$\mathbf{I}\left( \left( N + L \right)^{-d} G_C \right) \leq \left( N + L \right)^{-d} \log \psi^+_L(N) + \left( N + L \right)^{-d} \log 2. \quad (4.10)$$
Indeed, given $N, L \geq 1$, by Hölder's inequality and stationarity we have

\[
E\left\{ \exp\left( \sum_{z \in \mathcal{E}_{n, N+L}} (N + L)^{-d} G_C(X_z) \right) \right\}
\]

\[
= E\left\{ \exp\left( \sum_{y \in \mathcal{E}_{n-1}} \sum_{z \in \mathcal{E}_{n+L}} (N + L)^{-d} G_C(X_{y(N+L)+z}) \right) \right\}
\]

\[
\leq E\left\{ \exp\left( \sum_{y \in \mathcal{E}_{n-1}} G_C(X_{y(N+L)}) \right) \right\}.
\]

Therefore, (5.1) applied recursively gives

\[
E\left\{ \exp\left( \sum_{z \in \mathcal{E}_{n, N+L}} (N + L)^{-d} G_C(X_z) \right) \right\}
\]

\[
\leq (\psi^+_L(N))^{n^d} (E[\exp(G_C(X_0))])^{n^d}.
\]

(4.11)

To end the proof of (4.10), it remains only to observe that

\[
E[\exp(G_C(X_0))] \leq E[\exp(\log^+ f_N(X_0))] = \int_{f_N \geq 1} f(x) \, dP + P(f_N \leq 1)
\]

\[
= p(f_N \geq 1) + P(f_N \leq 1) \leq 2.
\]

Therefore, (4.10) follows from (4.11) by taking the logarithm, dividing by $n^d$ and passing to the limit as $n \to \infty$.

From (4.9) and (4.10) we have

\[
(N + L)^{-d} p(\log f_N) \leq p((N + L)^{-d} G_C) - \mathbb{L}((N + L)^{-d} G_C)
\]

\[
\quad + \epsilon + (N + L)^{-d} \log \psi^+_L(N) + (N + L)^{-d} \log 2
\]

\[
\leq \mathbb{I}(p) + \epsilon + (N + L)^{-d} \log \psi^+_L(N) + (N + L)^{-d} \log 2.
\]

Hence, passing to the limit as $N \to \infty$ over a suitable subsequence, we get

\[
\limsup_{n \to \infty} n^{-d} p(\log f_n) \leq \mathbb{I}(p) + \epsilon + \limsup_{n \to \infty} n^{-d} \log \psi^+_L(n).
\]

Since $\epsilon > 0$ and $L \geq 1$ are arbitrary and (2.3) holds, this ends the proof of Claim B. □

APPENDIX A

5. Inequalities for the strong mixing coefficients. In this appendix we state some "weak independence" inequalities needed in the paper. Proposition 5.1 below relates the more frequently used "ratio mixing" measure of dependence (5.6) to the coefficient $\psi$. The inequalities obtained separate the ratio-mixing condition into the part directly responsible for large deviations
(\psi_+ > 0) and the part used for handling noncompact state spaces (\psi_+ < \infty) (compare Theorems 2.1 and 2.2); \psi_+ is also useful for rate function identification (cf. Theorem 2.3).

The following lemma states basic inequalities; proofs are omitted, since more subtle cases are well known.

**Lemma 5.1.** If \( \xi \geq 0 \) is \( \mathcal{A}(n) \)-measurable and \( \eta \geq 0 \) is \( \mathcal{A}(-L) \)-measurable [see (1.5) and (1.6)], then

\[
\psi_L^{-}(n) E[\xi] \leq E^{\mathcal{A}(-L)}[\xi] \leq \psi_L^{+}(n) E[\xi] \quad a.s.
\]

for each \( L, n \geq 1 \);

\[
\tau_L^{-}(n) E[\xi] \leq E^{\mathcal{A}(-L)}\left[ \sum_{x \in \mathcal{E}_L} \xi = S^{-k} \right]/L^d \quad a.s.
\]

for each \( L, n \geq 1 \).

If \( \{Y_n\}_{n \geq 0} \) is an \( \mathcal{F} \)-valued stationary Markov chain, we extend it first to \( \{Y_{n+1}\}_{n \in \mathbb{Z}} \) (take the weak limit of \( \{Y_{-n}, \ldots, Y_0, Y_1, \ldots\} \) as \( n \to \infty \)). Define \( \mathbb{E} = \mathbb{R}^d \) with \( \pi \) being a projection on the 0th coordinate and \( \mathbb{P} \) being the (stationary by assumption) distribution of \( \{Y_n\}_{n \geq 0} \) on \( \mathbb{E} \).

The following result is an exercise in the use of the Markov property and the formula

\[
\inf \left\{ \sum P(A_k \cap B) / P(B) : B \in \mathcal{A}, P(B) > 0 \right\} = \text{ess inf} \sum P(A_k | \mathcal{F})
\]

[see Blum, Hanson and Koopmans (1963), Lemma 8].

**Lemma 5.2.** Suppose \( P_n(x, dy) \) is the family of \( n \)-step transition probability measures of a stationary Markov chain \( \{Y_n\}_{n \in \mathbb{Z}} \) with a state space \( \mathbb{F} \) and the invariant distribution \( P \in \mathcal{P}(\mathbb{F}) \). If (2.7) holds for some \( N, C < \infty \), then

\[
\tau_N^{-}(n) \geq (NC)^{-1}, \quad n = 1, 2, \ldots
\]

If there are \( C < \infty \) and \( N, M \geq 1 \) such that (2.9) holds for all \( A \in \mathcal{A}, x, y \in \mathbb{F}, \) then

\[
\psi_M^{+}(n) \leq CN, \quad n = 1, 2, \ldots
\]

For a pair of \( \sigma \)-fields \( \mathcal{F}, \mathcal{A} \) the ratio-mixing coefficient \( \lambda \) is defined by

\[
\lambda(\mathcal{F}, \mathcal{A}) = \sup_{B \in \mathcal{A}} \left\{ \frac{\text{ess sup} P(B | \mathcal{F})}{\text{ess inf} P(B | \mathcal{F})} \right\}.
\]

With specific choices of \( \sigma \)-fields \( \mathcal{F}, \mathcal{A} \), the assumption \( \lambda(\mathcal{F}, \mathcal{A}) < \infty \) was used in several large deviation results [see, e.g., Stroock (1984), assumption (6.1), Ellis (1988), Hypothesis 1.1(b), and Olla (1987), page 398, assumption (i); see also Pelikan and Orey (1988)]. The following result shows that for those
purposes \( \lambda \) is equivalent to \( \psi \). Proposition 5.1 is also used in the proof of Theorem 6.1 below.

**Proposition 5.1.** For all \( \sigma \)-fields \( \mathcal{F}, \mathcal{G} \subseteq \mathcal{B} \),

\[
\lambda(\mathcal{F}, \mathcal{G}) \leq \psi(\mathcal{F}, \mathcal{G}) \leq (\lambda(\mathcal{F}, \mathcal{G}))^2.
\]

**Proof.** Throughout this proof \( \mathcal{F}, \mathcal{G} \subseteq \mathcal{B} \) are fixed, \( A \in \mathcal{F}, B \in \mathcal{G} \) and \( P(A)P(B) > 0 \). From (5.1) it follows immediately that \( \text{ess sup} P(B|\mathcal{F}) \leq \psi_+ P(B) \) and \( \text{ess inf} P(B|\mathcal{F}) \geq \psi_- P(B) \), which proves the left-hand side inequality. The right-hand side inequality follows from the fact that

\[
\psi_+ \leq \lambda, \tag{5.7}
\]

\[
1/\psi_- \leq \lambda. \tag{5.8}
\]

Indeed, to prove (5.7), observe that

\[
\frac{P(A \cap B)}{P(A)P(B)} = \frac{1}{P(B)} \frac{\int_A P(B|\mathcal{F}) \, dP}{P(A)} \leq \text{ess sup} \frac{P(B|\mathcal{F})}{\text{ess inf} P(B|\mathcal{F})}.
\]

Taking the supremum over all \( A \in \mathcal{F}, B \in \mathcal{G} \) proves (5.7). Similarly,

\[
\frac{P(A)P(B)}{P(A \cap B)} = P(B) \frac{P(A)}{\int_A P(B|\mathcal{F}) \, dP} \leq \text{ess sup} \frac{P(B|\mathcal{F})}{\text{ess inf} P(B|\mathcal{F})}.
\]

Taking the supremum over all \( A \in \mathcal{F}, B \in \mathcal{G} \) proves (5.8). Inequalities (5.7) and (5.8) end the proof. \( \Box \)

**Remark 5.1.** If \( d = 1 \), then, after taking into account Proposition 5.1 and the trivial inequality \( \psi_L(n) \geq 1 \), the (RM) condition of Orey and Pelikan (1988) reads

\[
\text{(RM)} \quad \lim_{n \to \infty} \left( \psi_{m(n)}(n - m(n)) \right)^{1/n} = 1,
\]

where \( m(n)/n \to 0 \) and \( m(n) \leq n \). If \( m(n) = m \) does not depend on \( m \), then (RM) implies \( \lim_{n \to \infty} \liminf_{n \to m} (\psi_L(n))^{1/n} = 1 \); on the other hand, (RM) with any \( m(n) \to \infty \) is implied by \( \lim_{n \to \infty} \liminf_{n \to m} (\psi_L(n))^{1/n} = 1 \). Note, however, that (2.1) uses \( \tau_L \), which is a weaker measure of dependence than \( \psi_L \).

**Appendix B**

6. **Uniform strong mixing for Gibbs fields.** In this appendix the weak dependence properties of Gibbs fields on \( \mathbb{Z}^d \) are analyzed. Let \( E = \mathbb{N}^d \), \( \mathcal{F} = \mathbb{N} \) and let \( \tau = \tau_0 \) be the projection on the 0th coordinate; shifts \( S_i \) are along coordinates in \( \mathbb{Z}^d \), \( 1 \leq i \leq d \). For a finite set \( F \subseteq \mathbb{Z}^d \) denote by \( \tau_F \) the projection \( \tau_F: \mathbb{N}^d \to \mathbb{N}^F \). (In particular, \( \tau_0 = \tau_{\emptyset} \).) Let \( \mathbf{x}_F \) denote \( (x_z: z \in F) \) and for \( \mathbf{x}, \mathbf{y} \in \mathbb{N}^\mathbb{Z}^d \) define \( (\mathbf{x}_F \times \mathbf{y}) \in \mathbb{N}^\mathbb{Z}^d \), by \( (\mathbf{x}_F \times \mathbf{y})(a) = (\mathbf{a})_z \), where \( \mathbf{a}_z = x_z \) if \( z \in F \) and \( a_z = y_z \) otherwise. Recall that \( P \) is a Gibbs measure (i.e., an \( \mathbb{N} \)-valued random field \( \mathbf{X} = (Y_{z,x} \in \mathbb{Z}^d \) is a Gibbs field) with the interaction
potentials \((V_F; \mathbb{N}^F \to \mathbb{R})\), where \(F \subset \mathbb{Z}^d\) are finite sets, if for each finite set \(G \subset \mathbb{Z}^d\) and each set \(A \subset \mathbb{N}^G\),

\[
P\left(\{Y_z\}_{z \in G} \in A | \sigma\{Y_z\}_{z \in G}\right)
\]

\[
= Z^{-1} \sum_{y \in A} \exp\left(\sum_{F : F \cap G = 0} V_F \circ \tau_F(y|G \setminus X)\right),
\]

where

\[
Z = \sum_{y \in \mathbb{N}^G} \exp\left(\sum_{F : F \cap G = 0} V_F \circ \tau_F(y|G \setminus X)\right)
\]
is the (random) normalizing constant. We shall assume that \(V_F\) is stationary, that is, \(V_{F+k} \circ \tau_{F+k} = V_F \circ \tau_F \circ S^{-k}\). In the case of a finite state space \(F\) rather than \(F = \mathbb{N}_n\), Preston (1976), Proposition 5.4, gives suitable sufficient conditions for the existence of a stationary Gibbs measure \(P\) determined by the stationary potentials \((V_F)\). Put \(\|V_F\| = \sup_y |V_F(y)|\).

**Theorem 6.1.** If \(P\) is a stationary Gibbs measure with the stationary interaction potentials \((V_F)\) such that

\[
\sum_{F \in \Phi} \|V_F\| < \infty,
\]

then

\[
\lim_{L \to \infty} \lim_{n \to \infty} \sup_{\Phi(n)} \left< \psi_L(n) \right>^{1/n^d} = 1.
\]

[\(\psi_L(n)\) is defined by (1.7); (6.2) is understood as (6.7) below.]

**Notation for the proof.** For \(n, N \geq 1\) put \(\mathcal{A}(n, N) = \mathbb{N}_n^{2N} - \mathbb{N}_n\), where \(\mathbb{N} = (N, \ldots, N), \mathcal{A}(n, N) = \mathcal{A}(n, N) \setminus \mathcal{A}_n\). Let \(\mathcal{A}_{N,n} = \sigma\{Y_z; z \in \mathcal{A}(n, N)\}\), that is, \(\mathcal{A}_{N,n}\) is the \(\sigma\)-field generated by the random variables in sites of distance \(\geq N\) from \(\mathcal{A}_n\). By (6.1) we have

\[
P\left(\{Y_z\}_{z \in \mathcal{A}(n)} \in A | \mathcal{A}_{N,n}\right) = S(A, X)/Z(X),
\]

where

\[
S(A, X) = \sum_{y \in A \times \mathbb{N}^{\mathcal{A}(n), N}} \exp\left(\sum_{F : F \cap \mathcal{A}(n) = 0} V_F \circ \tau_F(y|\mathcal{A}(n), N \setminus X)\right),
\]

\[
Z(X) = S(\mathbb{N}^{\mathcal{A}(n)}, X)
\]

\[
= \sum_{y \in \mathbb{N}^{\mathcal{A}(n), N}} \exp\left(\sum_{F : F \cap \mathcal{A}(n) \neq 0} V_F \circ \tau_F(y|\mathcal{A}(n), N \setminus X)\right).
\]

Define \(\gamma_N(n) = \psi(\mathcal{A}_{N,n}, \mathcal{A}(n))\) [see (1.4)]. We shall show that

\[
\lim_{N \to \infty} \lim_{n \to \infty} \left< \psi_N(n) \right>^{1/n^d} = 1.
\]
Since $\mathcal{M}(-N) \subset \mathcal{M}_{N,n}$, we have $1 \leq \psi_N(n) \leq \gamma_N(n)$. Therefore, to end the proof of Theorem 6.1, it is enough to establish (6.4).

The following lemma reduces (6.4) to a property of potentials $V_F$.

**Lemma 6.1.**

$$
(\gamma_N(n))^{1/4} \leq \sup_{x, y \in [N]^d} \frac{\exp\left(\sum_{F \cap \varnothing \neq \varnothing, F \setminus \mathcal{M}_{N,n} \neq \varnothing} V_F \circ \pi_F(x)\right)}{\exp\left(\sum_{F \cap \varnothing \neq \varnothing, F \setminus \mathcal{M}_{N,n} \neq \varnothing} V_F \circ \pi_F(y)\right)}.
$$

**Proof.** Fix $n, N \geq 1$. It is easily seen that

$$
(\gamma_N(n))^{1/2} \leq \sup_x \frac{\text{ess sup} \ P(\{Y_z\}_{z \in \varnothing(n)} = x|\mathcal{M}_{N,n})}{\text{ess inf} \ P(\{Y_z\}_{z \in \varnothing(n)} = x|\mathcal{M}_{N,n})}.
$$

Indeed, if

$$
M = \sup_x \frac{\text{ess sup} \ P(\{Y_z\}_{z \in \varnothing(n)} = x|\mathcal{M}_{N,n})}{\text{ess inf} \ P(\{Y_z\}_{z \in \varnothing(n)} = x|\mathcal{M}_{N,n})},
$$

then for each $A \in \mathcal{M}_{\varnothing(n)}$ we have

$$
P(\{Y_z\}_{z \in \varnothing(n)} = A|\mathcal{M}_{N,n})
= \sum_{x \in A} P(\{Y_z\}_{z \in \varnothing(n)} = x|\mathcal{M}_{N,n})
\leq M \sum_{x \in A} \text{ess inf} \ P(\{Y_z\}_{z \in \varnothing(n)} = x|\mathcal{M}_{N,n})
\leq M \text{ess inf} \ P(\{Y_z\}_{z \in \varnothing(n)} = A|\mathcal{M}_{N,n}).
$$

Hence by Proposition 5.1,

$$
(\gamma_N(n))^{1/2} \leq \sup_A \frac{\text{ess sup} \ P(\{Y_z\}_{z \in \varnothing(n)} = A|\mathcal{M}_{N,n})}{\text{ess inf} \ P(\{Y_z\}_{z \in \varnothing(n)} = A|\mathcal{M}_{N,n})} \leq M,
$$

which proves (6.5).

Let

$$
K = \sup_{x, y \in [N]^d} \frac{\exp\left(\sum_{F \cap \varnothing \neq \varnothing, F \setminus \mathcal{M}_{N,n} \neq \varnothing} V_F \circ \pi_F(x)\right)}{\exp\left(\sum_{F \cap \varnothing \neq \varnothing, F \setminus \mathcal{M}_{N,n} \neq \varnothing} V_F \circ \pi_F(y)\right)}.
$$

Formula (6.3) gives

$$
\sup_x \frac{\text{ess sup} \ P(\{Y_z\}_{z \in \varnothing(n)} = x|\mathcal{M}_{N,n})}{\text{ess inf} \ P(\{Y_z\}_{z \in \varnothing(n)} = x|\mathcal{M}_{N,n})}
= \sup_{x, y, z} \left\{ \frac{S(\{x\}, y)}{Z(y)} \frac{Z(z)}{S(\{x\}, z)} \right\}.
$$
where
\[ S((x), y) = \sum_{u \in N^{(x)}_{\mathcal{A}(u), N}} e(x, u, y), \]
\[ Z(y) = \sum_{v \in \mathcal{A}(x)} e(v_{|\mathcal{A}(u), v_{|\mathcal{A}(u), N}}, y), \]
\[ e(x, u, y) = \exp \left( \sum_{F: F \cap \mathcal{A}(u) \neq \emptyset} V_F \circ \pi_F (x_{|\mathcal{A}(u)} \setminus (u_{|\mathcal{A}(u), N} \setminus y)) \right); \]
in particular,
\[ e(v_{|\mathcal{A}(u), v_{|\mathcal{A}(u), N}}, y) = \exp \left( \sum_{F: F \cap \mathcal{A}(u) \neq \emptyset} V_F \circ \pi_F (v_{|\mathcal{A}(u), N} \setminus y) \right). \]
Since
\[ \exp \left( \sum_{F: F \cap \mathcal{A}(u) \neq \emptyset, F \subset \mathcal{A}(x, N)} V_F \circ \pi_F (x_{|\mathcal{A}(u)} \setminus (u_{|\mathcal{A}(u), N} \setminus y)) \right) \]
does not depend on \( y \) and
\[ e(x, u, y) \]
\[ = \exp \left( \sum_{F: F \cap \mathcal{A}(u) \neq \emptyset, F \subset \mathcal{A}(x, N) \neq \emptyset} V_F \circ \pi_F (x_{|\mathcal{A}(u)} \setminus (u_{|\mathcal{A}(u), N} \setminus y)) \right) \]
\[ \times \exp \left( \sum_{F: F \cap \mathcal{A}(u) \neq \emptyset, F \subset \mathcal{A}(x, N)} V_F \circ \pi_F (x_{|\mathcal{A}(u)} \setminus (u_{|\mathcal{A}(u), N} \setminus y)) \right), \]
therefore, by the definition of \( K \), for every \( x, u, y, z \) we have
\[ e(x, u, y) \leq Ke(x, u, z). \]
Hence \( S((x), y) \leq KS((x), z) \) and \( Z(z) \leq KZ(y) \) for all \( x, y, z \); thus by (6.6) we get
\[ \sup_x \quad e \sup \quad P\left( \left\{ Y_{x_{\mathcal{A}(u), n}} = x_{|\mathcal{A}(u), n} \right\} \right) \]
\[ \geq K^2. \]
This, together with (6.5), ends the proof of the lemma. \( \square \)

**Proof of Theorem 6.1.** By Lemma 6.1 and the stationarity of \((V_F)\), we have
\[ (\gamma_n(n))^{1/n^d} \leq \exp \left( 4n^{-d} \sum_{z \in \mathcal{A}(n)} \sum_{F: F \supseteq z, F \subset \mathcal{A}(x, N) \neq \emptyset} \|V_F\| \right) \]
\[ \leq \exp \left( 4 \sum_{F: F \supseteq \emptyset, F \subset \mathcal{A}(0, N) \neq \emptyset} \|V_F\| \right). \]
Assumption (6.2) means that
\[ \lim_{N \to \infty} \sum_{F: F \ni 0, F \in \mathcal{P}(0, N) \neq \emptyset} \| \mathbf{V}_F \| = 0. \]
Therefore,
\[ \lim_{N \to \infty} \sup_{n \to \infty} \left( \gamma_n(n) \right)^{1/n^d} \leq 1. \]
This proves (6.4). \( \square \)

APPENDIX C

7. Large deviation principle criterion. In this appendix the criterion for the large deviation principle is stated and related definitions are given. Let \((P_v)_{v \in \mathcal{F}}\) be a family of probability measures, that is, \(P_v \in \mathcal{P}(\mathbb{X}), v \in \mathcal{F}\). Here \(\mathbb{X}\) is a metric space and \(\mathcal{F}\) is a fixed unbounded (not necessarily countable) subset of real numbers \(v \geq 1\). To simplify the notation, below we shall write \((v \geq 1)\) instead of \(\mathcal{F}\).

**Definition.** We shall say that a family \(\{P_v\}\) of probability measures satisfies the large deviation principle with a rate function \(I: \mathbb{X} \to [0, \infty]\), if the following conditions are satisfied:
\[ -\inf\{I(x) : x \in A\} \leq \liminf_{v \to \infty} 1/v \log P_v(A) \]
for each open set \(A \subset \mathbb{X}\),
\[ \limsup_{v \to \infty} 1/v \log P_v(A) \leq -\inf\{I(x) : x \in A\} \]
for each closed set \(A \subset \mathbb{X}\).

Following Varadhan (1984), we shall also require \(I(\cdot)\) to be lower semicontinuous and to have compact level sets \(I^{-1}([0, a])\), \(a \geq 0\).

**Definition.** We shall say that a family \(\{P_v\}\) of probability measures is **exponentially tight** if for each \(M > 0\) there exists a compact set \(K \subset \mathbb{X}\) such that \(\sup_{v \in \mathcal{F}} 1/v \log P_v(K^c) \leq -M\).

**Definition.** We say that family \(\{P_v\}_{v \geq 1}\) of probability measures on a metric space \(\mathbb{X}\) admits an asymptotic value over a class \(\mathcal{F}\) of measurable functions if
\[ \mathcal{I}(F) = \lim_{v \to \infty} 1/v \log \int_{\mathbb{X}} \exp(\nu F(x)) \, dP_v(x) \]
exists and is a finite number for each function \(F \in \mathcal{F}\).

The following criterion for the large deviation principle was used in Section 3.
THEOREM 7.1. Let $\mathcal{V}$ be a locally convex Hausdorff topological linear space with the conjugate space $\mathcal{V}^*$. Suppose $\mathcal{X} \subset \mathcal{V}$ is a metric space in the relative topology. Suppose $\Lambda \subset \mathcal{V}^*$ separates points of $\mathcal{X}$ and define $\mathcal{I} = \{ g: g(\mathbf{x}) = \min \{ \lambda(\mathbf{x}) + e_i\}, e_i \in \mathbb{R}, \lambda_i \in \Lambda, 1 \leq i \leq n, n \in \mathbb{N}\}$. Suppose furthermore that $\{P_\lambda\}$ is an exponentially tight family of probability measures and admits an asymptotic value over $\mathcal{I}$.

Then $\{P_\lambda\}$ satisfies the large deviation principle with the rate function $I(\mathbf{x})$ defined by

$$I(\mathbf{x}) = \sup \{ g(\mathbf{x}) - \mathbb{E}(g): g \in \mathcal{I} \}.$$  \(\text{(7.2)}\)

Moreover, if $\mathcal{X} \subset \mathcal{V}$ is closed and convex, $I(\cdot)$ defined by (7.2) is convex and

$$\sup_{\mathcal{I}} \int_{\mathcal{X}} \exp(\nu \lambda(\mathbf{x})) \, dP_\lambda(\mathbf{x})^{1/\nu} < \infty \text{ for each } \lambda \in \mathcal{V}^*,$$

then

$$I(\mathbf{x}) = \sup \{ \lambda(\mathbf{x}) - \mathbb{E}(\lambda): \lambda \in \mathcal{V}^* \}.$$  \(\text{(7.3)}\)

Formula (7.3) under the convexity assumption is well known [see, e.g., Deuschel and Stroock (1989), Theorem 2.2.21]. The large deviation principle follows from the lattice form of the Stone–Weierstrass theorem; the latter implies that $\{P_\lambda\}$ admits an asymptotic value over $C_b(\mathcal{X})$, which in turn is equivalent to the large deviation principle. For a detailed exposition, see Bryc (1990), C.2.1.
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