Characteristic functions

This is based on [Billingsley, Section 26]

1. Complex numbers, Taylor polynomials, etc

Theorem 10.1 (Taylor polynomials). For any "smooth enough" function \( f \) we have the following identity

\[
    f(x) = f(0) + f'(0)x + \cdots + \frac{f^{(n)}(0)}{n!} x^n + \frac{1}{n!} \int_0^x f^{(n+1)}(s)(x-s)^n ds
\]

Proof. This is integration by parts formula: Case \( n = 0 \) is

\[
    f(x) = f(0) + \int_0^x f'(s)ds
\]

Suppose the formula holds for some \( n \geq 0 \). Then

\[
    \int_0^x f^{(n+1)}(t)(x-s)^n ds = \frac{1}{n+1} \int_0^x f^{(n+1)}(s)(-(x-s)^{n+1})' ds = \frac{1}{n+1} f^{(n+1)}(s)(x-s)^{n+1}\bigg|_{s=x}^{s=0} + \frac{1}{n+1} \int_0^x f^{(n+2)}(s)(x-s)^{n+1} ds
\]

Putting this back into (10.1), we get the same formula for \( n + 1 \).

When \( \frac{1}{n!} \int_0^x f^{(n+1)}(s)(x-t)^n ds \to 0 \) as \( n \to \infty \) we get the series expansion for \( f(x) \). Special cases of interest in this course are:

\[
    e^x = \sum_{n=0}^{\infty} \frac{x^n}{n!}
\]
\[
\cos x = \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n}}{(2n)!}
\]
\[
\sin x = \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n+1}}{(2n+1)!}
\]

We will also need sharp error estimates!!

**Exercise 10.1.** Use Theorem 10.1 to prove (10.2).

1.1. Complex numbers. A complex number is an expression \(z = x + iy\) where \(i^2 = -1\). Note: \(x\) is called the real part of \(z\) and \(y\) is called the imaginary part of \(z\).

The modulus of a complex number is \(|z| = \sqrt{x^2 + y^2}\). Noting that \(|z|^2 = z\bar{z}\) with complex conjugate \(\bar{z} = x - iy\), we get

\[
|z_1 z_2| = |z_1||z_2|
\]

Since \(|z|\) is a distance in \(\mathbb{R}^2\), we get the triangle inequality \(|z_1 + z_2| \leq |z_1| + |z_2|\).

Arithmetic works as usual. For example, \((1 + i)^2 = 2i\). Some powers of \(i\): \(i^3 = -i, i^4 = 1, i^5 = i, i^6 = -1\).

(Omitted in 2019) One simple explanation why arithmetics works comes from matrix interpretation: To a complex number \(a + ib\) associate the matrix \(\begin{bmatrix} a & b \\ -b & a \end{bmatrix}\). Then 1 corresponds to \(I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\) and \(i\) corresponds to \(J = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}\). Under this model, multiplication of complex numbers \((a + ib)(c + id)\) corresponds to multiplication of matrices. For example, \(J^2 = -I\).

It is clear that

\[
i^n = \begin{cases} 
  i & n = 2k \\
  -i & n = 2k + 1 \\
  1 & n = 2k + 2
\end{cases}
\]

More specifically:

\[
i^n = \begin{cases} 
  (-1)^k & n = 2k \\
  (-1)^{k+1} & n = 2k + 1
\end{cases}
\]

The following is called de Moivre formula

\[(10.3) \quad e^{ix} = \cos x + i \sin x\]

**Proof.** We use (10.2):

\[
e^{ix} = \sum_{n=0}^{\infty} \frac{i^n x^n}{n!} = \sum_{k=0}^{\infty} \frac{i^{2k} x^{2k}}{(2k)!} + \sum_{k=0}^{\infty} \frac{i^{2k+1} x^{2k+1}}{(2k+1)!}
\]

\[
= \sum_{k=0}^{\infty} \frac{(-1)^k x^{2k}}{(2k)!} + i \sum_{k=0}^{\infty} \frac{(-1)^k x^{2k+1}}{(2k+1)!} = \cos x + i \sin x
\]

\[\square\]

In particular, \(e^{i(x+y)} = e^{ix} e^{iy}\) which is a just a version of the formula for \(\cos(x+y)\) and \(\sin(x+y)\).

**Exercise 10.2.** Find all complex numbers \(z\) with the property that \(z^2 = i\).
1. Complex version of Taylor’s formula. Integration by parts works also for complex functions, so (10.1) holds also for \( f(x) = e^{ix} \). This gives

\[
e^{ix} = \sum_{k=0}^{n} \frac{(ix)^k}{k!} + \frac{x^{n+1}}{n!} \int_0^x (x-s)^n e^{is} \, ds
\]

Note that for \( x > 0 \) we have \( |\int_0^x (x-s)^n e^{is} \, ds| \leq \int_0^x (x-s)^n \, ds = x^{n+1}/(n+1) \). Similarly, for \( x < 0 \) we have \( |\int_0^x (x-s)^n e^{is} \, ds| \leq \int_0^x (s-x)^n \, ds = (-x)^{n+1}/(n+1) \). This gives

\[
|e^{ix} - \sum_{k=0}^{n} \frac{(ix)^k}{k!}| \leq \frac{|x|^{n+1}}{(n+1)!}
\]

However, this bound is not as good as we need for large \(|x|\).

**Lemma 10.2.** For \( n = 0, 1, \ldots \) we have

\[
|e^{ix} - \sum_{k=0}^{n} \frac{(ix)^k}{k!}| \leq \min \left\{ \frac{2|x|^n}{n!}, \frac{|x|^{n+1}}{(n+1)!} \right\}
\]

**Proof.** These improved bound is based on the identity

\[
e^{ix} = \sum_{k=0}^{n} \frac{(ix)^k}{k!} + \frac{x^n}{(n-1)!} \int_0^x (x-s)^{n-1} (e^{is} - 1) \, ds
\]

which for \( n \geq 1 \) comes from integration by parts backwards:

\[
\int_0^x (x-s)^n e^{is} \, ds = \frac{1}{i} (x-s)^n e^{is} \big|_{s=0}^{s=x} + \frac{n}{i} \int_0^x (x-s)^{n-1} e^{is} \, ds = \frac{1}{i} x^n + \frac{n}{i} \int_0^x (x-s)^{n-1} e^{is} \, ds = -\frac{n}{i} \int_0^x (x-s)^{n-1} ds + \frac{n}{i} \int_0^x (x-s)^{n-1} e^{is} \, ds
\]

The error estimate is \( \left| \frac{n}{(n-1)!} \int_0^x (x-s)^{n-1} (e^{is} - 1) \, ds \right| \leq 2|x|^n/n \). This gives

\[
|e^{ix} - \sum_{k=0}^{n} \frac{(ix)^k}{k!}| \leq \frac{2|x|^n}{n!}
\]

Combining this with the previous estimate (10.5) we get (10.6). (The case \( n = 0 \) is triangle inequality, \( |e^{ix} - 1| \leq 2 \).

\[
|e^{ix} - 1| \leq \min\{|x|, 2\}
\]

\[
|e^{ix} - (1 + ix)| \leq \min\{\frac{1}{2}x^2, 2|x|\}
\]

\[
|e^{ix} - (1 + ix - \frac{1}{2}x^2)| \leq \min\{\frac{1}{2}|x|^3, x^2\}
\]

Since we need only these three expansion, it is simpler to give a direct proof.
Proposition 10.3. If \( \phi \) satisfies (10.10), then \( \phi(0) = 0 \).

Proof. From the above, we get \( |\phi(0)| \leq |\phi(x)| + 1 = 2 \). Same calculations can be repeated for \( x < 0 \), giving (10.7).

From the above, we get \( e^{-ix} - 1 - ix = i \int_0^x e^{i\lambda} d\lambda \) so \( |e^{-ix} - 1 - ix| \leq 2|x| \).

Next, we integrate by parts: \( e^{-ix} - 1 = i \int_0^x e^{i\lambda} d\lambda = i \int_0^x (s-x) e^{is} ds = i(s-x)e^{is} \bigg|_{s=0}^{s=x} - i^2 \int_0^x (s-x) e^{is} ds \). So for \( x > 0 \) we get \( |e^{-ix} - 1 - ix| \leq \int_0^x (x-s) ds = x^2/2 \). Same calculations can be repeated for \( x < 0 \), giving (10.8).

Omitted in 2019

From the identity \( e^{-ix} - 1 - ix = i^2 \int_0^x (x-s) e^{is} ds \) we get \( e^{-ix} - 1 - ix - i^2 x^2/2 = i^2 \int_0^x (x-s)(e^{is}-1) ds \), so \( |e^{-ix} - 1 - ix - i^2 x^2/2| \leq 2x^2/2 = x^2 \).

Next, we integrate by parts: \( e^{-ix} - 1 - ix = i^2 \int_0^x (x-s) e^{is} ds = \frac{1}{2} \int_0^x (x-s)^2 e^{is} ds = i^2 x^2/2 + \frac{1}{2} \int_0^x (x-s)^2 e^{is} ds \). So for \( x > 0 \) we get \( |e^{-ix} - 1 - ix - i^2 x^2/2| \leq \frac{1}{2} \int_0^x (x-s)^2 ds = x^3/6 \).

1.3. Integrating complex-valued random variables. If \( Z : \Omega \to \mathbb{C} \) is a random variable, then \( Z(\omega) = X(\omega) + iY(\omega) \). The property we will need is integration of products of complex-valued expressions in independent random variables:

Proposition 10.4. If \( Z_1 = X_1 + iY_1 \) and \( Z_2 = X_2 + iY_2 \) are independent then \( E(Z_1 Z_2) = E(Z_1)E(Z_2) \).

Proof. Write \( Z_1 Z_2 = X_1 X_2 - Y_1 Y_2 + i(X_1 Y_2 + Y_1 X_2) \) and integrate each term. □

Complex version of Theorem 6.17(ii) is a bit more difficult.

Proposition 10.5. If \( |Z| \) is integrable, then \( Z \) is integrable and \( |E(Z)| \leq E(|Z|) \)

Proof. Writing \( Z = X + iY \), we have \( |X| \leq |Z| \) and \( |Y| \leq |Z| \) so \( X, Y \) are integrable. The inequality says that \( \sqrt{(EX)^2 + (EY)^2} \leq E \sqrt{X^2 + Y^2} \). This is Jensen’s inequality for the convex function \( d(x,y) = \sqrt{x^2 + y^2} \) (the distance in \( \mathbb{R}^2 \) is a convex function!). □

2. Characteristic functions

Definition 10.1. The characteristic function of a real-valued random variable \( X \) is

\[
\varphi(t) = E e^{itX}
\]

In principle, \( \varphi(t) \) contains the same amount of "information" as a pair of functions \( E \cos(tX) \) and \( E \sin(tX) \). But it is convenient to use the standard properties of the exponential function.
Remark 10.5. Of course, \( \varphi(0) = 1 \) and \(|\varphi(t)| \leq 1\) for all \( t \). In fact, \( \varphi(t) \) is uniformly continuous:

\[
|\varphi(t + h) - \varphi(t)| \leq \int_{\mathbb{R}} |e^{ihx} - 1|F(dx) \to 0 \text{ as } h \to 0
\]

This is a consequence of the Lebesgue dominated convergence theorem, but it is a good exercise to deduce it directly from (10.7):

\[
\int_{\mathbb{R}} |e^{ihx} - 1|F(dx) = \int_{|x| > 1/\sqrt{n}} |e^{ihx} - 1|F(dx) + \int_{|x| \leq 1/\sqrt{n}} |e^{ihx} - 1|F(dx)
\]

\[
\leq \int_{|x| > 1/\sqrt{n}} 2F(dx) + \int_{|x| \leq 1/\sqrt{n}} \sqrt{n}F(dx) \leq 2P(|X| > 1/\sqrt{n}) + \sqrt{n} \to 0 \text{ as } h \to 0
\]

The characteristic function \( \varphi(t) \) can be thought as the moment generating function \( M(it) \) applied to complex argument \( it \).

Example 10.1. The moment generating function of the exponential random variable with density \( f(x) = e^{-x}1_{x>0} \) is defined only for \( t < 1 \) and is given by \( M(t) = \frac{1}{1-t} \). The characteristic function \( \varphi(t) = \frac{1}{1-it} \) is defined for all real \( t \).

Example 10.2. The moment generating function of the standard normal random variable with density \( f(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \) is given by \( M(t) = e^{t^2/2} \). The characteristic function is \( \varphi(t) = e^{-t^2/2} \).

The basic properties to establish are:

- The characteristic function uniquely determines the distribution.
- \( X_n \xrightarrow{D} X \) iff \( \varphi_n(t) \to \varphi(t) \) for all \( t \)
- If \( X, Y \) are independent then \( \varphi_{X+Y}(t) = \varphi_X(t)\varphi_Y(t) \).

The last property is the easiest, so we can prove it now:

**Proposition 10.6.** If \( X, Y \) are independent and \( S = aX + bY + c \) then \( \varphi_S(t) = \varphi_X(at)\varphi_Y(bt)e^{itc} \)

**Proof.** Use algebra \( e^{itS} = e^{iatX}e^{ibtY}e^{ict} \) and Proposition 10.3. \( \square \)

### 2.1. Useful estimates

We conclude with some useful estimates that follow directly from (10.6)

If \( \varphi(t) = Ee^{itX} \) and \( X \) is square-integrable, then

\[
\begin{align*}
(10.11) & \quad |\varphi(t) - 1| \leq E(\min\{(|tX|, 2)\}) \\
(10.12) & \quad |\varphi(t) - (1 + itE(X))| \leq E(\min\{\frac{1}{2}(tX)^2, 2|tX|\}) \\
(10.13) & \quad |\varphi(t) - (1 + itE(X) - \frac{t^2}{2}E(X^2))| \leq E(\min\{\frac{1}{6}|tX|^3, (tX)^2\})
\end{align*}
\]

### 2.2. Moments and derivatives

Coefficients in (10.13) are in fact given by Taylor expansion for \( \varphi \).

**Theorem 10.7.** If \( E(|X|^n) < \infty \) then \( \varphi(t) \) has the \( n \)-th derivative and \( it^nEX^n = \varphi^{(n)}(0) \).

We note that the theorem has partial converse: if \( \varphi(t) \) has a derivative of even order \( 2k \) then \( E(|X|^{2k}) < \infty \)
10. Characteristic functions

Proof. We verify only the property for the first two moments:
\[ \frac{\varphi(t + h) - \varphi(t)}{h} - E(iXe^{itX}) = E\left(e^{itX} \frac{e^{ihX} - 1 - ihX}{h}\right) \]
and we note that
\[ \left| \frac{e^{ihX} - 1 - ihX}{h} \right| \leq 2|X| \]
by (10.8). So we can apply the dominated convergence theorem
\[ \varphi'(t) = \lim_{h \to 0} E\left(E^{itX} \frac{e^{ihX} - 1 - ihX}{h}\right) = E\left(e^{itX} \lim_{h \to 0} \frac{e^{ihX} - 1 - ihX}{h}\right) = 0 \]
A similar argument, starting with
\[ \frac{\varphi'(t + h) - \varphi'(t)}{h} - E(i^2X^2e^{itX}) = E\left(iXe^{itX} \frac{e^{ihX} - 1 - ihX}{h}\right) \]
gives \( \varphi''(t) = E(i^2X^2e^{-itX}) \).

(Omitted in 2019)

Theorem 10.8. If \( F \) has a density then \( \varphi(t) \to 0 \) as \( t \to \infty \).

Proof. Suppose \( f \) is the density. Then for every \( \varepsilon > 0 \) there is a step function \( g = \sum \alpha_k I_{(a_k, b_k]} \) such that \( \int |f - g|dx < \varepsilon \), so \( |\varphi(t) - \int e^{itx}g(x)dx| < \varepsilon \) for all \( t \). Now \( \int e^{itx}g(x)dx = \sum \alpha_k \frac{e^{itb_k} - e^{ita_k}}{it} \to 0 \) as \( t \to \infty \). □

3. Uniqueness

The fact that characteristic function determines distribution uniquely can be proved in many ways. For example, one can use Weierstrass theorem — for a sketch of such a proof, see [Billingsley, Exercise 26.19]. Or one can use convolutions – such a proof appears e.g. in [Resnik]. We will follow [Billingsley].

3.1. Inversion formula.

Theorem 10.9 (Inversion Formula). If a cumulative distribution function \( F \) has characteristic function \( \varphi(t) \) then for points of continuity of \( F \) we have
\[ F(b) - F(a) = \lim_{T \to \infty} \frac{1}{2\pi} \int_{-T}^{T} \frac{e^{-ita} - e^{-itb}}{it} \varphi(t)dt \] (10.14)

Since points of continuity are dense, we have uniqueness.

Corollary 10.10 (uniqueness). If \( F, G \) have the same characteristic function \( \varphi(t) \) then \( F(x) = G(x) \) for all \( x \).

Proof. Denote by \( I_T \) the right hand side of (10.14). Fubini’s theorem gives
\[ I_T = \frac{1}{2\pi} \int_{\mathbb{R}} \left( \int_{-T}^{T} \frac{e^{it(x-a)} - e^{it(x-b)}}{it} dt \right) F(dx) \]
(To use (7.3) notice that the integrand is bounded!) We then re-write the inner integral using the fact that sin is odd while cos is even:

\[
\int_{-T}^{T} \frac{e^{it(x-a)} - e^{it(x-b)}}{it} dt = \frac{1}{\pi} \int_{0}^{T} \frac{\sin(t(x-a))}{t} dt - \frac{1}{\pi} \int_{0}^{T} \frac{\sin(t(x-b))}{t} dt
\]

We need the following non-obvious fact (see Example 7.2 on page 85)

\[
\lim_{T \to \infty} \int_{0}^{T} \frac{\sin t}{t} dt = \frac{\pi}{2}.
\]

Noting that

\[
\lim_{T \to \infty} \int_{0}^{T} \frac{\sin tx}{t} dt = \lim_{T \to \infty} \int_{0}^{T} \frac{\sin u}{u} du = \begin{cases} 
\frac{\pi}{2} & \text{if } x > 0 \\
0 & \text{if } x = 0 \\
-\frac{\pi}{2} & \text{if } x < 0
\end{cases}
\]

we get

\[
\lim_{T \to \infty} \frac{1}{\pi} \int_{0}^{T} \frac{\sin(t(x-a))}{t} dt - \frac{1}{\pi} \int_{0}^{T} \frac{\sin(t(x-b))}{t} dt = \begin{cases} 
-\frac{1}{2} + \frac{1}{2} = 0 & \text{if } x < a \\
0 + \frac{1}{2} = 1/2 & \text{if } x = a \\
\frac{1}{2} + \frac{1}{2} = 1 & \text{if } a < x < b \\
\frac{1}{2} - 0 = 1/2 & \text{if } x = b \\
\frac{1}{2} - \frac{1}{2} = 0 & \text{if } x > b
\end{cases}
\]

The following application of inversion formula deals with the densities.

**Theorem 10.11.** If \( \varphi(t) \) is integrable then \( F \) has density

(10.15)

\[f(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-itx} \varphi(t) dt\]

**Proof.** Taking \( T \to \infty \) in (10.14) we get

\[
\frac{F(x+h) - F(x)}{h} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{-itx} - e^{-it(x+h)}}{it} \varphi(t) dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{1 - e^{-ith}}{it} e^{-itx} \varphi(t) dt
\]

and the formula for \( f(x) = F'(x) \) follows from Lebesgue’s dominated convergence theorem, as

\[
\lim_{h \to 0} \frac{1 - e^{-ith}}{it} = 1.
\]

As an application of Theorem 10.11 we deduce the following.

**Proposition 10.12.** The characteristic function of the Cauchy distribution with \( F(x) = \frac{1}{2} + \arctan(x)/\pi \) is \( \varphi(t) = e^{-|t|} \)

**Proof.** Since \( \varphi \) is integrable, we compute the density of the Cauchy distribution:

\[
f(x) = \frac{1}{2\pi} \int_{-\infty}^{0} e^{-itx} e^{-|t|} dt = \frac{1}{2\pi} \int_{-\infty}^{0} e^{-itx} e^{t} dt + \frac{1}{2\pi} \int_{0}^{\infty} e^{-itx} e^{-t} dt
\]

\[= \frac{1}{2\pi} \left( \frac{1}{1 - ix} + \frac{1}{1 + ix} \right) = \frac{1}{\pi} \frac{1}{1 + x^2}.
\]
4. The continuity theorem

**Theorem 10.13.** Let $F_n, F$ be cumulative distribution functions with characteristic functions $\varphi_n$ and $\varphi$. Then the following conditions are equivalent:

(i) $F_n \xrightarrow{D} F$
(ii) $\varphi_n(t) \to \varphi(t)$ for each $t$.

Note that $\varphi_n(t)$ may converge without $F_n \xrightarrow{D} F$, see Exercise 10.6.

**Proof.** If $X_n \xrightarrow{D} X$ then $\varphi_n(t) \xrightarrow{D} \varphi(t)$ for all $t$ by Portmanteau Theorem 9.7.

The difficult part of proof is to show that the convergence of $\varphi_n(t) \to \varphi(t)$ for each $t$ implies $F_n \xrightarrow{D} F$. The plan of proof for the converse implications is as follows:

- Show that $\varphi_n(t) \xrightarrow{D} \varphi(t)$ implies tightness.
- Use Prokhorov’s theorem (Theorem 9.9) to deduce that $F_n$ has convergent subsequences
- From the uniqueness theorem (Corollary 10.10) we verify that all limiting distributions $F$ are the same.
- By Theorem 9.10 we deduce convergence $F_n \xrightarrow{D} F$.

Clearly, the first step is the where the difficulty lies. □

**Lemma 10.14.** If $\varphi_n(t) \xrightarrow{D} \varphi(t)$ for all $t$ in a neighborhood of 0 then $\{X_n\}$ is tight.

**Proof.** Since $\varphi(0) = 1$, and $\varphi$ is continuous at $t = 0$, for all $u$ small enough $\frac{1}{u} \int_{-u}^{u} (1 - \varphi(t)) dt < \varepsilon$. (Note that the integral is real.) Since $\varphi_n(t) \to \varphi(t)$ and $|1 - \varphi_n(t)| \leq 2$ by Lebesgue’s dominated convergence theorem, there exists $n_0$ such that $\frac{1}{u} \int_{-u}^{u} (1 - \varphi_n(t)) dt < 2\varepsilon$ for all $n > n_0$.

Now we use Fubini’s theorem:

\[
\frac{1}{u} \int_{-u}^{u} (1 - \varphi(t)) dt = E \left( \int_{-u}^{u} 1 - \frac{e^{itX_n}}{u} dt \right) = E \left( \int_{-u}^{u} 1 - \cos tX_n \frac{dt}{u} \right) = E \left( 2 - \int_{-u}^{u} \frac{\cos tX_n}{u} dt \right) \\
= 2E \left( 1 - \frac{\sin(u|X_n|)}{u|X_n|} \right) \geq 2 \int_{u|X| \geq 2} \left( 1 - \frac{1}{u|X_n|} \right) dP \geq \int_{u|X| \geq 2} \left( 1 - \frac{1}{u|X_n|} \right) dP \geq P(u|X| \geq 2).
\]

So with $K = 2/u$ we have $P(|X_n| \geq K) \leq 2\varepsilon$ for all $n > n_0$. Increasing $K$ if necessary we can ensure that $P(|X_n| \geq K) \leq 2\varepsilon$ holds also for the finitely many $n$ preceding $n_0$. □

As an application we give another proof of Slutski’s theorem (Theorem 9.4).

**Corollary 10.15.** If $X_n \xrightarrow{D} X$ and $Y_n \xrightarrow{P} 0$ then $X_n + Y_n \xrightarrow{D} X$.

**Proof.**

\[
|\varphi_{X_n+Y_n}(t) - \varphi_{X_n}(t)| = \left| E \left( e^{itX_n} (e^{itY_n} - 1) \right) \right| \leq E \left( |e^{itY_n} - 1| \right)
\]
Since $|e^{itY_n} - 1| \xrightarrow{p} 0$ by Exercise 4.25 and is bounded by $2$, Lebesgue’s dominated convergence theorem (Theorem 6.9) shows that $\lim_{n \to \infty} \varphi_{X_n+Y_n}(t) - \varphi_{X_n}(t) = 0$. So both sequences have the same limit. □

### Required Exercises

**Exercise 10.3.** Let $Z$ be the standard normal $N(0, 1)$ r.v. Use Example 10.2 to compute the characteristic function of $X = \mu + \sigma Z$. (This is called the general normal r.v.)

**Exercise 10.4.** Let $X$ be a Poisson random variable with parameter $\lambda$. That is, $P(X = k) = e^{-\lambda} \lambda^k / k!$, $k = 0, 1, \ldots$. Compute the characteristic function of $(X - \lambda) / \sqrt{\lambda}$ and find its limit as $\lambda \to \infty$.

**Exercise 10.5.** Suppose $X_1, X_2, \ldots$ are i.i.d. with $P(X = \pm 1) = 1/2$. Let $S_n = X_1 + \cdots + X_n$. Compute the characteristic function of $\frac{1}{\sqrt{n}} S_n$ and find its limit as $n \to \infty$.

**Exercise 10.6.** Suppose $U_n$ are uniform on $(-n,n)$. Compute the characteristic function $\varphi_n(t)$ and find its limit as $n \to \infty$.

**Exercise 10.7.** Prove the case $n = 3$ of Theorem 10.7.

**Exercise 10.8.** Suppose $X, Y$ are independent exponential (i.e. with density $e^{-x}$ for $x > 0$). Compute the characteristic function of $X - Y$.

**Exercise 10.9.** Suppose $X_n \xrightarrow{d} X$ and $a_n \to a$, $b_n \to b$. Use characteristic functions to show that $a_n X_n + b_n \to aX + b$.

**Exercise 10.10.** Suppose $X_n \xrightarrow{d} X$, $Y_n \xrightarrow{d} Y$ and each pair $(X_n, Y_n)$ consists of independent random variables (on some probability space $\Omega_n$). Show that $X_n + Y_n \xrightarrow{d} S$ where the law of $S$ is the convolution of the laws of $X$ and $Y$.

### Additional Exercises

**Exercise 10.11.** Suppose $X_1, X_2$ are independent and take values $\pm 1$ with equal probabilities. Show that the characteristic function of $X_1 + X_1 X_2$ is $\cos^2 t$.

**Exercise 10.12.** Show that

$$P(X = a) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} e^{-ita} \varphi(t) dt$$

**Exercise 10.13.** Suppose $P(X = x_k) > 0$. Show that

$$\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} |\varphi(t)|^2 dt = \sum_k (P(X = x_k))^2$$

*Hint* See [Billingsley, Exercise 26.13]*
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