Chapter 8

Sums of independent random variables

This is based on [Billingsley, Section 22]

1. The strong law of large numbers

**Theorem 8.1** (Etemadi). If \(X_1, X_2, \ldots\) are pairwise independent identically distributed integrable random variables with mean \(m\) then \(\frac{1}{n}S_n \to m\) with probability one.

For a completely elementary (but not simple) proof of this result is [Billingsley, Theorem 22.1]. Instead we will exhibit several proof techniques which can be applied to prove laws of large numbers under various sets of assumptions. The proof techniques rely on Markov inequality, Borel-Cantelli lemma, decomposition into positive/negative parts, and truncation.

The following is known as a weak law of large numbers, and the proof is an exercise.

**Theorem 8.2.** If \(X_1, X_2, \ldots\) are pairwise independent with the same mean and uniformly bounded second moments, then \(\frac{1}{n}S_n \xrightarrow{P} m\).

**Proof.** Compute \(Var\frac{1}{n}S_n\).

**Theorem 8.3.** If \(X_1, X_2, \ldots\) are quadruple-independent with the same mean \(m\) and with uniformly bounded fourth moments then \(\frac{1}{n}S_n \to m\) with probability one.

**Proof.** This proof assumes that \(X_1, X_2, \ldots\) have the same distribution. You should figure out what needs to be modified if the distributions are not the same!!

Without loss of generality we can assume \(m = 0\). (Replace \(X_n\) by \(X_n - m\).) We will use Borel-Cantelli lemma to verify that for every \(\varepsilon > 0\), \(P(\frac{1}{n}|S_n| \geq \varepsilon \ i.o.) = 0\). To do so, we use Markov’s inequality,

\[
P\left(\frac{1}{n}|S_n| \geq \varepsilon\right) \leq \frac{E[S_n^4]}{\varepsilon^4 n^4}
\]
We note that by Laypunov (or Cauchy-Schwartz) inequality \( E(X_j^2) \leq \sqrt{EX_j^4} < \infty \), so for identically distributed random variables

\[
\mathbb{E}[S_n^4] = \sum_{j_1,j_2,j_3,j_4=1}^n \mathbb{E}[X_{j_1}X_{j_2}X_{j_3}X_{j_4}] = n\mathbb{E}(X_1^4) + 3n(n-1)(\mathbb{E}[X_1^2])^2 \leq Cn^2
\]

Thus \( \sum_n P\left( \frac{1}{n}|S_n| \geq \varepsilon \right) < \infty \). By Borel-Cantelli (Theorem 3.6) \( P\left( \frac{1}{n}|S_n| > \varepsilon \ i.o. \right) = 0 \), ending the proof. (See discussion of convergence with probability one in the proof of Proposition 4.11.) \( \square \)

**Theorem 8.4.** If \( X_1, X_2, \ldots \) are pairwise independent identically distributed square-integrable random variables with mean \( m \) then \( \frac{1}{n}S_n \to m \) with probability one.

**Proof.** The proof of Theorem 8.2 shows that \( \frac{1}{n^2}S_n^2 \to m \) with probability one. Writing \( X_j = X_j^+ - X_j^- \), when random variables have the same distribution, without loss of generality we may assume \( X_j \geq 0 \). Then for \( n \in \mathbb{N} \) choose \( k = k(n) \) such that \( k^2 \leq n < (k+1)^2 \). Notice that \( n/k^2 \to 1 \).

Since we know that \( \frac{1}{k^2}S_k^2 \to m \) with probability one, we have

\[
\frac{S_k^2}{n} \leq \frac{S_n}{n} \leq \frac{S_{(k+1)^2}}{n}
\]

And

\[
\frac{S_k^2}{n} = \frac{S_k^2}{k^2} \frac{k^2}{n} \to m, \quad \frac{S_{(k+1)^2}}{n} = \frac{S_{(k+1)^2}}{(k+1)^2} \frac{(k+1)^2}{n} \to m
\]

So by the squeeze theorem, \( \frac{S_n}{n} \to m \). \( \square \)

One can reduce moment assumptions by a suitable use of truncation.

---

(Omitted in 2018)

The following result assumes less than Theorem 8.3, but more than Theorem 8.1. It is harder to prove, but still easier to prove than Theorem 8.1.

**Theorem 8.5.** If \( X_1, X_2, \ldots \) are pairwise independent identically distributed random variables with mean \( m \), and \( E(|X_1|^{3/2}) < \infty \), then \( \frac{1}{n}S_n \to m \) with probability one.

**Proof.** The main steps in the proof are the same as in the proof of Theorem 8.1: are reduction to non-negative case, truncation, Borel-Cantelli lemma, and the use of subsequences. But the technicalities are somewhat simpler due to the stronger moment assumption.
1. The strong law of large numbers

Since \( m = m^+ - m^- \) and \( X_j = X_j^+ - X_j^- \) without loss of generality we can assume that \( X_j \geq 0 \).

Next, we introduce truncation \( X_k = X'_k + X''_k \)

where \( X'_k = X_k I_{X_k \leq k} \) and denote \( S'_n = \sum_{k=1}^{n} X'_k \).

Since \( X_k \) are identically distributed and integrable,

\[
\sum_{k=1}^{\infty} P(X_k \neq X'_k) = \sum_{k} P(|X_k| > k) = \sum_{k} P(|X_1| > k) < \int_{0}^{\infty} P(|X_1| > t) dt = E(X_1) < \infty
\]

Therefore by the Borel-Cantelli Lemma \( P(X_k \neq X'_k \text{ i.o.}) = 0 \). This implies that \( \frac{1}{n} S_n - \frac{1}{n} S'_n \to 0 \) with probability one.

\[\text{(Omitted in 2018)}\]

Next we compute

\[
\text{(8.1)} \quad \text{Var}(S'_n) = \sum_{k=1}^{n} \text{Var}(X'_k) \leq \sum_{k=1}^{n} E \left( X'^2_k I_{|X_k| \leq k} \right) = \sum_{k=1}^{n} E \left( X'^2_k I_{|X_k| \leq k} \right) \leq nE(X'^2_1 I_{|X| \leq n}).
\]

We apply inequality (8.1) to subsequence \( \frac{1}{n^2} S''_{n^2} \). We get

\[
\sum_{n=1}^{\infty} \text{Var}(S''_{n^2}/n^2) \leq \sum_{n=1}^{\infty} \frac{n^2}{n^4} E(X'^2_1 I_{|X_1| \leq n^2}) = E \left( \frac{|X_1|^2}{n^2} \sum_{n^2 \geq |X_1|} \frac{1}{n^2} \right) \leq C + \int_{|X_1| \geq 4} \left( \frac{|X_1|^2}{n^2} \sum_{n^2 \geq |X_1|} \frac{1}{n^2} \right) dP \leq C + \frac{2}{3} E(|X_1|^{3/2}).
\]

Here we use the bound \( \frac{\sqrt{x}}{\sqrt{2n-1}} \leq \frac{\sqrt{x}}{\sqrt{4-1}} = 2 \) for \( x \geq 4 \). Therefore, Chebyshev’s inequality implies that

\[
\sum_{n} P\left( \frac{1}{n^2} |S''_{n^2} - E(S''_{n^2})| > \varepsilon \right) < \infty
\]

By another application of Borel-Cantelli, we see that \( \frac{1}{n^2} \left( S''_{n^2} - E(S''_{n^2}) \right) \to 0 \) with probability one.

Now we note that \( \frac{1}{n} E(S'_n) = \frac{1}{n} \sum_{k=1}^{n} m_k \) where \( m_k = E(X_1 I_{|X_1| \leq k}) \to m \) by Lebesgue’s dominated convergence theorem (Theorem 6.9). By Cesaro’s theorem \( 1 \) the sequence \( \frac{1}{n} E(S'_n) \) also converges to \( m \).
To conclude the proof, we write

\[(8.2) \quad \frac{1}{n}S_n - m = \frac{1}{n}(S_n - S_n') + \frac{1}{n}(S_n' - E(S_n')) + \left(\frac{1}{n} \sum_{k=1}^{n} m_k - m\right)\]

From (8.2) we therefore deduce that \(\frac{1}{n^2}S_n^2 \to m\) with probability one.

To conclude the proof, we note that every number \(n\) lies between two perfect squares. That is, we introduce the sequence \(k_n = \lfloor \sqrt{n} \rfloor\) so that \(k_n^2 \leq n \leq (k_n + 1)^2\).

Notice that \(k_n = k_{n+1}\) is possible, but \(k_n \to \infty\) eventually.

By the previous part of the proof, we know that \(\frac{1}{k_n^2}S_{k_n^2} \to m\) and \(\frac{1}{(k_n + 1)^2}S_{(k_n + 1)^2} \to m\) with probability one.

We now use \(X_j \geq 0\) to infer that

\[\frac{1}{n}S_n \leq S_{(k_n + 1)^2}\]

so \(\frac{1}{n}S_n\) is between

\[\frac{k_n^2}{(k_n + 1)^2} \frac{1}{k_n^2}S_{k_n^2} \text{ and } \frac{(k_n + 1)^2}{k_n^2} \frac{1}{(k_n + 1)^2}S_{(k_n + 1)^2}\]

Since \(\frac{k}{k+1} \to 1\) as \(k \to \infty\), the result follows.

\[\square\]

2. Kolmogorov’s zero-one law

(Omitted in 2018)

**Theorem 8.6.** Suppose \(X_1, X_2, \ldots\) are independent and \(A \in \mathcal{T} = \bigcap_{n=1}^{\infty} \sigma(X_n, X_{n+1}, \ldots)\). Then \(P(A) = 0\) or \(P(A) = 1\).

**Proof.** Consider \(\mathcal{F}_0 = \bigcup_{k=1}^{\infty} \sigma(X_1, X_2, \ldots, X_k)\). We first check that \(\mathcal{F}_0\) is a field, and that it generates \(\sigma(X_1, X_2, \ldots)\).

Next suppose \(A \in \mathcal{T}\). Then \(A \in \sigma(X_{k+1}, \ldots)\) for every \(k\), so \(A\) is independent of \(B \in \sigma(X_1, \ldots, X_k)\). So \(A\) is independent of \(\mathcal{F}_0\). Since \(\mathcal{F}_0\) is a \(\pi\)-system, hence \(A\) is independent of \(\sigma(\mathcal{F}_0)\). But that means that \(P(A)P(A) = P(A)\). \(\square\)
3. Kolmogorov’s Maximal inequality and its applications

**Theorem 8.7** (Kolmogorov’s maximal inequality). Suppose $X_1, X_2, \ldots, X_n$ are independent with mean 0 and finite variance. For $t > 0$,

\begin{equation}
P(\max_{1 \leq k \leq n} |S_k| > t) \leq \frac{\text{Var}(S_n)}{t^2}.
\end{equation}

**Proof.** We have a sequence of random variables $|S_1|, |S_2|, \ldots, |S_n|$ and we want to estimate the probability that at least one of them exceeds level $t$. The trivial estimate $P(\max_{1 \leq k \leq n} |S_k| > t) \leq \sum_{k=1}^{n} P(|S_k| > t)$ is not accurate enough due to multiple overlaps, so we must decompose the event \{max_{1 \leq k \leq n} |S_k| > t\} more carefully into disjoint sets. The trick is to look at where the first crossing of level $t$ occurs. Consider the (disjoint) events

$$A_k = \{|S_1| < t, \ldots, |S_{k-1}| < t, |S_k| \geq t\}.$$ 

Clearly, $P(\max_{1 \leq k \leq n} |S_k| > t) = \sum_{k=1}^{n} P(A_k)$.

Since the events are disjoint, we have

$$E(S_n^2) \geq \int_{\max_{1 \leq k \leq n} |S_k| \geq t} S_k^2 dP = \sum_{k=1}^{n} \int_{A_k} S_k^2 dP$$

$$= \sum_{k=1}^{n} \int_{A_k} (S_n - S_k + S_k)^2 dP = \sum_{k=1}^{n} \int_{A_k} ((S_n - S_k)^2 + S_k^2) dP + 2 \sum_{k=1}^{n} \int_{A_k} (S_n - S_k) S_k dP$$

$$\geq \sum_{k=1}^{n} \int_{A_k} S_k^2 dP + 2 \sum_{k=1}^{n} \int_{A_k} (S_n - S_k) S_k dP$$

$$\geq t^2 \sum_{k=1}^{n} P(A_k) + 2 \sum_{k=1}^{n} \int_{A_k} (S_n - S_k) S_k dP = t^2 P(\max_{1 \leq k \leq n} |S_k| \geq t) + 2 \sum_{k=1}^{n} \int_{A_k} (S_n - S_k) S_k dP$$

This is what we want, if we can show that the last sum vanishes. And this is indeed the case:

$$\int_{A_k} (S_n - S_k) S_k dP = \int_{\Omega} (S_n - S_k) S_k I_{A_k} dP = E(S_n - S_k) E(S_k I_{A_k}) = 0$$

as the event $A_k$ is $\sigma(X_1, \ldots, X_N)$-measurable, $S_k$ is also $\sigma(X_1, \ldots, X_k)$-measurable, but $(S_n - S_k) = X_{k+1} + \ldots + X_n$ is $\sigma(X_{k+1}, X_{k+2}, \ldots, X_n)$ -measurable. This shows that random variables $U = (S_n - S_k)$ and $V = S_k I_{A_k}$ are independent, and we can apply the formula $E(UV) = E(U)E(V)$. \hfill \Box

**Theorem 8.8** (Kolmogorov’s one-series theorem). Suppose that $\{X_n\}$ is an independent sequence, $E(X_n) = 0$ and $\sum_{n=1}^{\infty} \text{Var}(X_n) < \infty$. Then the series $\sum_{n=1}^{\infty} X_n$ converges with probability one.

**Proof.** Denote $S_n = \sum_{k=1}^{n} X_k$ From (8.3) we have

$$P(\max_{1 \leq k \leq r} |S_{n+k} - S_n| > \varepsilon) \leq \frac{1}{\varepsilon^2} \sum_{k=1}^{r} \text{Var}(X_{n+k})$$

Taking $r \to \infty$, (these are increasing events)

$$P(\sup_{k} |S_{n+k} - S_n| > \varepsilon) \leq \frac{1}{\varepsilon^2} \sum_{k=1}^{\infty} \text{Var}(X_{n+k})$$
Since the variances converge,
\begin{equation}
\lim_{n \to \infty} P(\sup_{k \geq 1} |S_{n+k} - S_n| > \varepsilon) = 0
\end{equation}

Now look at \(A_{n,\varepsilon} = \{\sup_{j,k \geq n} |S_j - S_k| > 2\varepsilon\}\).

We have
\[
A_{n,\varepsilon} = \{\sup_{j,k \geq n} |S_j - S_n + S_n - S_k| > 2\varepsilon\} \subset \sup_{j,k \geq n} |S_j - S_n| + |S_n - S_k| > 2\varepsilon
\]
\[
= \sup_{j \geq n} |S_j - S_n| + \sup_{k \geq n} |S_n - S_k| > 2\varepsilon \subset \{\sup_{j \geq n} |S_j - S_n| > \varepsilon\} \cup \{\sup_{k \geq n} |S_k - S_n| > \varepsilon\}
\]
\[
= \{\sup_{j \geq 1} |S_{n+j} - S_n| > \varepsilon\} \cup \{\sup_{k \geq 1} |S_{n+k} - S_n| > \varepsilon\}
\]

Since \(P(A \cup B) \leq P(A) + P(B)\), we see that (8.4) implies that \(P(A_{n,\varepsilon}) \to 0\). Since \(A_{n,\varepsilon} \ni \bigcap_n A_{n,\varepsilon}\), this shows that \(P(\bigcap_n A_{n,\varepsilon}) = 0\). So (by taking union over all rational \(\varepsilon > 0\)) we see that
\[
P(\forall \varepsilon > 0 \exists n \sup_{j,k \geq n} |S_j - S_k| > 2\varepsilon) = 0
\]

That is,
\[
P(\forall \varepsilon > 0 \exists n \forall j,k > n |S_j - S_k| < 2\varepsilon) = 1
\]

This means that there is \(\Omega_0 \subset \Omega\) of probability one such that for all \(\omega \in \Omega_0\) the sequence of numbers \(\{S_k(\omega)\}_{k \in \mathbb{N}}\) is a Cauchy sequence, i.e., \(\lim_{n \to \infty} S_n(\omega)\) exists. \(\square\)

**Corollary 8.9** (Kolmogorov’s two series theorem). Suppose that \(\{X_k\}\) is independent and that the following two series converge:
\begin{equation}
\sum_n E(X_n) \text{ converges, } \sum_n \text{Var}(X_n) < \infty
\end{equation}

Then \(\sum_n X_n\) converges.

**Proof.** \(\sum_{k=1}^n X_k = \sum_{k=1}^n (X_k - E(X_k)) + \sum_{k=1}^n E(X_k)\), so we get the sum of two convergent series. \(\square\)

**Corollary 8.10** (Kolmogorov’s three series theorem). Suppose that \(\{X_k\}\) is independent and that for some positive \(c > 0\) the following three series converge:
\begin{equation}
\sum_n P(|X_n| > c) < \infty, \sum_n E(X_n 1_{|X_n| \leq c}) \text{ converges, } \sum_n \text{Var}(X_n 1_{|X_n| \leq c}) < \infty
\end{equation}

Then \(\sum_n X_n\) converges.

**Proof.** Let \(X'_n = X_n 1_{|X_n| \leq c}\) denote the truncated random variables. Define \(m_n = E(X'_n)\). By Theorem 8.8, \(\sum_n (X'_n - m_n)\) converges with probability one. Since \(\sum_n m_n\) converges, therefore \(\sum_n X'_n\) converges. Now we note that
\[
\sum_n P(X_n \neq X'_n) = \sum_n P(|X_n| > c) < \infty
\]
so by Borel-Cantelli’s Lemma, \(P(X_n \neq X'_n \ i.o.) = 0\). Thus the series \(\sum_n X_n\) converges. \(\square\)
Example 8.1. It is well known that the harmonic series $\sum \frac{1}{n}$ diverges while the alternating series $\sum \frac{(-1)^n}{n}$ converges. It is somewhat comforting to know that the latter is more typical: Suppose $\varepsilon_k = \pm 1$ is an infinite sequence of signs such that every $n$-tuple of $2^n$ possible signs $(\pm 1, \pm 1, \ldots, \pm 1)$ is equally likely. Then the series $\sum \frac{\varepsilon_n}{n}$ converges with probability one.

Proof. It is easy to see that $\varepsilon_1, \varepsilon_2, \ldots$ are independent random variables with mean 0 and variance 1, compare Example 4.3. So with $X_n = \varepsilon_n/n$ the result follows from Theorem 8.8. □

Here is another proof of the strong law of large numbers - this proof uses joint independence, and second moments.

Corollary 8.11. Suppose $\{X_k\}$ is independent with the same mean $m$ and uniformly bounded (finite) variances. Then $\frac{1}{n}S_n \to m$ with probability one.

Proof. Subtracting $m$ if necessary, without loss of generality we assume that $m = 0$. Since $\text{Var}(\frac{1}{n}X_n) = \sigma^2/n^2$ and the series $\sum 1/n^2$ converges, by Theorem 8.8, $\sum \frac{1}{n}X_n$ converges with probability one.

We now use the so called Kronecker’s Lemma for numerical sequences

Lemma 8.12. If the series $\sum x_n/n$ converges then $\frac{1}{n}(x_1 + \cdots + x_n) \to 0$.

Proof. To prove Kronecker’s lemma, write $s_n = x_1 + \cdots + x_n$ and $t_n = \sum_{k=1}^n x_k/k$.

We have $x_k = k(t_k - t_{k-1})$ so

$$
\frac{1}{n}s_n = \frac{1}{n} \sum_{k=1}^n k(t_k - t_{k-1}) = \frac{1}{n} \sum_{k=1}^n \sum_{j=1}^k (t_k - t_{k-1}) = \frac{1}{n} \sum_{j=1}^n \sum_{k=j}^n (t_k - t_{k-1}) = \frac{1}{n} \sum_{j=1}^n (t_n - t_{j-1}) = t_n - \frac{1}{n} \sum_{j=1}^n t_{j-1}
$$

Now $t_n \to t_\infty$ by assumption and the average must have the same limit.

So $\frac{1}{n}s_n \to t_\infty - t_\infty = 0$. □

Corollary 8.13 (Kolmogorov’s strong law of large numbers). Suppose $\{X_n\}$ is independent identically distributed with mean $m$. Then $\frac{1}{n}S_n \to m$ with probability one.

Proof. As previously we consider $S'_n = \sum_{k=1}^n X'_k$ where $X'_k = X_kI_{|X_k|\leq k}$. As previously, $(S_n - S'_n)/n \to 0$, and $E(S'_n)/n \to m$, so we only need to show that $(S'_n - E(S'_n))/n \to 0$.

To prove will $(S'_n - E(S'_n))/n \to 0$ we use Kronecker’s Lemma. That is, we verify that $\sum (X'_k - E(X'_k))/k$ converges with probability one. To apply Kolmogorov’s convergence criterion (Theorem 8.8) we only need to verify that $\sum \frac{n}{k} \text{Var}(X'_k)/k^2 < \infty$. 

The main estimate is similar to the one we already saw in the proof of Theorem 8.1.

\[
\sum_{k=1}^{\infty} \frac{\text{Var}(X'_k)}{k^2} \leq \sum_{k=1}^{\infty} \frac{1}{k^2} E(X^2 I_{|X| \leq k}) = E\left( X^2_1 \sum_{k \geq |X| \vee 1} \frac{1}{k^2} \right)
\]

\[
= \int_{|X_1| \leq 1} |X^2_1| \sum_{k=1}^{\infty} \frac{1}{k^2} + \int_{|X_1| \geq 1} |X^2_1| \sum_{k \geq |X_1|} \frac{1}{k^2} \leq \pi^2/6 + \int_{|X_1| \geq 1} \left( |X_1|^2 \left( \frac{1}{X^2_1} + \int_{|X_1|}^{\infty} \frac{1}{t^2} dt \right) \right) dP
\]

\[
\leq \pi^2/6 + 1 + E(|X_1|)
\]

Here we used the fact that if \( n - 1 \leq |X_1| \leq n \) then \( 1/n^2 \leq 1/|X_1|^2 \), so

\[
\sum_{k \geq |X_1|} \frac{1}{k^2} = \frac{1}{n^2} + \sum_{k=n+1}^{\infty} \frac{1}{k^2} \leq \frac{1}{n^2} + \int_{n}^{\infty} \frac{1}{t^2} dt \leq \frac{1}{|X_1|^2} + \int_{|X_1|}^{\infty} \frac{1}{t^2} dt.
\]

\[\square\]

**Remark 8.1** (Levy’s theorem). It is known that for independent random variables \( \sum_{n} X_n \) converges in distribution iff it converges in probability iff it converges with probability one. See [Varadhan, Theorem 3.9] or (for one implication) [Billingsley, Theorem 22.7]. This result holds true also in infinite dimensional setting (Ito-Nisio)

4. Etemadi’s inequality and its application
Theorem 8.14. Suppose that $X_1, \ldots, X_n$ are independent. Then

\[(8.7)\]

\[
P\left( \max_{1 \leq k \leq n} |S_k| \geq 3t \right) \leq 3 \max_{1 \leq k \leq n} P(|S_k| \geq t)
\]

Proof. Let $B_k$ be the event that $k$ is the first index where $|S_k| \geq 3t$. Then

\[
P\left( \max_{1 \leq k \leq n} |S_k| \geq 3t \right) \leq P(|S_n| \geq t) + \sum_{k=1}^{n-1} P(B_k \cap |S_n| \leq t)
\]

\[
\leq P(|S_n| \geq t) + \sum_{k=1}^{n-1} P(B_k \cap |S_n - S_k| \geq 2t) = P(|S_n| \geq t) + \sum_{k=1}^{n-1} P(B_k)P(|S_n - S_k| \geq 2t)
\]

\[
\leq P(|S_n| \geq t) + \max_k P(|S_n - S_k| \geq 2t)
\]

\[
\leq P(|S_n| \geq t) + \max_k (P(|S_n| \geq t) + P(|S_k| \geq t)) \leq 3 \max_{1 \leq k \leq n} P(|S_k| \geq t)
\]

\[\square\]

Corollary 8.15. For an independent sequence $\{X_n\}$ the partial sums $S_n$ converge with probability one iff they converge in probability.

Proof. Suppose $S_n \xrightarrow{P} S$. We will show that $S_n$ is a Cauchy sequence with probability one.

Since $P(|S_{n+k} - S_n| > \varepsilon) \leq P(|S_{n+k} - S| > \varepsilon/2) + P(|S_n - S| > \varepsilon/2)$, from $S_n \xrightarrow{P} S$ we get

\[
\lim_{n \to \infty} \sup_{k \geq 1} P(|S_{n+k} - S_n| > \varepsilon) = 0
\]

But by Etemadi’s inequality

\[
P\left( \max_{1 \leq k \leq m} |S_{n+k} - S_n| > \varepsilon \right) \leq 3 \max_{1 \leq k \leq m} P|S_{n+k} - S_n| > \varepsilon/3)
\]

Thus

\[
P\left( \sup_{k \geq 1} |S_{n+k} - S_n| > \varepsilon \right) \leq 3 \sup_{k \geq 1} P|S_{n+k} - S_n| > \varepsilon/3)
\]

Thus

\[
\lim_{n \to \infty} P\left( \sup_{k \geq 1} |S_{n+k} - S_n| > \varepsilon \right) = 0
\]

This is (8.4), and the rest of proof is completed as before. \[\square\]

Exercise 8.1. Suppose $\{X_k\}$ are independent uniform $U(0,1)$ random variables. Prove that $\max_{1 \leq k \leq n} X_k \to 1$ with probability one.
Exercise 8.2. Suppose \( \{X_k\} \) are independent uniform \( U(0,1) \) random variables. Prove that \( X_1 X_2 \ldots X_n \to 0 \) with probability one. Hint: There are many proofs, but perhaps the easiest uses Markov’s inequality. (This is a repeat of an Exercise 4.14 that was solved differently!)

Exercise 8.3. Suppose \( \{X_k\} \) are independent uniform \( U(0,1) \) random variables. Prove that the geometric means \( \{\sqrt[n]{X_1 X_2 \ldots X_n}\}_{n \in \mathbb{N}} \) converge with probability one. (And find the limit!)

Exercise 8.4. Suppose \( \{X_k\} \) are independent uniform \( U(0,1) \) random variables. Prove that the geometric means \( \{\sqrt[n]{X_1 X_2 \ldots X_n}\}_{n \in \mathbb{N}} \) converges in mean. (And find the limit!)

Exercise 8.5. Let \( X_1, X_2, \ldots \) be identically distributed random variables with finite second moments. Show that \( n P(|X_1| > \varepsilon \sqrt{n}) \to 0 \) and \( n^{-1/2} \max_{k \leq n} |X_k| \overset{P}{\to} 0 \). Hint: Second moments imply that for every \( \varepsilon > 0 \) one can find \( K \) such that \( E|X|^2_{k=1} > K < \varepsilon \).

Exercise 8.6. Suppose \( \{X_n\} \) is independent identically distributed and integrable. Prove that \( \frac{1}{n} X_n \to 0 \) with probability one.

*Hint #1:* (7.4) can be used to show a more general fact that if \( E|X|^p < \infty \) then \( \frac{1}{\sqrt{n}} X_n \to 0 \) with probability one.

*Hint #2:* One can use the strong law of large numbers (which one?). This is a good practice exercise, although we omitted the proof of the theorem you need here, so this solution is "less complete"!

Exercise 8.7. Suppose \( \{X_n\} \) is independent exponentially distributed\(^2\). Prove that although \( P(\frac{1}{\log n} X_1 \to 0) = 1 \), we have \( P(\frac{1}{\log n} X_n \to 0) = 0 \).

Exercise 8.8. Suppose \( X_n \) are constructed iteratively by the following procedure: \( X_1 \) is uniform \( U(0,1) \), and for \( n \geq 1 \), \( X_{n+1} \) has uniform distribution on \((0, X_n)\). Show that
\[
\frac{1}{n} \log X_n
\]
and find the limit.

Exercise 8.9. Suppose \( X_n \) are independent exponential with parameter \( \lambda_n > 0 \). For which \( \lambda_n \) we have \( X_n \to 0 \) in mean? In mean square? In probability? With probability one?

Exercise 8.10. Suppose \( X_n \) are independent random variables such that \( X_n \to X \) with probability one. Show that \( X \) cannot take two different values.

Exercise 8.11. Suppose \( \{X_n\} \) are independent with mean 0 and finite variance. Let \( S_n = \sum_{k=1}^n X_1 X_2 \ldots X_k \). Adapt the proof of Kolmogorov’s maximal inequality to estimate \( P(\max_{1 \leq k \leq n} |S_k| \geq t) \).

Exercise 8.12. Suppose \( \{X_n\} \) are independent identically distributed with mean 0 and finite variance. Show that the series \( \sum_{n=1}^{\infty} \frac{1}{n} X_n X_{n+1} \) converges almost surely.

Exercise 8.13. Suppose \( \{X_n\} \) is independent identically distributed square-integrable with mean \( E(X_k) = 0 \). Let \( \{c_n\} \) be a bounded sequence of numbers. Modify the proof of the law of large numbers (which one?) to show that \( \frac{1}{n} \sum_{k=1}^{n} c_k X_k \to 0 \) with probability one.

Exercise 8.14. Suppose \( X_n \) are independent identically distributed integrable with symmetric distribution: \( X_1 \) has the same law as \( -X_1 \). Prove that the series \( \sum_n \frac{1}{n} X_n \) converges with probability one. Hint: Corollary 8.10 is in fact iff.

\(^2\)That is, \( P(X_n \leq x) = 1 - e^{-x} \) for \( x > 0 \)
Exercise 8.15. Modify our proof of Theorem 8.1 under extra moments to show that $\frac{1}{n}S_n \to m$ with probability one under additional moment assumption that $E(|X_1|^{1+\delta}) < \infty$ for some $\delta > 0$. Hint: Consider the subsequence $\frac{1}{n^p}S_{np}$.

Exercise 8.16. Modify our proof of Theorem 8.1 under extra moments to show that under the assumption $E(|X_1|) < \infty$ we have $\frac{1}{n}S_{2n} \to m$ with probability one. Hint: An important step is to use (8.1) to show that $\sum_n \text{Var}(S_{2n}^2)/4^n < \infty$, see [Billingsley, page 283].

Exercise 8.17. Suppose $\{X_k\}$ are independent identically distributed and integrable. Show that $\frac{1}{n}S_n$ is uniformly integrable, so $\frac{1}{n}S_n \to m$ in $L_1$. That is, $E[\frac{1}{n}S_n - m] \to 0$.

Hint: Without loss of generality we can assume that mean is zero. Use symmetry: $\int \frac{1}{n}S_n > a dP = \int |S_n| > an X_k dP$ for $k \leq n$ to show that $\int \frac{1}{n}S_n > a dP \to 0$ as $n \to \infty$. Deduce from this that

$$\lim_{a \to \infty} \sup_n \int \frac{1}{n}S_n > a \frac{1}{n}S_n dP = 0$$

Exercise 8.18. Let $X_1, X_2, \ldots$ be independent random variables. Show that $A = \{\omega : \frac{1}{\pi}(X_1(\omega) + X_2(\omega) + \cdots + X_n(\omega)) \to 17\}$ is a tail event.

Exercise 8.19. Let $X_1, X_2, \ldots$ be independent random variables. Show that

$$A = \{\omega : \sum_{n=1}^{\infty} X_n(\omega) \text{ converges} \}$$

is a tail event.

---

3Etemadi’s proof allows $\delta = 0$ by using geometric subsequences!
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