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## Introduction

How do you cover a semester long course of "Linear Algebra" in half the time? That is what happened in the Fall of 2020 when classroom capacities were reduced due to Covid. I was teaching a 80 minute lecture to half of the class on Tuesdays, and repeating the same lecture to the other half on Thursdays. I had to concentrate on the basics, trying to explain concepts on simple examples, and to cover several concepts with each example. Detailed notes were produced (with lines numbered), which I projected on a screen, and made them available to students. Questions were encouraged, but not of a review nature (students were very cooperative). Pictures were drawn on a white board, and the most crucial concepts were also discussed there. On "free days" students were directed to specific resources on the web, particularly to lectures of G. Strang at MIT, and 3blue1brown.com that contains nice visualizations. I managed to cover the basics, sections 1.1-5.5 (although many sections were thinner then).

Chapters 1-5 represent mostly the transcripts of my lectures in a situation when every minute counted. Toward the end of the sections, and in exercises, non-trivial and useful applications are covered, like Fredholm alternative, Hadamard's inequality, Gram's determinant, Hilbert's matrices etc. I tried to make use of any theory developed in this book, and thus avoid "blind alleys". For example, the $Q R$ factorization was used in the proofs of the law of inertia, and of Hadamard's inequality. Diagonalization had many uses, including the Raleigh quotient, which in turn led us to principal curvatures. Quadratic forms were developed in some detail, and then applied to Calculus and Differential Geometry. Gram-Schmidt process led us to Legendre's polynomials.

I tried to keep the presentation focused. For example, only the Euclidean norm of matrices is covered. It gives a natural generalization of length for vectors, and it is sufficient for elementary applications, like convergence of Jacoby's iterations. Other norms, semi-norms, definition of a norm, etc are
left out.
Chapters 6 and 7 contain applications to Differential Equations, Calculus and Differential Geometry. They are also based on classroom presentations, although in different courses. In Differential Equations after intuitive presentation of the basics, we cover the case of repeated eigenvalues of deficiency greater than one, which is hard to find in the literature. The presentation is based on the matrix exponentials developed in the preceding section, and it leads to the theory of the Jordan normal form. Detailed discussion of systems with periodic coefficients allowed us to showcase the Fredholm alternative.

Applications to Differential Geometry is a unique feature of this book. Some readers may be surprised to find discussion of Gaussian curvature in a Linear Algebra book. However, the connection is very strong as is explained next. Principal curvatures are the eigenvalues of the generalized eigenvalue problem $A x=\lambda B x$, where $A$ and $B$ are matrices of the second and the first fundamental quadratic forms respectively. The corresponding generalized eigenvectors give coordinates of the principal directions in the tangent plane with respect to the basis consisting of tangent vectors to the coordinate curves. This involves several key concepts of Linear Algebra.

One of the central results of Linear Algebra says that every symmetric matrix is diagonalizable. We include a very nice proof, due to I.M. Gelfand [9]. In addition to its simplicity and clarity, Gelfand's proof shows the power of abstract reasoning, when it is advantageous to work with the transformation that the matrix represents, rather than the matrix itself. Generally though we tried to keep the presentation concrete.

A detailed solution manual, written by the author, is meant to enhance the text. In addition to routine problems, it covers more challenging and theoretical ones. In particular, it contains discussion of Perron-Frobenius theorem, and of Gram determinants.

A word on notation. It is customary to use boldface letters to denote vectors $\mathbf{a}$, $\mathbf{b}$, etc. Instructors use bars $\bar{a}, \bar{b}$, when writing on a board. Roman letters are also used, if there is no danger of confusing vectors with scalars. We begin by using boldface letters, then gradually shift to the Roman ones, but still occasionally use boldface letters, particularly for the zero vector $\mathbf{0}$. When discussing Differential Geometry, we use boldface letters for vectors in the tangent plane, Roman letters for their coordinate vectors, while $\bar{N}$ is reserved for the unit normal to the tangent plane.

It is a pleasure to thank my colleagues Robbie Buckingham, Ken Meyer and Dieter Schmidt for a number of useful comments.

## Chapter 1

## Systems of Linear Equations

In this chapter we develop Gaussian Elimination, a systematic and practical way for solving systems of linear equations. This technique turns out to be an important theoretical cornerstone of the entire subject.

### 1.1 Gaussian Elimination

The following equation with two variables $x$ and $y$

$$
2 x-y=3
$$

is an example of a linear equation. Geometrically, this equation describes a straight line of slope 2 (write it as $y=2 x-3$ ). The point $(2,1)$ with $x=2$ and $y=1$ is a solution of our equation so that it lies on this line, while the point $(3,1)$ does not satisfy the equation, and it lies off our line. The equation has infinitely many solutions representing geometrically a line. Similarly the equation

$$
4 x+y=9
$$

has infinitely many solutions. Now let us put these equations together, and solve the following system of two equations with two unknowns

$$
\begin{gathered}
2 x-y=3 \\
4 x+y=9 .
\end{gathered}
$$

We need to find the point (or points) that lie on both lines, or the point of intersection. The lines are not parallel, so that there is a unique point of intersection. To find its coordinates, we solve this system by adding the equations:

$$
6 x=12
$$

1 so that $x=2$. To find $y$, use the value of $x=2$ in the first equation:

$$
2 \cdot 2-y=3
$$

2 so that $y=1$.
We used an opportunity to eliminate $y$ when solving this system. A more systematic approach will be needed to solve larger systems, say a system of four equations with five unknowns. We indicate such an approach for the same system next. Observe that multiplying one of the equations by a number will not change the solution set. Similarly the solution set is preserved when adding or subtracting the equations. For example, if the first equation is multiplied by 2 (to get $4 x-2 y=6$ ) the solution set is not changed.

From the second equation we subtract the first one, multiplied by two (subtract $4 x-2 y$ from the left side of the second equation, and subtract 6 from the right side of the second equation). The new system

$$
\begin{gathered}
2 x-y=3 \\
3 y=3
\end{gathered}
$$

has the same solution set (obtained an equivalent system). The $x$ variable is now eliminated in the second equation. From the second equation obtain $y=1$, and substituting this value of $y$ back into the first equation gives $2 x-1=3$, or $x=2$. Answer: $x=2$ and $y=1$. (The lines intersect at the point $(2,1)$.)

Proceeding similarly, the system

$$
\begin{aligned}
2 x+y & =3 \\
-8 x-4 y & =-12
\end{aligned}
$$

20 is solved by adding to the second equation the first one multiplied by 4 :

$$
\begin{gathered}
2 x+y=3 \\
0=0 .
\end{gathered}
$$

21 The second equation carries no information, and it is discarded, leaving only the first equation:

$$
2 x+y=3
$$

Answer: this system has infinitely many solutions, consisting of all pairs $(x, y)$ (points $(x, y))$ lying on the line $2 x+y=3$. One can present the
answer in several ways: $y=-2 x+3$ with $x$ arbitrary, $x=-\frac{1}{2} y+\frac{3}{2}$ with $y$ arbitrary, or $y=t$ and $x=-\frac{1}{2} t+\frac{3}{2}$, with $t$ arbitrary. Geometrically, both equations of this system define the same line. That line intersects itself at all of its points.

For the system

$$
\begin{gathered}
2 x-3 y=-1 \\
2 x-3 y=0
\end{gathered}
$$

subtracting from the second equation the first one gives

$$
\begin{gathered}
2 x-3 y=-1 \\
0=1 .
\end{gathered}
$$

The second equation will never be true, no matter what $x$ and $y$ are. Answer: this system has no solutions. One says that this system is inconsistent. Geometrically, the lines $2 x-3 y=-1$ and $2 x-3 y=0$ are parallel, and have no points of intersection.

The system

$$
\begin{aligned}
& 2 x-y=3 \\
& 4 x+y=9 \\
& x-y=-\frac{1}{2}
\end{aligned}
$$

has three equations, but only two unknowns. If one considers only the first two equations, one recognizes the system of two equations with two unknowns that was solved above. The solution was $x=2$ and $y=1$. The point $(2,1)$ is the only one with a chance to be a solution of the entire system. For that it must lie on the third line $x-y=-\frac{1}{2}$. It does not. Answer: this system has no solutions, it is inconsistent. Geometrically, the third line misses the point of intersection of the first two lines.

The system of two equations

$$
\begin{gathered}
2 x-y+5 z=1 \\
x+y+z=-2
\end{gathered}
$$

affords us a "luxury" of three variables $x, y$ and $z$ to satisfy it. To eliminate $x$ in the second equation we need to subtract from it the first equation
multiplied by $\frac{1}{2}$. (From the second equation subtract $x-\frac{1}{2} y+\frac{5}{2} z=\frac{1}{2}$.) To avoid working with fractions, let us switch the order of equations

$$
\begin{aligned}
& x+y+z=-2 \\
& 2 x-y+5 z=1
\end{aligned}
$$

3 which clearly results in an equivalent system. Now to eliminate $x$ in the sec${ }_{4}$ ond equation we subtract from it the first equation multiplied by 2 . Obtain:

$$
\begin{gathered}
x+y+z=-2 \\
-3 y+3 z=5 .
\end{gathered}
$$

Set $z=t$, an arbitrary number. Then from the second equation we shall obtain $y$ as a function of $t$. Finally, from the first equation $x$ is expressed as a function of $t$. Details: from the second equation

$$
-3 y+3 t=5,
$$

giving $y=t-\frac{5}{3}$. Substitute this expression for $y$, and $z=t$, into the first equation:

$$
x+t-\frac{5}{3}+t=-2,
$$

so that $x=-2 t-\frac{1}{3}$. Answer: this system has infinitely many solutions of the form $x=-2 t-\frac{1}{3}, y=t-\frac{5}{3}, z=t$, and $t$ is an arbitrary number. One can present this answer in vector form:

$$
\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right]=\left[\begin{array}{c}
-2 t-\frac{1}{3} \\
t-\frac{5}{3} \\
t
\end{array}\right]=t\left[\begin{array}{r}
-2 \\
1 \\
1
\end{array}\right]-\frac{1}{3}\left[\begin{array}{l}
1 \\
5 \\
0
\end{array}\right] .
$$

The next example involves a three by three system

$$
\begin{gathered}
x-y+z=4 \\
-2 x+y-z=-5 \\
3 x+4 z=11
\end{gathered}
$$

of three equations with three unknowns. Our plan is to eliminate $x$ in the second and third equations. These two operations are independent of each
other and can be performed simultaneously (in parallel). To the second equation we add the first one multiplied by 2 , and from the third equation subtract the first one multiplied by 3 . Obtain:

$$
\begin{aligned}
x-y+z & =4 \\
-y+z & =3 \\
3 y+z & =-1
\end{aligned}
$$

Our next goal is to eliminate $y$ in the third equation. To the third equation we add the second one multiplied by 3. (If we used the first equation to do this task, then $x$ would reappear in the third equation, negating our work to eliminate it.) Obtain:

$$
\begin{aligned}
x-y+z & =4 \\
-y+z & =3 \\
4 z & =8 .
\end{aligned}
$$

We are finished with the elimination process, also called forward elimination. Now the system can be quickly solved by back-substitution: from the third equation calculate $z=2$. Using this value of $z$ in the second equation, one finds $y$. Using these values of $y$ and $z$ in the first equation, one finds $x$. Details: from the second equation $-y+2=3$ giving $y=-1$. From the first equation $x+1+2=4$ so that $x=1$. Answer: $x=1, y=-1$ and $z=2$. Geometrically, the three planes defined by the three equations intersect at the point $(1,-1,2)$.

Our examples suggest the following rule of thumb: if there are more variables than equations, the system is likely to have infinitely many solutions. If there are more equations than variables, the system is likely to have no solutions. And if the numbers of variables and equations are the same, the system is likely to have a unique solution. This rule does not always apply. For example, the system

$$
\begin{gathered}
x-y=2 \\
-2 x+2 y=-4 \\
3 x-3 y=6
\end{gathered}
$$

has more equations than unknowns, but the number of solutions is infinite, because all three equations define the same line. On the other hand, the
system

$$
\begin{aligned}
x-2 y+3 z & =2 \\
2 x-4 y+6 z & =-4
\end{aligned}
$$

has more variables than equations, but there are no solutions, because the equations of this system define two parallel planes.

The method for solving linear systems described in this section is known as Gaussian elimination, named in honor of C.F. Gauss, a famous German mathematician.

## Exercises

1. Solve the following systems by back-substitution.
a.

$$
\begin{array}{r}
x+3 y=-1 \\
-2 y=1 .
\end{array}
$$

Answer. $x=\frac{1}{2}, y=-\frac{1}{2}$.
b.

$$
\begin{aligned}
x+y+3 z & =1 \\
y-z & =2 \\
2 z & =-2 .
\end{aligned}
$$

c.

$$
\begin{gathered}
x+4 z=2 \\
2 y-z=5 \\
\quad-3 z=-3 .
\end{gathered}
$$

Answer. $x=-2, y=3, z=1$.
d.

$$
\begin{array}{r}
x-y+2 z=0 \\
y-z=3 .
\end{array}
$$

e.

$$
\begin{array}{r}
x+y-z-u=2 \\
3 y-3 z+5 u=3 \\
2 u=0 .
\end{array}
$$

Answer. $x=1, y=t+1, z=t, u=0$, where $t$ is arbitrary.
2. Solve the following systems by Gaussian elimination (or otherwise), and if possible interpret your answer geometrically.
a.

$$
\begin{aligned}
& x+3 y=-1 \\
& -x-2 y=3 .
\end{aligned}
$$

Answer. $x=-7, y=2$. Two lines intersecting at the point $(-7,2)$.
b.

$$
\begin{gathered}
2 x-y=3 \\
x+2 y=4 \\
-x+5 y=3 .
\end{gathered}
$$

A Answer. $x=2, y=1$. Three lines intersecting at the point $(2,1)$.
6

$$
\begin{array}{lr}
\text { c. } \quad & x+2 y=-1 \\
& -2 x-4 y=3 .
\end{array}
$$

8 Answer. There is no solution, the system is inconsistent. The lines are § parallel.

10
d.

$$
\begin{gathered}
x+2 y=-1 \\
-2 x-4 y=2 .
\end{gathered}
$$

12 Answer. There are infinitely many solutions, consisting of all points on the ${ }^{23}$ line $x+2 y=-1$.

14 e

$$
\text { e. } \quad \begin{gathered}
x+y+z=-2 \\
x+2 y=-3 \\
x-y-z=4 .
\end{gathered}
$$

16 Answer. $x=1, y=-2, z=-1$. Three planes intersect at the unique point $15(1,-2,-1)$.

$$
\text { f. } \quad \begin{aligned}
x-y+2 z & =0 \\
x+z & =3 \\
2 x-y+3 z & =3 .
\end{aligned}
$$

Answer. $x=-t+3, y=t+3, z=t$, where $t$ is arbitrary.
g.

$$
\begin{gathered}
x-2 y+z=1 \\
2 x-4 y+2 z=3 \\
4 x-y+3 z=5
\end{gathered}
$$

Answer. There are no solutions (the system is inconsistent). The first two planes are parallel.
3. Three points, not lying on the same line, uniquely determine the plane passing through them. Find an equation of the plane passing through the points $(1,0,2),(0,1,5),(2,1,1)$.

Answer. $2 x-y+z=4$. Hint. Starting with $a x+b y+c z=d$, obtain three equations for $a, b, c$ and $d$. There are infinitely many solutions, depending on a parameter $t$. Select the value of $t$ giving the simplest looking answer.
4. Find the number $a$, so that the system

$$
\begin{gathered}
2 x-3 y=-1 \\
a x-6 y=5 .
\end{gathered}
$$

has no solution. Can one find a number $a$, so that this system has infinitely many solutions?
5. Find all solutions of the equation

$$
5 x-3 y=1,
$$

where $x$ and $y$ are integers. (Diophantine equation.)
Hint. Solve for $y: y=\frac{5 x-1}{3}=2 x-\frac{x+1}{3}$. Set $\frac{x+1}{3}=n$. Then $x=3 n-1$, leading to $y=5 n-2$, where $n$ is an arbitrary integer.

### 1.2 Using Matrices

We shall deal with linear systems possibly involving a large number of unknowns. Instead of denoting the variables by $x, y, z, \ldots$, we shall write $x_{1}, x_{2}, x_{3}, \ldots, x_{n}$, where $n$ is the number of variables. Our next example is

$$
\begin{aligned}
& x_{1}-x_{2}+x_{3}=-1 \\
& 2 x_{1}-x_{2}+2 x_{3}=0 \\
& -3 x_{1}+4 x_{3}=-10
\end{aligned}
$$

The first step of Gaussian elimination is to subtract from the second equation the first one multiplied by 2 . This will involve working with the coefficients of $x_{1}, x_{2}, x_{3}$. So let us put these coefficients into a matrix (or a table)

$$
\left[\begin{array}{rrr}
1 & -1 & 1 \\
2 & -1 & 2 \\
-3 & 0 & 4
\end{array}\right]
$$

4 called the matrix of the system. It has 3 rows and 3 columns. When this 5 matrix is augmented with the right hand sides of the equations

$$
\left[\begin{array}{rrr:r}
1 & -1 & 1 & -1 \\
2 & -1 & 2 & 0 \\
-3 & 0 & 4 & -10
\end{array}\right]
$$

6 one obtains the augmented matrix. Subtracting from the second equation 7 the first one multiplied by 2 is the same as subtracting from the second row s of the augmented matrix the first one multiplied by 2 . Then, to the third row we add the first one multiplied by 3 . Obtain:

$$
\left[\begin{array}{rrr:r}
(1) & -1 & 1 & -1 \\
0 & 1 & 0 & 2 \\
0 & -3 & 7 & -13
\end{array}\right] .
$$

We circled the element, called pivot, used to produce two zeroes in the first column of the augmented matrix. Next, to the third row add 3 times the second row:

$$
\left[\begin{array}{rrr:r}
(1) & -1 & 1 & -1 \\
0 & (1) & 0 & 2 \\
0 & 0 & (7) & -7
\end{array}\right] .
$$

Two more pivots are circled. All elements under the diagonal ones are now zero. The Gaussian elimination is complete. Restore the system corresponding to the last augmented matrix (a step that will be skipped later)

$$
\begin{gathered}
x_{1}-x_{2}+x_{3}=-1 \\
x_{2}=2 \\
7 x_{3}=-7 .
\end{gathered}
$$

This system is equivalent to the original one. Back-substitution produces $x_{3}=-1, x_{2}=2$, and from the first equation

$$
x_{1}-2-1=-1,
$$

1 or $x_{1}=2$.
2 The next example is

$$
\begin{gathered}
3 x_{1}+2 x_{2}-4 x_{3}=1 \\
x_{1}-x_{2}+x_{3}=2 \\
5 x_{2}-7 x_{3}=-1,
\end{gathered}
$$

3 with the augmented matrix

$$
\left[\begin{array}{rrr:r}
3 & 2 & -4 & 1 \\
1 & -1 & 1 & 2 \\
0 & 5 & -7 & -1
\end{array}\right] .
$$

4 (Observe that we could have started this example with the augmented ma5 trix, as well.) The first step is to subtract from the second row the first 6 one multiplied by $-\frac{1}{3}$. To avoid working with fractions, we interchange the 7 first and the second rows (this changes the order of equations, giving an 8 equivalent system):

$$
\left[\begin{array}{rrr:r}
1 & -1 & 1 & 2 \\
3 & 2 & -4 & 1 \\
0 & 5 & -7 & -1
\end{array}\right] .
$$

9 Subtract from the second row the first one multiplied by 3 . We shall denote 10 this operation by $R_{2}-3 R_{1}$, for short. ( $R_{2}$ and $R_{1}$ refer to row 2 and row 1 , respectively.) Obtain:

$$
\left[\begin{array}{rrr:r}
(1) & -1 & 1 & 2 \\
0 & 5 & -7 & -5 \\
0 & 5 & -7 & -1
\end{array}\right] .
$$

12 There is a "free" zero at the beginning of third row $R_{3}$, so we move on to ${ }_{13}$ the second column and perform $R_{3}-R_{2}$ :

$$
\left[\begin{array}{rrr:r}
(1) & -1 & 1 & 2 \\
0 & 5 & -7 & -5 \\
0 & 0 & 0 & 4
\end{array}\right] .
$$

${ }_{14}$ The third equation says: $0 x_{1}+0 x_{2}+0 x_{3}=4$, or

$$
0=4 .
$$

The next example we begin with the augmented matrix

$$
\left[\begin{array}{rrr:r}
3 & 2 & -4 & 1 \\
1 & -1 & 1 & 2 \\
0 & 5 & -7 & -5
\end{array}\right]
$$

This system is a small modification of the preceding one, with only the right hand side of the third equation is different. The same steps of forward elimination lead to

$$
\left[\begin{array}{rrr:r}
(1) & -1 & 1 & 2 \\
0 & 5 & -7 & -5 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

5 The third equation now says $0=0$, and it is discarded. There are pivots in columns one and two corresponding to the variables $x_{1}$ and $x_{2}$ respectively. We call $x_{1}$ and $x_{2}$ the pivot variables. In column three there is no pivot (pivot is a non-zero element, used to produce zeroes). The corresponding variable $x_{3}$ is called free variable. We now restore the system, move the terms involving the free variable $x_{3}$ to the right, let $x_{3}$ be arbitrary, and then solve for the pivot variables $x_{1}$ and $x_{2}$ in terms of $x_{3}$. Details:

$$
\begin{aligned}
x_{1}-x_{2}+x_{3} & =2 \\
5 x_{2}-7 x_{3} & =-5,
\end{aligned}
$$

12

$$
\begin{gather*}
x_{1}-x_{2}=-x_{3}+2  \tag{2.1}\\
5 x_{2}=7 x_{3}-5 .
\end{gather*}
$$

From the second equation

$$
x_{2}=\frac{7}{5} x_{3}-1
$$

14 From the first equation of the system (2.1) express $x_{1}$

$$
x_{1}=x_{2}-x_{3}+2=\frac{7}{5} x_{3}-1-x_{3}+2=\frac{2}{5} x_{3}+1
$$

Answer: $x_{1}=\frac{2}{5} x_{3}+1, x_{2}=\frac{7}{5} x_{3}-1$, and $x_{3}$ is arbitrary ("free"). We can set $x_{3}=t$, an arbitrary number, and present the answer in the form $x_{1}=\frac{2}{5} t+1, x_{2}=\frac{7}{5} t-1, x_{3}=t$.

1 Moving on to larger systems, consider a four by four system

$$
\begin{gathered}
x_{2}-x_{3}+x_{4}=2 \\
2 x_{1}+6 x_{2}-2 x_{4}=4 \\
x_{1}+2 x_{2}+x_{3}-2 x_{4}=0 \\
x_{1}+3 x_{2}-x_{4}=2,
\end{gathered}
$$

2 with the augmented matrix

$$
\left[\begin{array}{rrrr:r}
0 & 1 & -1 & 1 & 2 \\
2 & 6 & 0 & -2 & 4 \\
1 & 2 & 1 & -2 & 0 \\
1 & 3 & 0 & -1 & 2
\end{array}\right] .
$$

3 We need a non-zero element (or pivot) at the beginning of row one. For that 4 we may switch row one $R_{1}$ with any other row, but to avoid fractions we do 5 not switch with row two. Let us switch row one $R_{1}$ with row three $R_{3}$. We
6 shall denote this operation by $R_{1} \leftrightarrow R_{3}$, for short. Obtain:

$$
\left[\begin{array}{rrrr:r}
1 & 2 & 1 & -2 & 0 \\
2 & 6 & 0 & -2 & 4 \\
0 & 1 & -1 & 1 & 2 \\
1 & 3 & 0 & -1 & 2
\end{array}\right] .
$$

${ }_{7}$ Perform $R_{2}-2 R_{1}$ and $R_{4}-R_{1}$. Obtain:

$$
\left[\begin{array}{rrrr:r}
(1) & 2 & 1 & -2 & 0 \\
0 & (2) & -2 & 2 & 4 \\
0 & 1 & -1 & 1 & 2 \\
0 & 1 & -1 & 1 & 2
\end{array}\right] .
$$

8 To produce zeroes in the second column under the diagonal, perform $R_{3}-$ - $\frac{1}{2} R_{2}$ and $R_{4}-\frac{1}{2} R_{2}$. Obtain:

$$
\left[\begin{array}{rrrr:r}
(1) & 2 & 1 & -2 & 0 \\
0 & (2) & -2 & 2 & 4 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

${ }_{10}$ The next step is optional: multiply the second row by $\frac{1}{2}$. We shall denote
${ }_{1}$ this operation by $\frac{1}{2} R_{2}$. This produces a little simpler matrix:

$$
\left[\begin{array}{rrrr:r}
(1) & 2 & 1 & -2 & 0 \\
0 & (1) & -1 & 1 & 2 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

2 The pivot variables are $x_{1}$ and $x_{2}$, while $x_{3}$ and $x_{4}$ are free. Restore the system (the third and fourth equations are discarded), move the free variables to the right, and solve for pivot variables:

$$
\begin{gathered}
x_{1}+2 x_{2}+x_{3}-2 x_{4}=0 \\
x_{2}-x_{3}+x_{4}=2,
\end{gathered}
$$

5

$$
x_{1}=-2 x_{2}-x_{3}+2 x_{4}=-2\left(x_{3}-x_{4}+2\right)-x_{3}+2 x_{4}=-3 x_{3}+4 x_{4}-4 .
$$

Answer: $x_{1}=-3 x_{3}+4 x_{4}-4, x_{2}=x_{3}-x_{4}+2, x_{3}$ and $x_{4}$ are two arbitrary numbers. We can set $x_{3}=t$ and $x_{4}=s$, two arbitrary numbers, and present the answer in the form $x_{1}=-3 t+4 s-4, x_{2}=t-s+2, x_{3}=t, x_{4}=s$.

The next system of three equations with four unknowns is given by its augmented matrix

$$
\left[\begin{array}{rrrr:r}
1 & -1 & 0 & 2 & 3 \\
-1 & 1 & 2 & 1 & -1 \\
2 & -2 & 4 & 0 & 10
\end{array}\right] .
$$

Performing $R_{2}+R_{1}$ and $R_{3}-2 R_{1}$ produces zeroes in the first column under the diagonal term (the pivot)

$$
\left[\begin{array}{rrrr:r}
(1) & -1 & 0 & 2 & 3 \\
0 & 0 & 2 & 3 & 2 \\
0 & 0 & 4 & -4 & 4
\end{array}\right] .
$$

$$
\begin{gathered}
x_{1}+2 x_{2}=-x_{3}+2 x_{4} \\
x_{2}=x_{3}-x_{4}+2
\end{gathered}
$$

The second equation gives us $x_{2}$. Then from the first equation
ontrix

Moving on to the second column, there is zero in the diagonal position. We look under this zero for a non-zero element, in order to change rows and obtain a pivot. There is no such non-zero element, so we move on to

1 the third column (the second column is left without a pivot), and perform ${ }_{2} R_{3}-2 R_{2}$ :

$$
\left[\begin{array}{rrrr:r}
(1) & -1 & 0 & 2 & 3 \\
0 & 0 & (2) & 3 & 2 \\
0 & 0 & 0 & (11) & 0
\end{array}\right] .
$$

The augmented matrix is reduced to its row echelon form. Looking at this matrix from the left, one sees in each row zeroes followed by a pivot. Observe that no two pivots occupy the same row or the same column (each pivot occupies its own row, and its own column). Here the pivot variables are $x_{1}$, $x_{3}$ and $x_{4}$, while $x_{2}$ is free variable. The last equation $-10 x_{4}=0$ implies that $x_{4}=0$. Restore the system, keeping in mind that $x_{4}=0$, then take the free variable $x_{2}$ to the right:

$$
\begin{gathered}
x_{1}=3+x_{2} \\
2 x_{3}=2 .
\end{gathered}
$$

Answer: $x_{1}=3+x_{2}, x_{3}=1, x_{4}=0$ and $x_{2}$ is arbitrary.
We summarize the strategy for solving linear systems. If a diagonal element is non-zero, use it as a pivot to produce zeroes underneath it, then work on the next column. If a diagonal element is zero, look underneath it for a non-zero element to perform a switch of rows. If a diagonal element is zero, and all elements underneath it are also zeroes, this column has no pivot; move on to the next column. After matrix is reduced to the row echelon form, move the free variables to the right side, and let them be arbitrary numbers. Then solve for the pivot variables.

### 1.2.1 Complete Forward Elimination

Let us re-visit the system

$$
\left[\begin{array}{rrr:r}
1 & -1 & 1 & -1 \\
2 & -1 & 2 & 0 \\
-3 & 0 & 4 & -10
\end{array}\right]
$$

Forward elimination ( $R_{2}-2 R_{1}, R_{3}+3 R_{1}$, followed by $R_{3}+3 R_{2}$ ) gave us

$$
\left[\begin{array}{rrr:r}
(1) & -1 & 1 & -1 \\
0 & (1) & 0 & 2 \\
0 & 0 & 7 & -7
\end{array}\right] .
$$

Then we restored the system, and quickly solved it by back-substitution. However, one can continue to simplify the matrix of the system. First, we

1 shall make all pivots equal to 1 . To that end, the third row is multiplied by $2 \frac{1}{7}$, an elementary operation denoted by $\frac{1}{7} R_{3}$. Obtain:

$$
\left[\begin{array}{rrr:r}
(1) & -1 & 1 & -1 \\
0 & (1) & 0 & 2 \\
0 & 0 & (1) & -1
\end{array}\right] .
$$

5 Performing $R_{1}-R_{3}$ gives

$$
\left[\begin{array}{rrr:r}
(1) & -1 & 0 & 0 \\
0 & (1) & 0 & 2 \\
0 & 0 & (1) & -1
\end{array}\right]
$$

6 (The other zero in the third column we got for free.) Now perform $R_{1}+R_{2}$ :

$$
\left[\begin{array}{rrr:r}
(1) & 0 & 0 & 2 \\
0 & (1) & 0 & 2 \\
0 & 0 & (1) & -1
\end{array}\right]
$$

b.

$$
\left[\begin{array}{rr:l}
2 & -2 & 4 \\
0 & 0 & 0
\end{array}\right] .
$$

c.

1. The following augmented matrices are in row echelon form. Circle the pivots, then restore the corresponding systems and solve them by backsubstitution.
a.

$$
\left[\begin{array}{rr:r}
2 & -1 & 0 \\
0 & 3 & 6
\end{array}\right] .
$$

$$
\left[\begin{array}{rr:r}
4 & -1 & 5 \\
0 & 0 & 3
\end{array}\right] .
$$

Answer. No solution.
d.

$$
\left[\begin{array}{rrr:r}
2 & -1 & 0 & 3 \\
0 & 3 & 1 & 1 \\
0 & 0 & 2 & -4
\end{array}\right] .
$$

Answer. $x_{1}=2, x_{2}=1, x_{3}=-2$.
e.

$$
\left[\begin{array}{rrr:r}
1 & -1 & 1 & 3 \\
0 & 1 & 2 & -1
\end{array}\right] .
$$

Answer. $x_{1}=-3 t+2, x_{2}=-2 t-1, x_{3}=t, t$ is arbitrary.
6 f

$$
\left[\begin{array}{rrr:r}
2 & -1 & 0 & 2 \\
0 & 0 & 1 & -4
\end{array}\right] .
$$

Answer. $x_{1}=\frac{1}{2} t+1, x_{2}=t, x_{3}=-4$.
8 g.

$$
\left[\begin{array}{rrr:r}
5 & -1 & 2 & 3 \\
0 & 3 & 1 & -1 \\
0 & 0 & 0 & -4
\end{array}\right] .
$$

Answer. The system is inconsistent (no solution).
h.

$$
\left[\begin{array}{rrrr:r}
1 & -1 & 1 & 1 & 0 \\
0 & 0 & 1 & 2 & 5 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Answer. $x_{1}=x_{2}+x_{4}-5, x_{3}=-2 x_{4}+5, x_{2}$ and $x_{4}$ are arbitrary.
2. For the following systems write down the augmented matrix, reduce it to the row echelon form, then solve the system by back-substitution. Which variables are pivot variables, and which ones are free? Circle the pivots. a.

$$
\begin{gathered}
\frac{1}{3} x_{1}-\frac{1}{3} x_{2}=1 \\
2 x_{1}+6 x_{2}=-2 .
\end{gathered}
$$

b.

$$
\begin{gathered}
x_{2}-x_{3}=1 \\
x_{1}+2 x_{2}+x_{3}=0 \\
3 x_{1}+x_{2}+2 x_{3}=1 .
\end{gathered}
$$

19
Answer. $x=1, y=0, z=-1$.
$28 \quad$ c.

$$
\begin{aligned}
& 3 x_{1}-2 x_{2}-x_{3}=0 \\
& x_{1}+2 x_{2}+x_{3}=-1 \\
& x_{1}-6 x_{2}-3 x_{3}=5
\end{aligned}
$$

$$
\begin{aligned}
& 3 x_{1}-2 x_{2}-x_{3}=0 \\
& x_{1}+2 x_{2}+x_{3}=-1 \\
& x_{1}-6 x_{2}-3 x_{3}=2 .
\end{aligned}
$$

5
6 e.

$$
\begin{gathered}
x_{1}-x_{2} \quad+x_{4}=1 \\
2 x_{1}-x_{2}+x_{3}+x_{4}=-3 \\
x_{2}+x_{3}-x_{4}=-5 .
\end{gathered}
$$

7 Answer. $x_{1}=-t-4, x_{2}=-t+s-5, x_{3}=t, x_{4}=s$.

8
3. Solve the following systems given by their augmented matrices.
a.

$$
\left[\begin{array}{rrr:r}
1 & -2 & 0 & 2 \\
2 & 3 & 1 & -4 \\
1 & 5 & 1 & -5
\end{array}\right] .
$$

Answer. No solution.
11

$$
\text { b. } \quad\left[\begin{array}{lll:l}
1 & -2 & -3 & 1 \\
2 & -3 & -1 & 4 \\
3 & -5 & -4 & 5
\end{array}\right] .
$$

Answer. $x=-7 t+5, y=-5 t+2, z=t$.
c.

$$
\left[\begin{array}{rrrr:r}
1 & -2 & -1 & 3 & 1 \\
2 & -4 & 1 & 0 & 5 \\
1 & -2 & 2 & -3 & 4
\end{array}\right] .
$$

14 Answer. $x_{1}=-t+2 s+2, x_{2}=s, x_{3}=2 t+1, x_{4}=t$.
15 d .

$$
\left[\begin{array}{rrrr:r}
1 & -1 & 0 & 1 & 0 \\
2 & -2 & 1 & -1 & 1 \\
3 & -3 & 2 & 0 & 2
\end{array}\right] .
$$

Answer. $x_{1}=t, x_{2}=t, x_{3}=1, x_{4}=0$.
e.

$$
\left[\begin{array}{rrr:r}
0 & 0 & 3 & 6 \\
0 & 1 & -2 & 0 \\
1 & 0 & 1 & 1
\end{array}\right] .
$$

Answer. $x_{1}=-1, x_{2}=4, x_{3}=2$.
4. Solve again the systems in 2(a) and 2(b) by performing complete Gaussian elimination.
5. Find the number $a$ for which the following system has infinitely many solutions, then find these solutions.

$$
\left[\begin{array}{rrr:r}
1 & -1 & 2 & 3 \\
0 & 1 & -1 & -2 \\
1 & 0 & a & 1
\end{array}\right] .
$$

8 Answer. $a=1$; $x_{1}=-x_{3}+1, x_{2}=x_{3}-2, x_{2}$ is arbitrary.
9 6. What is the maximal possible number of pivots for the matrices of the following sizes.
a. $5 \times 6$.
b. $11 \times 3$.
c. $7 \times 1$.
d. $1 \times 8$.
e. $n \times n$.

### 1.3 Vector Interpretation of Linear Systems

In this section we discuss geometrical interpretation of systems of linear equations in terms of vectors.

Given two three-dimensional vectors $C_{1}=\left[\begin{array}{r}1 \\ -1 \\ 3\end{array}\right]$ and $C_{2}=\left[\begin{array}{r}5 \\ -4 \\ 2\end{array}\right]$, we may add them by adding the corresponding components $C_{1}+C_{2}=$
${ }_{17}\left[\begin{array}{r}6 \\ -5 \\ 5\end{array}\right]$, or multiply $C_{1}$ by a number $x_{1}$ (componentwise): $x_{1} C_{1}=\left[\begin{array}{r}x_{1} \\ -x_{1} \\ 3 x_{1}\end{array}\right]$,
18 or calculate their linear combination

$$
x_{1} C_{1}+x_{2} C_{2}=\left[\begin{array}{r}
x_{1}+5 x_{2} \\
-x_{1}-4 x_{2} \\
3 x_{1}+2 x_{2}
\end{array}\right]
$$

19 where $x_{2}$ is another scalar (number). Recall that the vector $C_{1}$ joins the 20 origin $(0,0,0)$ to the point with coordinates $(1,-1,3)$. The vector $x_{1} C_{1}$
points in the same direction as $C_{1}$ if $x_{1}>0$, and in the opposite direction in case $x_{1}<0$. The sum $C_{1}+C_{2}$ corresponds to the parallelogram rule of addition of vectors.
${ }^{4} \quad$ Given a vector $b=\left[\begin{array}{r}-3 \\ 2 \\ 4\end{array}\right]$, let us try to find the numbers $x_{1}$ and $x_{2}$, so that

$$
x_{1} C_{1}+x_{2} C_{2}=b .
$$

. In components, we need

$$
\begin{aligned}
& x_{1}+5 x_{2}=-3 \\
& -x_{1}-4 x_{2}=2 \\
& 3 x_{1}+2 x_{2}=4 .
\end{aligned}
$$

7 But that is just a three by two system of equations! It has a unique solution 8 $x_{1}=2$ and $x_{2}=-1$, found by Gaussian elimination. So that

$$
b=2 C_{1}-C_{2} .
$$

The vector $b$ is a linear combination of the vectors $C_{1}$ and $C_{2}$. Geometrically, the vector $b$ lies in the plane determined by the vectors $C_{1}$ and $C_{2}$ (this plane passes through the origin). One also says that $b$ belongs to the span of the vectors $C_{1}$ and $C_{2}$, denoted by $\operatorname{Span}\left\{C_{1}, C_{2}\right\}$, and defined to be the set of all possible linear combinations $x_{1} C_{1}+x_{2} C_{2}$. The columns of the augmented matrix of this system

$$
\left[\begin{array}{rr:r}
1 & 5 & -3 \\
-1 & -4 & 2 \\
3 & 2 & 4
\end{array}\right]
$$

are precisely the vectors $C_{1}, C_{2}$, and $b$. We can write the augmented matrix as $\left[C_{1} C_{2} \vdots b\right]$ by listing its columns.

In place of $b$, let us consider another vector $B=\left[\begin{array}{r}-3 \\ 2 \\ 1\end{array}\right]$, and again try to find the numbers $x_{1}$ and $x_{2}$, so that

$$
x_{1} C_{1}+x_{2} C_{2}=B .
$$

This three by two system of equations has no solutions, since the third equation does not hold at the solution $x_{1}=2, x_{2}=-1$ of the first two equations. The vector $B$ does not lie in the plane determined by the vectors $C_{1}$ and $C_{2}$ (equivalently, $B$ is not a linear combination of the vectors $C_{1}$ and $C_{2}$, so that $B$ does not belong to $\operatorname{Span}\left\{C_{1}, C_{2}\right\}$ ). The columns of the augmented matrix for the last system

$$
\left.\left[\begin{array}{rr:r}
1 & 5 & -3 \\
-1 & -4 & 2 \\
3 & 2 & 1
\end{array}\right]=\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right] B\right]
$$

are the vectors $C_{1}, C_{2}$, and $B$.
The above examples illustrate that a system with the augmented matrix [ $\left.C_{1} C_{2} \vdots b\right]$ has a solution exactly when (if and only if) the vector of the right hand sides $b$ belongs to the span $\operatorname{Span}\left\{C_{1}, C_{2}\right\}$. Observe that $C_{1}$ and $C_{2}$ are the columns of the matrix of the system.

Similarly, a system of three equations with three unknowns and the augmented matrix $\left[\begin{array}{llll}C_{1} & C_{2} & C_{3} & \vdots\end{array}\right]$ has a solution if and only if the vector of the right hand sides $b$ belongs to the span $\operatorname{Span}\left\{C_{1}, C_{2}, C_{3}\right\}$. In other words, $b$ is a linear combination of $C_{1}, C_{2}$ and $C_{3}$ if and only if the system with the augmented matrix $\left[C_{1} C_{2} C_{3} \vdots b\right]$ is consistent (has solutions). The same is true for systems of arbitrary size, say a system of seven equations with eleven unknowns (the columns of its matrix will be seven-dimensional vectors). We discuss vectors of arbitrary dimension next.

In Calculus and Physics one deals with either two-dimensional or threedimensional vectors. The set of all possible two-dimensional vectors is denoted by $R^{2}$, while $R^{3}$ denotes all vectors in the three-dimensional space we live in. By analogy, $R^{n}$ is the set of all possible $n$-dimensional vectors of the form $\left[\begin{array}{c}a_{1} \\ a_{2} \\ \vdots \\ a_{n}\end{array}\right]$, which can be added or multiplied by a scalar the same way

1
by adding the corresponding components. If $c$ is a scalar, then

$$
c\left[\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3} \\
a_{4}
\end{array}\right]=\left[\begin{array}{l}
c a_{1} \\
c a_{2} \\
c a_{3} \\
c a_{4}
\end{array}\right] .
$$

It is customary to use boldface (or capital) letters when denoting vectors,
4 for example $\mathbf{a}=\left[\begin{array}{c}a_{1} \\ a_{2} \\ a_{3} \\ a_{4}\end{array}\right], \mathbf{b}=\left[\begin{array}{c}b_{1} \\ b_{2} \\ b_{3} \\ b_{4}\end{array}\right]$. (We shall also write $a=\left[\begin{array}{c}a_{1} \\ a_{2} \\ a_{3} \\ a_{4}\end{array}\right]$, 5 when it is clear from context that $a \in R^{4}$ is a vector.) Usual algebra rules apply to vectors, for example

$$
\begin{aligned}
\mathbf{b}+\mathbf{a} & =\mathbf{a}+\mathbf{b}, \\
c(\mathbf{a}+\mathbf{b}) & =c \mathbf{a}+c \mathbf{b},
\end{aligned}
$$

for any scalar $c$.
Recall that matrix is a rectangular array (a table) of numbers. We say that a matrix $A$ is of size (or of type) $m \times n$ if it has $m$ rows and $n$ columns. For example, the matrix

$$
A=\left[\begin{array}{rrr}
1 & -1 & 2 \\
-1 & 0 & 4
\end{array}\right]
$$

is of size $2 \times 3$. It has three columns $\mathbf{a}_{1}=\left[\begin{array}{r}1 \\ -1\end{array}\right], \mathbf{a}_{\mathbf{2}}=\left[\begin{array}{r}-1 \\ 0\end{array}\right]$, and $\mathbf{a}_{\mathbf{3}}=\left[\begin{array}{l}2 \\ 4\end{array}\right]$, which are vectors in $R^{2}$. One can write the matrix $A$ through its columns

$$
A=\left[\begin{array}{lll}
\mathbf{a}_{1} & \mathbf{a}_{2} & \mathbf{a}_{3}
\end{array}\right] .
$$

15 A matrix $A$ of size $m \times n$

$$
A=\left[\begin{array}{llll}
\mathbf{a}_{1} & \mathbf{a}_{2} & \ldots & \mathbf{a}_{\mathbf{n}}
\end{array}\right]
$$

1 has $n$ columns, and each of them is a vector in $R^{m}$.
The augmented matrix for a system of $m$ equations with $n$ unknowns has the form $\left[\begin{array}{llll}\mathbf{a}_{\mathbf{1}} & \mathbf{a}_{\mathbf{2}} & \ldots & \mathbf{a}_{\mathbf{n}} \vdots\end{array}\right]$, and each column is a vector in $R^{m}$. The system is consistent (it has a solution) if and only if the vector of the right hand sides $b$ belongs to the span $\operatorname{Span}\left\{\mathbf{a}_{\mathbf{1}}, \mathbf{a}_{\mathbf{2}}, \ldots, \mathbf{a}_{\mathbf{n}}\right\}$, which is defined as the set of all possible linear combinations $x_{1} \mathbf{a}_{\mathbf{1}}+x_{2} \mathbf{a}_{\mathbf{2}}+\cdots+x_{n} \mathbf{a}_{\mathbf{n}}$.

One defines the product $A x$ of an $m \times n$ matrix $A=\left[\begin{array}{llll}\mathbf{a}_{\mathbf{1}} & \mathbf{a}_{2} & \ldots & \mathbf{a}_{\mathbf{n}}\end{array}\right]$ and 8 of vector $x=\left[\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{n}\end{array}\right]$ in $R^{n}$ as the following linear combination of columns 9
of $A$

$$
A x=\left[\begin{array}{llll}
\mathbf{a}_{\mathbf{1}} & \mathbf{a}_{2} & \ldots & \mathbf{a}_{\mathbf{n}}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]=x_{1} \mathbf{a}_{\mathbf{1}}+x_{2} \mathbf{a}_{\mathbf{2}}+\cdots+x_{n} \mathbf{a}_{\mathbf{n}}
$$

${ }^{11} \quad$ If $y=\left[\begin{array}{c}y_{1} \\ y_{2} \\ \vdots \\ y_{n}\end{array}\right]$ is another vector in $R^{n}$, it is straightforward to verify that

$$
A(x+y)=A x+A y .
$$

One also checks that

$$
A(c x)=c A x
$$

14 for any scalar $c$.

$$
\begin{gather*}
x_{1}-x_{2}+3 x_{3}=2  \tag{3.1}\\
2 x_{1}+6 x_{2}-2 x_{3}=4 \\
5 x_{1}+2 x_{2}+x_{3}=0
\end{gather*}
$$

3 is $A=\left[\begin{array}{rrr}1 & -1 & 3 \\ 2 & 6 & -2 \\ 5 & 2 & 1\end{array}\right]$, and the vector of right hand sides is $b=\left[\begin{array}{l}2 \\ 4 \\ 0\end{array}\right]$.
4 Define $x=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$, the vector of unknowns. (Here we do not use boldface

$$
A x=\left[\begin{array}{rrr}
1 & -1 & 3 \\
2 & 6 & -2 \\
5 & 2 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{r}
x_{1}-x_{2}+3 x_{3} \\
2 x_{1}+6 x_{2}-2 x_{3} \\
5 x_{1}+2 x_{2}+x_{3}
\end{array}\right] .
$$

6 It follows that the system (3.1) can be written in the matrix form

$$
\begin{equation*}
A x=b \text {. } \tag{3.2}
\end{equation*}
$$

Any $m \times n$ linear system can be written in the form (3.2), where $A$ is the $m \times n$ matrix of the system, $b \in R^{m}$ is the vector of right hand sides, and $x \in R^{n}$ is the vector of unknowns.

Analogy is a key concept when dealing with objects in dimensions greater than three. Suppose a four-dimensional spaceship of the form of fourdimensional ball $\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2} \leq R^{2}\right)$ passes by us. What will we see? By analogy, imagine people living in a plane (or flatland) and a threedimensional ball passes by. At first they see nothing (the ball is out of their plane), then they see a point, then an expanding disc, then a contracting disc, followed by a point, and then they see nothing again. Can you now answer the original question? (One will see: nothing, one point, expanding balls, contracting balls, one point, nothing.)

1. Express the vector $b=\left[\begin{array}{l}1 \\ 0 \\ 4\end{array}\right]$ as a linear combination of the vectors $C_{1}=$ $2\left[\begin{array}{l}1 \\ 0 \\ 1\end{array}\right], C_{2}=\left[\begin{array}{r}0 \\ -1 \\ 1\end{array}\right]$, and $C_{3}=\left[\begin{array}{l}1 \\ 2 \\ 3\end{array}\right]$. In other words, find the numbers ${ }_{3} x_{1}, x_{2}, x_{3}$ so that $b=x_{1} C_{1}+x_{2} C_{2}+x_{3} C_{3}$. Write down the augmented matrix
4 for the corresponding system of equations.
5 Answer. $x_{1}=\frac{1}{4}, x_{2}=\frac{3}{2}, x_{3}=\frac{3}{4}$.
${ }^{6}$ 2. Is it possible to express the vector $b=\left[\begin{array}{r}5 \\ 3 \\ -3\end{array}\right]$ as a linear combination 7 of the vectors $C_{1}=\left[\begin{array}{r}1 \\ 1 \\ -1\end{array}\right], C_{2}=\left[\begin{array}{r}2 \\ 1 \\ -1\end{array}\right]$, and $C_{3}=\left[\begin{array}{r}3 \\ 2 \\ -2\end{array}\right]$ ?

8 Answer. Yes.
9 3. Is it possible to express the vector $b=\left[\begin{array}{r}5 \\ 4 \\ 1 \\ -3\end{array}\right]$ as a linear combination
10 of the vectors $C_{1}=\left[\begin{array}{r}0 \\ 1 \\ 1 \\ -1\end{array}\right], C_{2}=\left[\begin{array}{r}0 \\ -2 \\ 1 \\ -1\end{array}\right]$, and $C_{3}=\left[\begin{array}{r}0 \\ 1 \\ 2 \\ -2\end{array}\right]$ ?
11

12
4. Calculate the following products involving a matrix and a vector.

13
a. $\left[\begin{array}{rr}1 & 2 \\ -1 & 1\end{array}\right]\left[\begin{array}{r}3 \\ -2\end{array}\right]$.
Answer. $\left[\begin{array}{l}-1 \\ -5\end{array}\right]$.
b. $\left[\begin{array}{rrr}1 & 2 & 0 \\ 0 & -1 & 1 \\ 1 & -2 & 1\end{array}\right]\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$.
Answer. $\left[\begin{array}{c}x_{1}+2 x_{2} \\ -x_{2}+x_{3} \\ x_{1}-2 x_{2}+x_{3}\end{array}\right]$.

14

15
c. $\left[\begin{array}{lll}1 & -2 & 0 \\ 3 & -1 & 1\end{array}\right]\left[\begin{array}{l}1 \\ 2 \\ 3\end{array}\right]$.
1 d. $\left[\begin{array}{rr}-1 & 2 \\ 0 & -1 \\ 1 & 4 \\ 3 & 0\end{array}\right]\left[\begin{array}{r}-1 \\ 2\end{array}\right]$.
Answer. $\left[\begin{array}{r}5 \\ -2 \\ 7 \\ -3\end{array}\right]$.

2 e. $\left[\begin{array}{lll}3 & -1 & 1\end{array}\right]\left[\begin{array}{l}1 \\ 0 \\ 3\end{array}\right]$.
Answer. 6.

3 f. $\left[\begin{array}{lll}1 & -2 & 0 \\ 3 & -1 & 1\end{array}\right]\left[\begin{array}{l}0 \\ 0 \\ 0\end{array}\right]$. Answer. $\left[\begin{array}{l}0 \\ 0\end{array}\right]$.
45 . Does the vector $b$ lie in the plane determined by the vectors $C_{1}$ and $C_{2}$ ?
5 a. $\quad b=\left[\begin{array}{r}0 \\ 1 \\ -4\end{array}\right], C_{1}=\left[\begin{array}{r}2 \\ 1 \\ -2\end{array}\right], C_{2}=\left[\begin{array}{l}1 \\ 0 \\ 1\end{array}\right]$.
6 Answer. Yes.
7 b. $\quad b=\left[\begin{array}{r}5 \\ 1 \\ -4\end{array}\right], C_{1}=\left[\begin{array}{r}2 \\ -1 \\ 0\end{array}\right], C_{2}=\left[\begin{array}{r}1 \\ -3 \\ 0\end{array}\right]$.
8 Answer. No.
g c. $\quad b=\left[\begin{array}{r}2 \\ 1 \\ -2\end{array}\right], C_{1}=\left[\begin{array}{r}2 \\ -1 \\ 3\end{array}\right], C_{2}=\left[\begin{array}{r}-4 \\ -2 \\ 4\end{array}\right]$.
10 Answer. Yes.
${ }^{11} \quad$ d. $\quad b=\left[\begin{array}{r}2 \\ -4 \\ 5\end{array}\right], C_{1}=\left[\begin{array}{r}3 \\ -1 \\ 1\end{array}\right], C_{2}=\left[\begin{array}{r}-1 \\ -3 \\ 2\end{array}\right]$.
12 Answer. No.
${ }^{13} 6$. Does the vector $b$ belong to $\operatorname{Span}\left\{C_{1}, C_{2}, C_{3}\right\}$ ?
$14 \quad$ a. $\quad b=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right], C_{1}=\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right], C_{2}=\left[\begin{array}{l}0 \\ 1 \\ 0\end{array}\right], C_{3}=\left[\begin{array}{l}1 \\ 1 \\ 0\end{array}\right]$.
15 Answer. No.
b. $\quad b=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right], C_{1}=\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right], C_{2}=\left[\begin{array}{l}0 \\ 1 \\ 0\end{array}\right], C_{3}=\left[\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]$.

2 Answer. Yes.
3 7 . Let $A$ be of size $4 \times 5$, and $x$ is in $R^{4}$. Is the product $A x$ defined?
48 . Let $A$ be of size $7 \times 8$, and $x \in R^{8}$. Is the product $A x$ defined?
5 9. Let $A$ be of size $m \times n, \mathbf{0}$ is the zero vector in $R^{n}$ (all components of $\mathbf{0}$ 6 are zero). Calculate the product $A \mathbf{0}$, and show that it is the zero vector in ${ }_{7} R^{m}$.

## 8 1.4 Solution Set of a Linear System $A x=b$

9 When all right hand sides are zero the system is called homogeneous:

$$
\begin{equation*}
A x=0 . \tag{4.1}
\end{equation*}
$$

10 On the right side in (4.1) is the zero vector, or a vector with all components ${ }_{11}$ equal to zero (often denoted by $\mathbf{0}$ ). Here the matrix $A$ is of size $m \times n$. 12 The vector of unknowns $x$ is in $R^{n}$. The system (4.1) always has a solution ${ }_{13} x=0$, or $x_{1}=x_{2}=\cdots=x_{n}=0$, called the trivial solution. We wish to 14 find all solutions.

Our first example is the homogeneous system

$$
\begin{gathered}
x_{1}-x_{2}+x_{3}=0 \\
-2 x_{1}+x_{2}-x_{3}=0 \\
3 x_{1}-2 x_{2}+4 x_{3}=0,
\end{gathered}
$$

with the augmented matrix

$$
\left[\begin{array}{rrr:r}
1 & -1 & 1 & 0 \\
-2 & 1 & -1 & 0 \\
3 & -2 & 4 & 0
\end{array}\right] .
$$

${ }_{17}$ Forward elimination $\left(R_{2}+2 R_{1}, R_{3}-3 R_{1}\right.$, followed by $\left.R_{3}+R_{2}\right)$ leads to

$$
\left[\begin{array}{rrr:r}
(1) & -1 & 1 & 0 \\
0 & \mathbb{C} & 1 & 0 \\
0 & 0 & (2) & 0
\end{array}\right],
$$

1
or

$$
\begin{gathered}
x_{1}-x_{2}+x_{3}=0 \\
-x_{2}+x_{3}=0 \\
2 x_{3}=0 .
\end{gathered}
$$

Back-substitution gives $x_{1}=x_{2}=x_{3}=0$, the trivial solution. There are three pivot variables, and no free variables. The trivial solution is the only solution of this system. Homogeneous system must have free variables, in order to have non-trivial solutions.

Our next example has the augmented matrix

$$
\left[\begin{array}{rrr:r}
1 & -1 & 1 & 0 \\
-2 & 1 & -1 & 0 \\
3 & -2 & 2 & 0
\end{array}\right],
$$

7 which is a small modification of the preceding system, with only one entry of the third row changed. The same steps of forward elimination $\left(R_{2}+2 R_{1}\right.$, $R_{3}-3 R_{1}$, followed by $R_{3}+R_{2}$ ) lead to

$$
\left[\begin{array}{rrr:r}
(1) & -1 & 1 & 0 \\
0 & (1) & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],
$$

or

$$
\begin{gathered}
x_{1}-x_{2}+x_{3}=0 \\
-x_{2}+x_{3}=0,
\end{gathered}
$$

after discarding a row of zeroes. Solving for the pivot variables $x_{1}, x_{2}$ in terms of the free variable $x_{3}$, obtain infinitely many solutions: $x_{1}=0$, $x_{2}=x_{3}$, and $x_{3}$ is arbitrary number. Write this solution in vector form

$$
\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
0 \\
x_{3} \\
x_{3}
\end{array}\right]=x_{3}\left[\begin{array}{l}
0 \\
1 \\
1
\end{array}\right]=x_{3} u
$$

where $u=\left[\begin{array}{l}0 \\ 1 \\ 1\end{array}\right]$. It is customary to set $x_{3}=t$, then the solution set of this system is given by $t u$, all possible multiples of the vector $u$. Geometrically,

1 the solution set consists of all vectors lying on the line through the origin 2 parallel to $u$, or $\operatorname{Span}\{u\}$.

The next example is a homogeneous system of four equations with four 4 unknowns given by its augmented matrix

$$
\left[\begin{array}{rrrr:r}
1 & 0 & -1 & 1 & 0 \\
-2 & 1 & 3 & 4 & 0 \\
-1 & 1 & 2 & 5 & 0 \\
5 & -2 & -7 & -7 & 0
\end{array}\right]
$$

5 Forward elimination steps $R_{2}+2 R_{1}, R_{3}+R_{1}, R_{4}-5 R_{1}$ give

$$
\left[\begin{array}{rrrr:r}
1 & 0 & -1 & 1 & 0 \\
0 & 1 & 1 & 6 & 0 \\
0 & 1 & 1 & 6 & 0 \\
0 & -2 & -2 & -12 & 0
\end{array}\right] .
$$

6 Then perform $R_{3}-R_{2}$ and $R_{4}+2 R_{2}$ :

$$
\left[\begin{array}{rrrr:r}
(1) & 0 & -1 & 1 & 0 \\
0 & (1) & 1 & 6 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

${ }_{7}$ Restore the system

$$
\begin{aligned}
& x_{1}-x_{3}+x_{4}=0 \\
& \quad x_{2}+x_{3}+6 x_{4}=0,
\end{aligned}
$$

8 express the pivot variables $x_{1}, x_{2}$ in terms of the free ones $x_{3}, x_{4}$, then set $x_{3}=t$ and $x_{4}=s$, two arbitrary numbers. Obtain infinitely many solutions: $x_{1}=t-s, x_{2}=-t-6 s, x_{3}=t$, and $x_{4}=s$. Writing this solution in vector form

$$
\left[\begin{array}{c}
t-s \\
-t-6 s \\
t \\
s
\end{array}\right]=t\left[\begin{array}{r}
1 \\
-1 \\
1 \\
0
\end{array}\right]+s\left[\begin{array}{r}
-1 \\
-6 \\
0 \\
1
\end{array}\right]=t u+s v
$$

12
${ }_{13}$
we see that the solution set is a linear combination of the vectors $u=$ $\left[\begin{array}{r}1 \\ -1 \\ 1 \\ 0\end{array}\right]$ and $v=\left[\begin{array}{r}-1 \\ -6 \\ 0 \\ 1\end{array}\right]$, or $\operatorname{Span}\{u, v\}$.

In general, if the number of free variables is $k$, then the solution set of an $m \times n$ homogeneous system $A x=0$ has the form $\operatorname{Span}\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$ for some vectors $u_{1}, u_{2}, \ldots, u_{k}$ that are solutions of this system.

An $m \times n$ homogeneous system $A x=0$ has at most $m$ pivots, so that there is at most $m$ pivot variables. That is because each pivot occupies its own row, and the number of rows is $m$. If $n>m$, there are more variables in total than the number of pivot variables. Hence some variables are free, and the system $A x=0$ has infinitely many solutions. For future reference this fact is stated as a theorem.

Theorem 1.4.1 An $m \times n$ homogeneous system $A x=0$, with $n>m$, has infinitely many solutions.

Turning to non-homogeneous systems $A x=b$, with vector $b \neq 0$, let us re-visit the system

$$
\begin{gathered}
2 x_{1}-x_{2}+5 x_{3}=1 \\
x_{1}+x_{2}+x_{3}=-2,
\end{gathered}
$$

for which we calculated in Section 1.1 the solution set to be

$$
\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=t\left[\begin{array}{r}
-2 \\
1 \\
1
\end{array}\right]-\frac{1}{3}\left[\begin{array}{l}
1 \\
5 \\
0
\end{array}\right]=t u+p
$$

denoting $u=\left[\begin{array}{r}-2 \\ 1 \\ 1\end{array}\right]$ and $p=-\frac{1}{3}\left[\begin{array}{l}1 \\ 5 \\ 0\end{array}\right]$. Recall that $t u$ represents vectors on a line through the origin parallel to the vector $u$ (with $t$ arbitrary). The vector $p$ translates this line to a parallel one, off the origin. Let us consider the corresponding homogeneous system:

$$
\begin{gathered}
2 x_{1}-x_{2}+5 x_{3}=0 \\
x_{1}+x_{2}+x_{3}=0,
\end{gathered}
$$

with the right hand sides changed to zero. One calculates its solution set to be $t u$, with the same $u$. In general, the solution set of the system $A x=b$
is a translation by some vector $p$ of the solution set of the corresponding homogeneous system $A y=0$. Indeed, if $p$ is any particular solution of the non-homogeneous system, so that $A p=b$, then $A(p+y)=A p+A y=$ $A p=b$. It follows that $p+y$ gives the solution set of the non-homogeneous system.

We conclude this section with a "book-keeping" remark. Suppose one needs to solve three systems $A x=b_{1}, A x=b_{2}$ and $A x=b_{3}$, all with the same matrix $A$. Calculations can be done in parallel by considering a "long" augmented matrix [ $A^{\prime}, b_{1}^{\prime}, b_{2}^{\prime}, b_{3}$ ]. If the first step in the row reduction of $A$ is, say $R_{2}-2 R_{1}$, this step is performed on the entire "long" second row. Once $A$ is reduced to the row echelon form, restore each of the systems separately, and perform back-substitution.

## Exercises

1. Let $A=\left[\begin{array}{rrr}1 & 2 & -1 \\ 1 & 2 & 0 \\ 1 & 2 & -1\end{array}\right], b_{1}=\left[\begin{array}{l}2 \\ 3 \\ 2\end{array}\right], b_{2}=\left[\begin{array}{r}-1 \\ 0 \\ 2\end{array}\right]$. Determine the solution set of the following systems. (Calculations for all three cases can be done in parallel.)
a. $A x=0$.

Answer. $x=t\left[\begin{array}{r}-2 \\ 1 \\ 0\end{array}\right]$.
b. $A x=b_{1}$.

Answer. $x=t\left[\begin{array}{r}-2 \\ 1 \\ 0\end{array}\right]+\left[\begin{array}{l}3 \\ 0 \\ 1\end{array}\right]$.
c. $A x=b_{2}$.

Answer. The system is inconsistent (no solutions).
2. Let $A$ be a $4 \times 5$ matrix. Does the homogeneous system $A x=0$ have non-trivial solutions?

3 . Let $A$ be a $n \times n$ matrix, with $n$ pivots. Are there any solutions of the system $A x=0$, in addition to the trivial one?
4. Let $x_{1}=2, x_{2}=1$ be a solution of some system $A x=b$, with a $2 \times 2$ matrix $A$. Assume that the solution set of the corresponding homogeneous
system $A x=0$ is $t\left[\begin{array}{r}1 \\ -3\end{array}\right]$, with arbitrary $t$. Describe geometrically the solution set of $A x=b$.

Answer. The line of slope -3 passing through the point $(2,1)$, or $x_{2}=$ $-3 x_{1}+7$.
5. Show that the system $A x=b$ has at most one solution if the corresponding homogeneous system $A x=0$ has only the trivial solution.
Hint. Show that the difference of any two solutions of $A x=b$ satisfies the corresponding homogeneous system.
6. Let $x$ and $y$ be two solutions of the homogeneous system $A x=0$.
a. Show that $x+y$ is also a solution of this system.
b. Show that $c_{1} x+c_{2} y$ is a solution of this system, for any scalars $c_{1}, c_{2}$.
7. Let $x$ and $y$ be two solutions of a non-homogeneous system $A x=b$, with non-zero vector $b$. Show that $x+y$ is not a solution of this system.
8. True or false?
a. If a linear system of equations has a trivial solution, this system is homogeneous.
b. If A of size $5 \times 5$ has 4 pivots, then the system $A x=0$ has non-trivial solutions.
c. If $A$ is a $4 \times 5$ matrix with 3 pivots, then the solution set of $A x=0$ involves one arbitrary constant. Answer. False.
d. If $A$ is a $5 \times 6$ matrix, then for any $b$ the system $A x=b$ is consistent (has solutions). Answer. False.

### 1.5 Linear Dependence and Independence

Given a set of vectors $u_{1}, u_{2}, \ldots, u_{n}$ in $R^{m}$, we look for the scalars (coefficients) $x_{1}, x_{2}, \ldots, x_{n}$ which will make their linear combination to be equal to the zero vector

$$
\begin{equation*}
x_{1} u_{1}+x_{2} u_{2}+\cdots+x_{n} u_{n}=0 \tag{5.1}
\end{equation*}
$$

The trivial combination $x_{1}=x_{2}=\cdots=x_{n}=0$ clearly works. If the trivial combination is the only way to produce zero vector, we say that the vectors $u_{1}, u_{2}, \ldots, u_{n}$ are linearly independent. If any non-trivial combination is
equal to the zero vector, we say that the vectors $u_{1}, u_{2}, \ldots, u_{n}$ are linearly dependent.

Suppose that the vectors $u_{1}, u_{2}, \ldots, u_{n}$ are linearly dependent. Then (5.1) holds, with at least one of the coefficients not zero. Let us say, $x_{1} \neq 0$. Writing $x_{1} u_{1}=-x_{2} u_{2}-\cdots-x_{n} u_{n}$, express

$$
u_{1}=-\frac{x_{2}}{x_{1}} u_{2}-\cdots-\frac{x_{n}}{x_{1}} u_{n},
$$

so that $u_{1}$ is a linear combination of the other vectors. Conversely, suppose that $u_{1}$ is a linear combination of the other vectors $u_{1}=y_{2} u_{2}+\cdots+y_{n} u_{n}$, with some coefficients $y_{2}, \ldots, y_{n}$. Then

$$
(-1) u_{1}+y_{2} u_{2}+\cdots+y_{n} u_{n}=0
$$

We have a non-trivial linear combination, with at least one of the coefficients non-zero (namely, $(-1) \neq 0$ ), producing the zero vector. The vectors $u_{1}, u_{2}, \ldots, u_{n}$ are linearly dependent. Conclusion: a set of vectors is linearly dependent if and only if (exactly when) one of the vectors is a linear combination of the others.

For two vectors $u_{1}, u_{2}$ linear dependence means that $u_{1}=y_{2} u_{2}$, for some scalar $y_{2}$, so that the vectors are proportional, and they go along the same line (in case of $R^{2}$ or $R^{3}$ ). For three vectors $u_{1}, u_{2}, u_{3}$ linear dependence implies that $u_{1}=y_{2} u_{2}+y_{3} u_{3}$ (geometrically, if these vectors are in $R^{3}$ they lie in the same plane).

For example, $a_{1}=\left[\begin{array}{r}1 \\ -1 \\ 2\end{array}\right], a_{2}=\left[\begin{array}{r}1 \\ -3 \\ 3\end{array}\right]$, and $a_{3}=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$ are linearly dependent, because

$$
a_{2}=2 a_{1}-a_{3} .
$$

while the vectors $b_{1}=\left[\begin{array}{r}1 \\ -1 \\ 2\end{array}\right], b_{2}=\left[\begin{array}{r}-2 \\ 2 \\ -4\end{array}\right]$, and $b_{3}=\left[\begin{array}{r}1 \\ 4 \\ -5\end{array}\right]$ are linearly dependent, because

$$
b_{1}=\left(-\frac{1}{2}\right) b_{2}+0 b_{3} .
$$

${ }^{23} \quad$ The vectors $u_{1}=\left[\begin{array}{l}2 \\ 0 \\ 0\end{array}\right], u_{2}=\left[\begin{array}{r}1 \\ -3 \\ 0\end{array}\right]$, and $u_{3}=\left[\begin{array}{r}-1 \\ 1 \\ 3\end{array}\right]$, are linearly independent, because none of these vectors is a linear combination of the
other two. Let us see why $u_{2}$ is not a linear combination of $u_{1}$ and $u_{3}$. Indeed, if we had $u_{2}=x_{1} u_{1}+x_{2} u_{3}$, or

$$
\left[\begin{array}{r}
1 \\
-3 \\
0
\end{array}\right]=x_{1}\left[\begin{array}{l}
2 \\
0 \\
0
\end{array}\right]+x_{2}\left[\begin{array}{r}
-1 \\
1 \\
3
\end{array}\right],
$$

then comparing the third components gives $x_{2}=0$, so that

$$
\left[\begin{array}{r}
1 \\
-3 \\
0
\end{array}\right]=x_{1}\left[\begin{array}{l}
2 \\
0 \\
0
\end{array}\right]
$$

4 which is not possible. One shows similarly that $u_{1}$ and $u_{3}$ are not linear combinations of the other two vectors. A more systematic approach to decide on linear dependence or independence is developed next.

Vectors $u_{1}, u_{2}, \ldots, u_{n}$ in $R^{m}$ are linearly dependent if the vector equation (5.1) has a non-trivial solution. In components, the vector equation (5.1) is an $m \times n$ homogeneous system with the augmented matrix $\left[u_{1} u_{2} \ldots u_{n} \vdots 0\right]$. Apply forward elimination. Non-trivial solutions will exist if and only if there are free (non-pivot) variables. If there are no free variables (all columns have pivots), then the trivial solution is the only one. Since we are only interested in pivots, there is no need to carry a column of zeroes in the augmented matrix when performing row reduction.

Algorithm: perform row reduction on the matrix $\left[u_{1} u_{2} \ldots u_{n}\right]$. If the number of pivots is less than $n$, the vectors $u_{1}, u_{2}, \ldots, u_{n}$ are linearly dependent. If the number of pivots is equal to $n$, the vectors $u_{1}, u_{2}, \ldots, u_{n}$ are linearly independent. (The number of pivots cannot exceed the number of columns $n$, because each pivot occupies its own column.)

Example 1 Determine whether the vectors $u_{1}=\left[\begin{array}{l}1 \\ 2 \\ 3\end{array}\right], u_{2}=\left[\begin{array}{l}4 \\ 5 \\ 6\end{array}\right]$,
and $u_{3}=\left[\begin{array}{l}0 \\ 1 \\ 1\end{array}\right]$ are linearly dependent or independent.
Using these vectors as columns, form the matrix

$$
\left[\begin{array}{lll}
1 & 4 & 0 \\
2 & 5 & 1 \\
3 & 6 & 1
\end{array}\right] .
$$

${ }_{1}$ Performing row reduction ( $R_{2}-2 R_{1}, R_{3}-3 R_{1}$, followed by $R_{3}-2 R_{2}$ ) gives

$$
\left[\begin{array}{rrr}
(1) & 4 & 0 \\
0 & (3) & 1 \\
0 & 0 & (1)
\end{array}\right] .
$$

2 All three columns have pivots. The vectors $u_{1}, u_{2}, u_{3}$ are linearly indepen3 dent.
4 Example 2 Let us re-visit the vectors $u_{1}=\left[\begin{array}{l}2 \\ 0 \\ 0\end{array}\right], u_{2}=\left[\begin{array}{r}1 \\ -3 \\ 0\end{array}\right]$, and ${ }_{5} u_{3}=\left[\begin{array}{r}-1 \\ 1 \\ 3\end{array}\right]$ from a previous example. Using these vectors as columns,
6 form the matrix

$$
\left[\begin{array}{rrr}
(2) & 1 & -1 \\
0 & (-3) & 1 \\
0 & 0 & (3)
\end{array}\right],
$$

7 which is already in row echelon form, with three pivots. The vectors are
8 linearly independent.
9 Example 3 Determine whether the vectors $v_{1}=\left[\begin{array}{r}1 \\ 0 \\ -1 \\ 2\end{array}\right], v_{2}=\left[\begin{array}{r}0 \\ -1 \\ 1 \\ 3\end{array}\right]$, 10 and $v_{3}=\left[\begin{array}{r}1 \\ -1 \\ 0 \\ 5\end{array}\right]$ are linearly dependent or independent. Using these vec11 tors as columns, form the matrix

$$
\left[\begin{array}{rrr}
1 & 0 & 1 \\
0 & -1 & -1 \\
-1 & 1 & 0 \\
2 & 3 & 5
\end{array}\right]
$$

${ }_{12}$ Performing row reduction $\left(R_{3}+R_{1}, R_{4}-2 R_{1}\right.$, followed by $\left.R_{3}+R_{2}, R_{4}+3 R_{2}\right)$ 13 gives

$$
\left[\begin{array}{rrr}
(1) & 0 & 1 \\
0 & \oplus 1 & -1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

There is no pivot in the third column. The vectors $v_{1}, v_{2}$, and $v_{3}$ are linearly dependent. In fact, $v_{3}=v_{1}+v_{2}$.

If $n>m$, any vectors $u_{1}, u_{2}, \ldots, u_{n}$ in $R^{m}$ are linearly dependent. Indeed, row reduction on the matrix $\left[u_{1} u_{2} \ldots u_{n}\right]$ will produce no more than $m$ pivots (each pivot occupies its own row), and hence there will be columns without pivots. For example, any three (or more) vectors in $R^{2}$ are linearly dependent. In $R^{3}$ any four (or more) vectors are linearly dependent.

There are other instances when linear dependence can be recognized at a glance. For example, if a set of vectors $\mathbf{0}, u_{1}, u_{2}, \ldots, u_{n}$ contains the zero vector $\mathbf{0}$, then this set is linearly dependent. Indeed,

$$
1 \cdot \mathbf{0}+0 \cdot u_{1}+0 \cdot u_{2}+\cdots+0 \cdot u_{n}=\mathbf{0}
$$

is a non-trivial combination producing the zero vector. Another example: the set $u_{1}, 2 u_{1}, u_{3}, \ldots, u_{n}$ is linearly dependent. Indeed,

$$
(-2) \cdot u_{1}+1 \cdot 2 u_{1}+0 \cdot u_{3}+\cdots+0 \cdot u_{n}=\mathbf{0}
$$

is a non-trivial combination producing the zero vector. More generally, if a subset is linearly dependent, the entire set is linearly dependent.

We shall need the following theorem.
Theorem 1.5.1 Assume that the vectors $u_{1}, u_{2}, \ldots, u_{n}$ in $R^{m}$ are linearly independent, and a vector $w$ in $R^{m}$ is not in their span. Then the vectors $u_{1}, u_{2}, \ldots, u_{n}, w$ are also linearly independent.

Proof: Assume, on the contrary, that the vectors $u_{1}, u_{2}, \ldots, u_{n}, w$ are linearly dependent. Then one can arrange for

$$
\begin{equation*}
x_{1} u_{1}+x_{2} u_{2}+\cdots+x_{n} u_{n}+x_{n+1} w=0, \tag{5.2}
\end{equation*}
$$

with at least one of the $x_{i}$ 's not zero. If $x_{n+1} \neq 0$, we may solve this relation for $w$ in terms of $u_{1}, u_{2}, \ldots, u_{n}$ :

$$
w=-\frac{x_{1}}{x_{n+1}} u_{1}-\frac{x_{2}}{x_{n+1}} u_{2}-\cdots-\frac{x_{n}}{x_{n+1}} u_{n},
$$

contradicting the assumption that $w$ is not in the span of $u_{1}, u_{2}, \ldots, u_{n}$. In the other case when $x_{n+1}=0$, it follows from (5.2) that

$$
x_{1} u_{1}+x_{2} u_{2}+\cdots+x_{n} u_{n}=0,
$$

with at least one of the $x_{i}$ 's not zero, contradicting the linear independence of $u_{1}, u_{2}, \ldots, u_{n}$.

So that assuming that the theorem is not true, leads to a contradiction (an impossible situation). Hence, the theorem is true.

5 The method of proof we just used is known as proof by contradiction.

## Exercises

1. Determine if the following vectors are linearly dependent or independent.
a. $\left[\begin{array}{r}2 \\ -1 \\ 0 \\ 3\end{array}\right],\left[\begin{array}{r}-4 \\ 2 \\ 0 \\ -6\end{array}\right]$. Answer. Dependent.
b. $\left[\begin{array}{r}-1 \\ 1 \\ 3\end{array}\right],\left[\begin{array}{r}-2 \\ 2 \\ 7\end{array}\right] . \quad$ Answer. Independent.
c. $\left[\begin{array}{r}1 \\ -1 \\ 2 \\ -3 \\ 4\end{array}\right],\left[\begin{array}{r}0 \\ 0 \\ 2 \\ -4 \\ 5\end{array}\right],\left[\begin{array}{l}0 \\ 0 \\ 0 \\ 0 \\ 0\end{array}\right] . \quad$ Answer. Dependent.
d. $\left[\begin{array}{r}-1 \\ 2 \\ -3\end{array}\right],\left[\begin{array}{r}0 \\ 2 \\ -4\end{array}\right],\left[\begin{array}{r}-2 \\ 2 \\ -2\end{array}\right] . \quad$ Answer. Dependent.
e. $\left[\begin{array}{l}1 \\ 1 \\ 1 \\ 1\end{array}\right],\left[\begin{array}{l}1 \\ 1 \\ 1 \\ 2\end{array}\right],\left[\begin{array}{l}1 \\ 1 \\ 2 \\ 2\end{array}\right],\left[\begin{array}{l}1 \\ 2 \\ 2 \\ 2\end{array}\right] . \quad$ Answer. Independent.
f. $\left[\begin{array}{r}2 \\ -3\end{array}\right],\left[\begin{array}{r}0 \\ -4\end{array}\right],\left[\begin{array}{r}-2 \\ 2\end{array}\right]$. Answer. Dependent.
g. $\left[\begin{array}{r}-1 \\ 0\end{array}\right],\left[\begin{array}{r}2 \\ -3\end{array}\right]$. Answer. Independent.
h. $\left[\begin{array}{r}-2 \\ 0 \\ 0\end{array}\right],\left[\begin{array}{l}1 \\ 2 \\ 0\end{array}\right],\left[\begin{array}{l}0 \\ 2 \\ 1\end{array}\right] . \quad$ Answer. Independent.
i. $\left[\begin{array}{r}-2 \\ 0 \\ 0 \\ 0\end{array}\right],\left[\begin{array}{r}-1 \\ 2 \\ 0 \\ 0\end{array}\right],\left[\begin{array}{r}3 \\ 2 \\ -7 \\ 0\end{array}\right],\left[\begin{array}{r}-3 \\ 2 \\ 5 \\ 4\end{array}\right]$.

Answer. Independent.

2 j. $\left[\begin{array}{r}-2 \\ 0 \\ 0 \\ 0\end{array}\right],\left[\begin{array}{r}-1 \\ 3 \\ 0 \\ 0\end{array}\right],\left[\begin{array}{r}4 \\ -2 \\ -7 \\ 0\end{array}\right],\left[\begin{array}{r}-3 \\ 2 \\ 1 \\ 0\end{array}\right]$.
Answer. Dependent.
k. $\left[\begin{array}{l}1 \\ 1 \\ 1 \\ 1\end{array}\right],\left[\begin{array}{r}-1 \\ -1 \\ -2 \\ 3\end{array}\right],\left[\begin{array}{l}2 \\ 2 \\ 0 \\ 1\end{array}\right] . \quad$ Answer. Independent.
4. $\left[\begin{array}{r}-2 \\ 1 \\ 0\end{array}\right],\left[\begin{array}{l}0 \\ 0 \\ 0\end{array}\right],\left[\begin{array}{r}-1 \\ 2\end{array}\right]$. Answer. The concept of linear dependence or independence is defined only for vectors of the same dimension.
2. Suppose that $u_{1}$ and $u_{2}$ are linearly independent vectors in $R^{3}$.
a. Show that the vectors $u_{1}+u_{2}$ and $u_{1}-u_{2}$ are also linearly independent.
b. Explain geometrically why this is true.
3. Suppose that the vectors $u_{1}+u_{2}$ and $u_{1}-u_{2}$ are linearly dependent.

Show that the vectors $u_{1}$ and $u_{2}$ are also linearly dependent.
4. Assume that the vectors $u_{1}, u_{2}, u_{3}, u_{4}$ in $R^{n}(n \geq 4)$ are linearly independent. Show that the same is true for the vectors $u_{1}, u_{1}+u_{2}, u_{1}+u_{2}+$ $u_{3}, u_{1}+u_{2}+u_{3}+u_{4}$.
5. Given vectors $u_{1}, u_{2}, u_{3}$ in $R^{3}$, suppose that the following three pairs $\left(u_{1}, u_{2}\right),\left(u_{1}, u_{3}\right)$ and $\left(u_{2}, u_{3}\right)$ are linearly independent. Does it follow that the vectors $u_{1}, u_{2}, u_{3}$ are linearly independent? Explain.
6. Show that any vectors $u_{1}, u_{2}, u_{1}+u_{2}, u_{4}$ in $R^{8}$ are linearly dependent.
7. Suppose that some vectors $u_{1}, u_{2}, u_{3}$ in $R^{n}$ are linearly dependent. Show that the same is true for $u_{1}, u_{2}, u_{3}, u_{4}$, no matter what the vector $u_{4} \in R^{n}$ is.

1 8. Suppose that some vectors $u_{1}, u_{2}, u_{3}, u_{4}$ in $R^{n}$ are linearly independent. 2 Show that the same is true for $u_{1}, u_{2}, u_{3}$.

3 9. Assume that $u_{1}, u_{2}, u_{3}, u_{4}$ are vectors in $R^{5}$ and $u_{2}=0$. Justify that 4 these vectors are linearly dependent. (Starting from the definition of linear 5 dependence.)
$610^{*}$. The following example serves to illustrate possible pitfalls when doing 7 proofs.
$8 \quad$ For any positive integer $n$

$$
n^{2}=n+n+\cdots+n,
$$

g where the sum on the right has $n$ terms. Differentiate both sides with respect to the variable $n$

$$
2 n=1+1+\cdots+1,
$$

11 which gives

$$
2 n=n .
$$

12 Dividing by $n>0$, obtain

$$
2=1
$$

${ }_{13}$ Is there anything wrong with this argument? Explain.
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## Chapter 2

## Matrix Algebra

In this chapter we develop the central concept of matrices, and study their basic properties, including the notions of inverse matrices, elementary matrices, null spaces, and column spaces.

### 2.1 Matrix Operations

A general matrix of size $2 \times 3$ can be written as

$$
A=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23}
\end{array}\right] .
$$

Each element has two indices. The first index identifies the row, and the second index refers to the column number. All of the elements of the first row have the first index 1 , while all elements of the third column have the second index 3. For example the matrix $\left[\begin{array}{rrr}1 & -2 & 0 \\ 3 & \frac{1}{2} & \pi\end{array}\right]$ has $a_{11}=1$, $a_{12}=-2, a_{13}=0, a_{21}=3, a_{22}=\frac{1}{2}, a_{23}=\pi$. A $1 \times 1$ matrix is just the scalar $a_{11}$.

Any matrix can be multiplied by a scalar, and any two matrices of the same size can be added. Both operations are performed componentwise, similarly to vectors. For example,

$$
\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22} \\
a_{31} & a_{32}
\end{array}\right]+\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22} \\
b_{31} & b_{32}
\end{array}\right]=\left[\begin{array}{ll}
a_{11}+b_{11} & a_{12}+b_{12} \\
a_{21}+b_{21} & a_{22}+b_{22} \\
a_{31}+b_{31} & a_{32}+b_{32}
\end{array}\right],
$$

$$
5 A=5\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23}
\end{array}\right]=\left[\begin{array}{lll}
5 a_{11} & 5 a_{12} & 5 a_{13} \\
5 a_{21} & 5 a_{22} & 5 a_{23}
\end{array}\right] .
$$

$$
\begin{equation*}
A x=x_{1} a_{1}+x_{2} a_{2}+\cdots+x_{n} a_{n} \tag{1.1}
\end{equation*}
$$

is a vector in $R^{m}$. Let $B$ be a $n \times p$ matrix, given by its columns $B=$ $\left[b_{1} b_{2} \ldots b_{p}\right.$ ]. Each of these columns is a vector in $R^{n}$. Define the product of two matrices as the following matrix, given by its columns

$$
A B=\left[A b_{1} A b_{2} \ldots A b_{p}\right]
$$

If $A$ is an $m \times n$ matrix, given by its columns $A=\left[a_{1} a_{2} \ldots a_{n}\right]$, and $x=\left[\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{n}\end{array}\right]$ is a vector in $R^{n}$, recall that their product

So that the first column of $A B$ is the vector $A b_{1}$ in $R^{m}$ (calculated using (1.1)), and so on. Not every two matrices can be multiplied. If the size of $A$ is $m \times n$, then the size of $B$ must be $n \times p$, with the same $n$ ( $m$ and $p$ are arbitrary). The size of $A B$ is $m \times p$ (one sees from the definition that $A B$ has $m$ rows and $p$ columns).

For example,

$$
\left[\begin{array}{rrr}
1 & -1 & 1 \\
0 & -3 & 2 \\
-4 & 2 & 0
\end{array}\right]\left[\begin{array}{rrr}
2 & -1 & 2 \\
1 & -1 & 2 \\
-3 & 2 & -2
\end{array}\right]=\left[\begin{array}{ccc}
-2 & 2 & -2 \\
-9 & 7 & -10 \\
-6 & 2 & -4
\end{array}\right]
$$

because the first column of the product is

$$
\left[\begin{array}{rrr}
1 & -1 & 1 \\
0 & -3 & 2 \\
-4 & 2 & 0
\end{array}\right]\left[\begin{array}{r}
2 \\
1 \\
-3
\end{array}\right]=2\left[\begin{array}{r}
1 \\
0 \\
-4
\end{array}\right]+1\left[\begin{array}{r}
-1 \\
-3 \\
2
\end{array}\right]+(-3)\left[\begin{array}{l}
1 \\
2 \\
0
\end{array}\right]=\left[\begin{array}{l}
-2 \\
-9 \\
-6
\end{array}\right]
$$

and the second and third columns of the product matrix are calculated similarly.

If a matrix $A$ has size $2 \times 3$ and $B$ is of size $3 \times 4$, their product $A B$ of size $2 \times 4$ is defined, while the product $B A$ is not defined (because the second index of the first matrix $B$ does not match the first index of $A$ ). For a matrix $C$ of size $3 \times 4$ and a matrix $D$ of size $4 \times 3$ both products $C D$ and $D C$ are defined, but $C D$ has size $3 \times 3$, while $D C$ is of size $4 \times 4$. Again, the order of the matrices matters.

Matrices of size $n \times n$ are called square matrices of size $n$. For two square matrices of size $n$, both products $A B$ and $B A$ are defined, both are square matrices of size $n$, but even then

$$
B A \neq A B
$$

in most cases. In a rare case when $B A=A B$ one says that the matrices $A$ and $B$ commute.

Aside from $B A \neq A B$, the usual rules of algebra apply, which is straightforward to verify. For example (assuming that all products are defined),

$$
A(B C)=(A B) C
$$

$$
((A B) C) D=A(B C) D=(A B)(C D)
$$

It does not matter in which order you multiply (or pair the matrices), so long as the order in which the matrices appear is preserved. Also,

$$
A(B+C)=A B+A C
$$

$$
(A+B) C=A C+B C
$$

$$
2 A(-3 B)=-6 A B
$$

A square matrix $I=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$ is called the identity matrix of size 3 (identity matrices come in all sizes). If $A$ is any square matrix of size 3 , then one calculates

$$
I A=A I=A,
$$

and the same is true for the unit matrix of any size.
A square matrix $D=\left[\begin{array}{ccc}2 & 0 & 0 \\ 0 & 3 & 0 \\ 0 & 0 & 4\end{array}\right]$ is an example of a diagonal matrix, which is a square matrix with all off-diagonal entries equal to zero. Let $A$ be any $3 \times 3$ matrix, given by its columns $A=\left[a_{1} a_{2} a_{3}\right]$. One calculates

$$
A D=\left[2 a_{1} 3 a_{2} 4 a_{3}\right] .
$$

So that to produce $A D$, the columns of $A$ are multiplied by the corresponding diagonal entries of $D$. Indeed, the first column of $A D$ is

$$
A\left[\begin{array}{l}
2 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{lll}
a_{1} & a_{2} & a_{3}
\end{array}\right]\left[\begin{array}{l}
2 \\
0 \\
0
\end{array}\right]=2 a_{1}+0 a_{2}+0 a_{3}=2 a_{1}
$$

1 and the other columns of $A D$ are calculated similarly. In particular, if ${ }^{2} A=\left[\begin{array}{lll}p & 0 & 0 \\ 0 & q & 0 \\ 0 & 0 & r\end{array}\right]$ is another diagonal matrix, then

$$
A D=\left[\begin{array}{lll}
p & 0 & 0 \\
0 & q & 0 \\
0 & 0 & r
\end{array}\right]\left[\begin{array}{lll}
2 & 0 & 0 \\
0 & 3 & 0 \\
0 & 0 & 4
\end{array}\right]=\left[\begin{array}{rrr}
2 p & 0 & 0 \\
0 & 3 q & 0 \\
0 & 0 & 4 r
\end{array}\right]
$$

3 In general, the product of two diagonal matrices of the same size is the 4 diagonal matrix obtained by multiplying the corresponding diagonal entries.
$A$ row vector $R=\left[\begin{array}{lll}2 & 3 & 4\end{array}\right]$ can be viewed as a $1 \times 3$ matrix. Similarly, , the column vector $C=\left[\begin{array}{r}1 \\ -2 \\ 5\end{array}\right]$ is a matrix of size $3 \times 1$. Their product $R C$ 8 is defined, it has size $1 \times 1$, which is a scalar:

$$
R C=\left[\begin{array}{lll}
2 & 3 & 4
\end{array}\right]\left[\begin{array}{r}
1 \\
-2 \\
5
\end{array}\right]=2 \cdot 1+3 \cdot(-2)+4 \cdot 5=16 .
$$

We now describe an equivalent alternative way to multiply an $m \times n$ matrix $A$ and an $n \times p$ matrix $B$. The row $i$ of $A$ is

$$
R_{i}=\left[a_{i 1} a_{i 2} \ldots a_{i n}\right],
$$

11
while the column $j$ of $B$ is

$$
C_{j}=\left[\begin{array}{c}
b_{1 j} \\
b_{2 j} \\
\vdots \\
b_{n j}
\end{array}\right]
$$

$$
(A B)_{i j}=R_{i} C_{j}=a_{i 1} b_{1 j}+a_{i 2} b_{2 j}+\cdots+a_{i n} b_{n j} .
$$

14 For example,

$$
\left[\begin{array}{ll}
1 & 2 \\
3 & 1
\end{array}\right]\left[\begin{array}{rr}
0 & -3 \\
-2 & 2
\end{array}\right]=\left[\begin{array}{rr}
-4 & 1 \\
-2 & -7
\end{array}\right],
$$

because

$$
\left[\begin{array}{ll}
1 & 2
\end{array}\right]\left[\begin{array}{r}
0 \\
-2
\end{array}\right]=1 \cdot 0+2(-2)=-4,
$$

$$
\left[\begin{array}{ll}
1 & 2
\end{array}\right]\left[\begin{array}{r}
-3 \\
2
\end{array}\right]=1(-3)+2 \cdot 2=1
$$

$$
\left[\begin{array}{ll}
3 & 1
\end{array}\right]\left[\begin{array}{r}
0 \\
-2
\end{array}\right]=3 \cdot 0+1(-2)=-2,
$$

$$
\left[\begin{array}{ll}
3 & 1
\end{array}\right]\left[\begin{array}{r}
-3 \\
2
\end{array}\right]=3(-3)+1 \cdot 2=-7
$$

If $A=\left[\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23}\end{array}\right]$, the transpose of $A$ is defined to be

$$
A^{T}=\left[\begin{array}{ll}
a_{11} & a_{21} \\
a_{12} & a_{22} \\
a_{13} & a_{23}
\end{array}\right]
$$

To calculate $A^{T}$, one turns the first row of $A$ into the first column of $A^{T}$, the second row of $A$ into the second column of $A^{T}$, and so on. (Observe that in the process the columns of $A$ become the rows of $A^{T}$.) If $A$ is of size $m \times n$, then the size of $A^{T}$ is $n \times m$. It is straightforward to verify that

$$
\left(A^{T}\right)^{T}=A,
$$

and

$$
(A B)^{T}=B^{T} A^{T},
$$

provided that the matrix product $A B$ is defined.
A matrix with all entries equal to zero is called the zero matrix, and is denoted by $O$. For example, $O=\left[\begin{array}{ll}0 & 0 \\ 0 & 0 \\ 0 & 0\end{array}\right]$ is the $3 \times 2$ zero matrix. If the matrices $A$ and $O$ are of the same size, then $A+O=A$. If the product $A O$ is defined, it is equal to the zero matrix.

Powers of a square matrix $A$ are defined as follows: $A^{2}=A A, A^{3}=A^{2} A$, and so on. $A^{n}$ is a square matrix of the same size as $A$.

## Exercises

1 1. Determine the $3 \times 2$ matrix $X$ from the relation

$$
2 X+\left[\begin{array}{rr}
1 & -1 \\
0 & 2 \\
3 & 0
\end{array}\right]=-3\left[\begin{array}{rr}
0 & 1 \\
-1 & 0 \\
0 & 2
\end{array}\right]
$$

2. Determine the $3 \times 3$ matrix $X$ from the relation

$$
3 X+I=O
$$

3 Answer. $X=\left[\begin{array}{rrr}-\frac{1}{3} & 0 & 0 \\ 0 & -\frac{1}{3} & 0 \\ 0 & 0 & -\frac{1}{3}\end{array}\right]$.
4. Calculate the products $A B$ and $B A$, and compare.

5 a. $A=\left[\begin{array}{rr}1 & -1 \\ 0 & 2 \\ 3 & 0\end{array}\right], B=\left[\begin{array}{rrr}1 & -1 & 2 \\ 0 & 2 & 1\end{array}\right]$.
. Answer. $A B=\left[\begin{array}{rrr}1 & -3 & 1 \\ 0 & 4 & 2 \\ 3 & -3 & 6\end{array}\right], B A=\left[\begin{array}{cc}7 & -3 \\ 3 & 4\end{array}\right]$.
b. $\quad A=\left[\begin{array}{lll}1 & -1 & 4\end{array}\right], B=\left[\begin{array}{r}1 \\ -1 \\ 2\end{array}\right]$.

Answer. $A B=10, B A=\left[\begin{array}{rrr}1 & -1 & 4 \\ -1 & 1 & -4 \\ 2 & -2 & 8\end{array}\right]$.
c. $\quad A=\left[\begin{array}{rr}1 & -1 \\ 3 & 0\end{array}\right], B=\left[\begin{array}{rr}-1 & 2 \\ 2 & 1\end{array}\right]$.
d. $\quad A=\left[\begin{array}{rr}2 & -1 \\ 3 & 1\end{array}\right], B=\left[\begin{array}{rrr}1 & -1 & 2 \\ 3 & 2 & 1\end{array}\right]$.

12 Hint. The product $B A$ is not defined.
${ }_{13}$ e. $\quad A=\left[\begin{array}{lll}1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1\end{array}\right], B=\left[\begin{array}{lll}2 & 0 & 0 \\ 0 & 3 & 0 \\ 0 & 0 & 4\end{array}\right]$.
${ }^{14}$ f. $\quad A=\left[\begin{array}{cccc}a & 0 & 0 & 0 \\ 0 & b & 0 & 0 \\ 0 & 0 & c & 0 \\ 0 & 0 & 0 & d\end{array}\right], B=\left[\begin{array}{cccc}2 & 0 & 0 & 0 \\ 0 & 3 & 0 & 0 \\ 0 & 0 & 4 & 0 \\ 0 & 0 & 0 & 5\end{array}\right]$.
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7. Let $A=\left[\begin{array}{ll}1 & 0 \\ 1 & 0\end{array}\right] \neq O$ and $B=\left[\begin{array}{ll}0 & 0 \\ 0 & 2\end{array}\right] \neq O$. Verify that $A B=O$.
8. Let $A=\left[\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0\end{array}\right]$. Show that $A^{3}=O$.
9. Let $H=\left[\begin{array}{rrr}3 & 1 & -2 \\ 0 & -4 & 1 \\ 1 & 2 & 0\end{array}\right]$.
a. Calculate $H^{T}$.
b. Show that transposition of any square matrix $A$ leaves the diagonal entries unchanged, while interchanging the symmetric off diagonal entries $\left(a_{i j}\right.$ and $a_{j i}$, with $i \neq j$ ).
c. A square matrix $A$ is called symmetric if $A^{T}=A$. Show that then $a_{i j}=a_{j i}$ for all off diagonal entries. Is matrix $H$ symmetric?
d. Let $B$ be any $m \times n$ matrix. Show that the matrix $B^{T} B$ is square and symmetric, and the same is true for $B B^{T}$.
10. Let $x \in R^{n}$.
a. Show that $x^{T}$ is a $1 \times n$ matrix, or a row vector.
b. Calculate the product $x^{T} x$ in terms of the coordinates of $x$, and show that $x^{T} x>0$, provided that $x \neq 0$.

### 2.2 The Inverse of a Square Matrix

An $n \times n$ matrix $A$ is said to be invertible if there is an $n \times n$ matrix $C$ such that

$$
C A=I, \quad \text { and } \quad A C=I
$$

where $I$ is an $n \times n$ identity matrix. Such matrix $C$ is called the inverse of $A$, and denoted $A^{-1}$, so that

$$
\begin{equation*}
A^{-1} A=A A^{-1}=I \tag{2.1}
\end{equation*}
$$

19 For example, if $A=\left[\begin{array}{ll}2 & 1 \\ 3 & 2\end{array}\right]$, then $A^{-1}=\left[\begin{array}{rr}2 & -1 \\ -3 & 2\end{array}\right]$, because

$$
\left[\begin{array}{ll}
2 & 1 \\
3 & 2
\end{array}\right]\left[\begin{array}{rr}
2 & -1 \\
-3 & 2
\end{array}\right]=\left[\begin{array}{rr}
2 & -1 \\
-3 & 2
\end{array}\right]\left[\begin{array}{ll}
2 & 1 \\
3 & 2
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]=I
$$

${ }_{20}$ Not every square matrix has an inverse. For example, $A=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$ is not
${ }_{21} \quad$ invertible (no inverse exists). Indeed, if we try any $C=\left[\begin{array}{ll}c_{11} & c_{12} \\ c_{21} & c_{22}\end{array}\right]$, then

$$
A C=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{ll}
c_{11} & c_{12} \\
c_{21} & c_{22}
\end{array}\right]=\left[\begin{array}{cc}
c_{21} & c_{22} \\
0 & 0
\end{array}\right] \neq\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right],
$$

for any choice of $C$. Non-invertible matrices are also called singular.
If an $n \times n$ matrix $A$ is invertible, then the system

$$
A x=b
$$

has a unique solution $x=A^{-1} b$. Indeed, multiply both sides of this equation by $A^{-1}$

$$
A^{-1} A x=A^{-1} b
$$

and simplify to $I x=A^{-1} b$, or $x=A^{-1} b$. The corresponding homogeneous system (when $b=0$ )

$$
\begin{equation*}
A x=0 \tag{2.2}
\end{equation*}
$$

has a unique solution $x=A^{-1} 0=0$, the trivial solution. The trivial solution is the only solution of (2.2), and that happens when $A$ has $n$ pivots (a pivot in every column). Conclusion: if an $n \times n$ matrix $A$ is invertible, it has $n$ pivots. It follows that in case $A$ has fewer than $n$ pivots, $A$ is not invertible (singular).

Theorem 2.2.1 An $n \times n$ matrix $A$ is invertible if and only if $A$ has $n$ pivots.

Proof: If $A$ is invertible, we just proved that $A$ has $n$ pivots. Conversely assume that $A$ has $n$ pivots. It will be shown later on in this section how to construct the inverse matrix $A^{-1}$.

Given $n$ vectors in $R^{n}$, let us use them as columns of an $n \times n$ matrix, and call this matrix $A$. These columns are linearly independent if and only if $A$ has $n$ pivots, as we learned previously. We can then restate the preceding theorem.

Theorem 2.2.2 A square matrix is invertible if and only if its columns are linearly independent.

Suppose $A$ is a $3 \times 3$ matrix. If $A$ is invertible, then $A$ has 3 pivots, and its columns are linearly independent. If $A$ is not invertible, then the number of pivots is either 1 or 2 , and the columns of $A$ are linearly dependent.

## Elementary Matrices

The matrix

$$
E_{2}(-3)=\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & -3 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

is obtained by multiplying the second row of $I$ by -3 (or performing $-3 R_{2}$ on the identity matrix $I$ ). Calculate the product of this matrix and an arbitrary one

$$
\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & -3 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]=\left[\begin{array}{rrr}
a_{11} & a_{12} & a_{13} \\
-3 a_{21} & -3 a_{22} & -3 a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right] .
$$

So that multiplying an arbitrary matrix from the left by $E_{2}(-3)$ is the same as performing an elementary operation $-3 R_{2}$ on that matrix. In general, one defines an elementary matrix $E_{i}(a)$ by multiplying the row $i$ of the $n \times n$ identity matrix $I$ by number $a$. If $A$ is an arbitrary $n \times n$ matrix, then the result of multiplication $E_{i}(a) A$ is that the elementary operation $a R_{i}$ is performed on $A$. We call $E_{i}(a)$ an elementary matrix of the first kind.

The matrix

$$
E_{13}=\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right]
$$

is obtained by interchanging the first and the third rows of $I$ (or performing $R_{1} \leftrightarrow R_{3}$ on $I$ ). Calculate the product of $E_{13}$ and an arbitrary matrix

$$
\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right]\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]=\left[\begin{array}{ccc}
a_{31} & a_{32} & a_{33} \\
a_{21} & a_{22} & a_{23} \\
a_{11} & a_{12} & a_{13}
\end{array}\right] .
$$

So that multiplying an arbitrary matrix from the left by $E_{13}$ is the same as performing an elementary operation $R_{1} \leftrightarrow R_{3}$ on that matrix. In general, one defines an elementary matrix $E_{i j}$ by interchanging the row $i$ and the row $j$ of the $n \times n$ identity matrix $I$. If $A$ is an arbitrary $n \times n$ matrix, then the result of multiplication $E_{i j} A$ is that an elementary operation $R_{i} \leftrightarrow R_{j}$ is performed on $A . E_{i j}$ is called an elementary matrix of the second kind.

The matrix

$$
E_{13}(2)=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
2 & 0 & 1
\end{array}\right]
$$

is obtained from $I$ by adding to its third row the first row multiplied by 2 (or performing $R_{3}+2 R_{1}$ on $I$ ). Calculate the product of $E_{13}(2)$ and an arbitrary matrix
$\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 2 & 0 & 1\end{array}\right]\left[\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33}\end{array}\right]=\left[\begin{array}{ccc}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31}+2 a_{11} & a_{32}+2 a_{12} & a_{33}+2 a_{13}\end{array}\right]$.

So that multiplying an arbitrary matrix from the left by $E_{13}(2)$ is the same as performing an elementary operation $R_{3}+2 R_{1}$ on that matrix. In general, one defines an elementary matrix $E_{i j}(a)$ by performing $R_{j}+a R_{i}$ on the $n \times n$ identity matrix $I$. If $A$ is an arbitrary $n \times n$ matrix, the result of multiplication $E_{i j}(a) A$ is that an elementary operation $R_{j}+a R_{i}$ is performed on $A . E_{i j}$ is called an elementary matrix of the third kind.

We summarize. If a matrix $A$ is multiplied from the left by an elementary matrix, the result is the same as applying the corresponding elementary operation to $A$.

## Calculating $A^{-1}$

Given an $n \times n$ matrix $A$, we wish to determine if $A$ is invertible, and if it is invertible, calculate the inverse $A^{-1}$.

Let us row reduce $A$ by applying elementary operations, which is the same as multiplyng from the left by elementary matrices. Denote by $E_{1}$ the first elementary matrix used. (In case one has $a_{11}=1$ and $a_{21}=2$, then the first elementary operation is $R_{2}-2 R_{1}$, so that $E_{1}=E_{12}(-2)$. If it so happens that $a_{11}=0$ and $a_{21}=1$, then the first elementary operation is $R_{1} \leftrightarrow R_{2}$, and then $E_{1}=E_{12}$.) The first step of row reduction results in the matrix $E_{1} A$. Denote by $E_{2}$ the second elementary matrix used. After two steps of row reduction we have $E_{2}\left(E_{1} A\right)=E_{2} E_{1} A$. If $A$ is invertible, it has $n$ pivots, and then we can row reduce $A$ to $I$ by complete forward elimination, after say $p$ steps. In terms of elementary matrices:

$$
\begin{equation*}
E_{p} \cdots E_{2} E_{1} A=I \tag{2.3}
\end{equation*}
$$

This implies that the product $E_{p} \cdots E_{2} E_{1}$ is the inverse of $A, E_{p} \cdots E_{2} E_{1}=$ $A^{-1}$, or

$$
\begin{equation*}
E_{p} \cdots E_{2} E_{1} I=A^{-1} \tag{2.4}
\end{equation*}
$$

Compare (2.3) with (2.4): the same sequence of elementary operations that reduces $A$ to $I$, turns I into $A^{-1}$.

The result is a method for computing $A^{-1}$. Form a long matrix $[A \vdots I]$ of size $n \times 2 n$. Apply row operations on the entire long matrix, with the goal of obtaining $I$ is the first position. Once this is achieved, the matrix in the second position is $A^{-1}$. In short,

$$
[A \vdots I] \rightarrow\left[I \vdots A^{-1}\right] .
$$

1 Example 1 Let $A=\left[\begin{array}{rrr}1 & 2 & -1 \\ 2 & 3 & -2 \\ -1 & -2 & 0\end{array}\right]$. Form the matrix $[A \vdots I]$ :

$$
\left[\begin{array}{rrr:rrr}
1 & 2 & -1 & 1 & 0 & 0 \\
2 & 3 & -2 & 0 & 1 & 0 \\
-1 & -2 & 0 & 0 & 0 & 1
\end{array}\right] .
$$

${ }_{2}$ Perform $R_{2}-2 R_{1}$ and $R_{3}+R_{1}$ on the entire matrix:

$$
\left[\begin{array}{rrr:rrr}
1 & 2 & -1 & 1 & 0 & 0 \\
0 & -1 & 0 & -2 & 1 & 0 \\
0 & 0 & -1 & 1 & 0 & 1
\end{array}\right] .
$$

${ }_{3}$ Perform $-R_{2}$ and $-R_{3}$ on the entire matrix, to make all pivots equal to 1 :

$$
\left[\begin{array}{rrr:rrr}
1 & 2 & -1 & 1 & 0 & 0 \\
0 & 1 & 0 & 2 & -1 & 0 \\
0 & 0 & 1 & -1 & 0 & -1
\end{array}\right] .
$$

${ }_{4}$ Perform $R_{1}+R_{3}$ :

$$
\left[\begin{array}{rrr:rrr}
1 & 2 & 0 & 0 & 0 & -1 \\
0 & 1 & 0 & 2 & -1 & 0 \\
0 & 0 & 1 & -1 & 0 & -1
\end{array}\right] .
$$

5 Finally, perform $R_{1}-2 R_{2}$ :

$$
\left[\begin{array}{rrr:rrr}
1 & 0 & 0 & -4 & 2 & -1 \\
0 & 1 & 0 & 2 & -1 & 0 \\
0 & 0 & 1 & -1 & 0 & -1
\end{array}\right] .
$$

6 The process is complete, $A^{-1}=\left[\begin{array}{rrr}-4 & 2 & -1 \\ 2 & -1 & 0 \\ -1 & 0 & -1\end{array}\right]$.
7 Example 2 Let $B=\left[\begin{array}{rrr}-1 & 2 & 1 \\ 2 & -4 & -3 \\ 1 & -2 & 1\end{array}\right]$. Form the matrix $[B \vdots I]$ :

$$
\left[\begin{array}{rrr:rrr}
-1 & 2 & 1 & 1 & 0 & 0 \\
2 & -4 & -3 & 0 & 1 & 0 \\
1 & -2 & 1 & 0 & 0 & 1
\end{array}\right] .
$$

${ }_{1}$ Perform $R_{2}+2 R_{1}$ and $R_{3}+R_{1}$ on the entire matrix:

$$
\left[\begin{array}{rrr:rrr}
(-1) & 2 & 1 & 1 & 0 & 0 \\
0 & 0 & (1) & 2 & 1 & 0 \\
0 & 0 & 2 & 1 & 0 & 1
\end{array}\right] .
$$

2 Game over! The matrix $B$ does not have a pivot in the second column. So that $B$ has fewer than 3 pivots and is therefore singular (there is no inverse), by Theorem 2.2.1.

For a $2 \times 2$ matrix $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ there is an easier way to calculate the inverse. One checks by multiplication of matrices that $A^{-1}=$ $\frac{1}{a d-b c}\left[\begin{array}{rr}d & -b \\ -c & a\end{array}\right]$, provided that $a d-b c \neq 0$. In case $a d-b c=0$, the matrix $A$ has no inverse, as will be justified later on.

The inverses of diagonal matrices are also easy to find. For example, if $A=\left[\begin{array}{ccc}a & 0 & 0 \\ 0 & b & 0 \\ 0 & 0 & c\end{array}\right]$, with non-zero $a, b, c$, then $A^{-1}=\left[\begin{array}{ccc}\frac{1}{a} & 0 & 0 \\ 0 & \frac{1}{b} & 0 \\ 0 & 0 & \frac{1}{c}\end{array}\right]$. If one of the diagonal entries of $A$ is zero, then the matrix $A$ is singular, since it has fewer than three pivots.

## Exercises

1. Write down the $3 \times 3$ elementary matrix which corresponds to the following elementary operation: to row 3 add four times the row 2 . What is the notation used for this matrix?
Answer. $E_{23}(4)=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 4 & 1\end{array}\right]$.
2. Write down the $3 \times 3$ elementary matrix which corresponds to the following elementary operation: multiply row 3 by -5 .

3 . Write down the $4 \times 4$ elementary matrix which corresponds to the following elementary operation: interchange the rows 1 and 4.
${ }_{22}$ Answer. $E_{14}=\left[\begin{array}{cccc}0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0\end{array}\right]$.

1
2 a. $\quad A=\left[\begin{array}{ll}0 & 0 \\ 4 & 1\end{array}\right]$.
b. $\quad A=\left[\begin{array}{rr}-3 & 0 \\ 5 & 0\end{array}\right]$.
c. $\quad A=\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & -4 & 0 \\ 0 & 0 & 0\end{array}\right]$.
d. $\quad A=\left[\begin{array}{ccc}0 & 1 & 1 \\ 2 & 4 & 5 \\ 0 & 0 & 0\end{array}\right]$.

6 Hint. Count the number of pivots.
5. Find the inverses of the following matrices without performing the Gaussian elimination.
a. $A=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 4 & 1\end{array}\right]$.

Hint. $A=E_{23}(4)$. Observe that $E_{23}(-4) A=I$, since performing $R_{3}-4 R_{2}$ on $A$ gives $I$. It follows that $A^{-1}=E_{23}(-4)$.

Answer. $A^{-1}=\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & -4 & 1\end{array}\right]$
b. $\quad A=\left[\begin{array}{llll}0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0\end{array}\right]$.

Hint. $A=E_{14}$. Then $E_{14} A=I$, since switching the first and the fourth rows of $A$ produces $I$. It follows that $A^{-1}=E_{14}$.

Answer. $A^{-1}=A$.
${ }^{17} \quad$ c. $\quad A=\left[\begin{array}{rr}3 & 0 \\ 0 & -2\end{array}\right]$.
${ }^{18} \quad \mathrm{~d} . \quad A=\left[\begin{array}{rrr}\frac{1}{4} & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 5\end{array}\right]$.

1 e. $A=\left[\begin{array}{lll}4 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 5\end{array}\right] . \quad$ Answer. The matrix is singular.
2 f. $\quad A=\left[\begin{array}{ll}1 & -1 \\ 3 & -2\end{array}\right]$ Answer. $\left[\begin{array}{cc}-2 & 1 \\ -3 & 1\end{array}\right]$.
3 6. Find the inverses of the following matrices by using Gaussian elimination.

5 a. $\quad A=\left[\begin{array}{rrr}1 & 2 & 0 \\ 0 & -1 & 1 \\ 1 & -2 & 1\end{array}\right] . \quad$ Answer. $A^{-1}=\frac{1}{3}\left[\begin{array}{rrr}1 & -2 & 2 \\ 1 & 1 & -1 \\ 1 & 4 & -1\end{array}\right]$.
${ }^{6}$ b. $A=\left[\begin{array}{ll}1 & 3 \\ 2 & 6\end{array}\right]$. Answer. The matrix is singular.
c. $\quad A=\left[\begin{array}{rrr}0 & 0 & 1 \\ 0 & -1 & 1 \\ 1 & -2 & 1\end{array}\right]$. Answer. $A^{-1}=\left[\begin{array}{rrr}1 & -2 & 1 \\ 1 & -1 & 0 \\ 1 & 0 & 0\end{array}\right]$.
d. $\quad A=\left[\begin{array}{lll}1 & 2 & 3 \\ 2 & 0 & 2 \\ 3 & 2 & 1\end{array}\right]$. Answer. $A^{-1}=\frac{1}{4}\left[\begin{array}{rrr}-1 & 1 & 1 \\ 1 & -2 & 1 \\ 1 & 1 & -1\end{array}\right]$.

9 e. $\quad A=\left[\begin{array}{lll}1 & 1 & 2 \\ 0 & 0 & 1 \\ 1 & 0 & 1\end{array}\right]$. Answer. $A^{-1}=\left[\begin{array}{rrr}0 & -1 & 1 \\ 1 & -1 & -1 \\ 0 & 1 & 0\end{array}\right]$.
10 f. $\quad A=\left[\begin{array}{lll}1 & 0 & 1 \\ 1 & 1 & 1 \\ 2 & 1 & 1\end{array}\right]$. Answer. $A^{-1}=\left[\begin{array}{rrr}0 & -1 & 1 \\ -1 & 1 & 0 \\ 1 & 1 & -1\end{array}\right]$.
${ }^{11}$ g. $\quad A=\left[\begin{array}{rrr}1 & 1 & -1 \\ 1 & 2 & 1 \\ -1 & -1 & 0\end{array}\right]$. Answer. $A^{-1}=\left[\begin{array}{rrr}-1 & -1 & -3 \\ 1 & 1 & 2 \\ -1 & 0 & -1\end{array}\right]$.
${ }_{12}$ h. $\quad A=\left[\begin{array}{ll}1 & -1 \\ 3 & -2\end{array}\right]$. Answer. $A^{-1}=\left[\begin{array}{cc}-2 & 1 \\ -3 & 1\end{array}\right]$.
13 i. $\quad B=\left[\begin{array}{rrr}1 & -1 & 0 \\ 3 & -2 & 0 \\ 0 & 0 & 5\end{array}\right]$. Answer. $B^{-1}=\left[\begin{array}{rrr}-2 & 1 & 0 \\ -3 & 1 & 0 \\ 0 & 0 & \frac{1}{5}\end{array}\right]$.
14 Compare with the preceding example. The matrix $B$ is an example of a 15 block diagonal matrix.
${ }^{1}$ h. $C=\left[\begin{array}{rrrr}1 & -1 & 0 & 0 \\ 3 & -2 & 0 & 0 \\ 0 & 0 & 5 & 0 \\ 0 & 0 & 0 & -1\end{array}\right]$.
Answer. $C^{-1}=\left[\begin{array}{rrrr}-2 & 1 & 0 & 0 \\ -3 & 1 & 0 & 0 \\ 0 & 0 & \frac{1}{5} & 0 \\ 0 & 0 & 0 & -1\end{array}\right]$.
3 The matrix $C$ is another example of a block diagonal matrix.
4 . The third column of a $3 \times 3$ matrix is equal to the sum of the first two 5 columns. Is this matrix invertible? Explain.

6 8. Suppose that $A$ and $B$ are non-singular $n \times n$ matrices, and $(A B)^{2}=$ , $A^{2} B^{2}$. Show that $A B=B A$.

8 9. Let $E_{13}$ and $E_{24}$ be $4 \times 4$ matrices.

9 a. Calculate $P=E_{13} E_{24}$. Answer. $P=\left[\begin{array}{llll}0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0\end{array}\right]$.
b. Let $A$ be any $4 \times 4$ matrix. Show that $P A$ is obtained from $A$ by interchanging row 1 with row 3 , and row 2 with row 4 .
(If $A$ is given by its rows $A=\left[\begin{array}{c}R_{1} \\ R_{2} \\ R_{3} \\ R_{4}\end{array}\right]$, then $P A=\left[\begin{array}{l}R_{3} \\ R_{4} \\ R_{1} \\ R_{2}\end{array}\right]$.)
c. Show that $P^{2}=I$.

The matrix $P$ is an example of a permutation matrix.
10. a. Suppose that a square matrix $A$ is invertible. Show that $A^{T}$ is also invertible, and

$$
\left(A^{T}\right)^{-1}=\left(A^{-1}\right)^{T} .
$$

Hint. Take the transpose of $A A^{-1}=I$.
b. Show that a square matrix is invertible if and only if its rows are linearly independent.
Hint. Use Theorem 2.2.2.
c. Suppose that the third row of a $7 \times 7$ matrix is equal to the sum of the first and the second rows. Is this matrix invertible?
11. A square matrix $A$ is called nilpotent if $A^{k}=O$, the zero matrix, for some positive integer $k$.
a. Show that $A=\left[\begin{array}{llll}0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0\end{array}\right]$ is nilpotent. Hint. Calculate $A^{4}$.
b. If $A$ is nilpotent show that $I-A$ is invertible, and calculate $(I-A)^{-1}$.

Answer. $(I-A)^{-1}=I+A+A^{2}+\cdots+A^{k-1}$.

### 2.3 LU Decomposition

In this section we study inverses of elementary matrices, and develop $A=$ $L U$ decomposition of any square matrix $A$, a useful tool.

Examining the definition of the inverse matrix $\left(A^{-1} A=A A^{-1}=I\right)$ one sees that $A$ plays the role of inverse matrix for $A^{-1}$, so that $A=\left(A^{-1}\right)^{-1}$, or

$$
\left(A^{-1}\right)^{-1}=A
$$

Another property of inverse matrices is

$$
(c A)^{-1}=\frac{1}{c} A^{-1}, \quad \text { for any number } c \neq 0,
$$

which is true because $(c A)\left(\frac{1}{c} A^{-1}\right)=A A^{-1}=I$.
Given two invertible $n \times n$ matrices $A$ and $B$, we claim that the matrix $A B$ is also invertible, and

$$
\begin{equation*}
(A B)^{-1}=B^{-1} A^{-1} \tag{3.1}
\end{equation*}
$$

${ }^{4}$ Indeed,

$$
\left(B^{-1} A^{-1}\right)(A B)=B^{-1}\left(A^{-1} A\right) B=B^{-1} I B=B^{-1} B=I,
$$

and one shows similarly that $(A B)\left(B^{-1} A^{-1}\right)=I$. Similar rule holds for arbitrary number of invertible matrices. For example

$$
(A B C)^{-1}=C^{-1} B^{-1} A^{-1}
$$
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Indeed, apply (3.1) twice:

$$
(A B C)^{-1}=[(A B) C]^{-1}=C^{-1}(A B)^{-1}=C^{-1} B^{-1} A^{-1}
$$

1 We show next that inverses of elementary matrices are also elementary 2 matrices, of the same type. We have

$$
E_{i}\left(\frac{1}{a}\right) E_{i}(a)=I
$$

3 because the elementary matrix $E_{i}\left(\frac{1}{a}\right)$ performs an elementary operation $\frac{1}{a} R_{i}$
4 on $E_{i}(a)$, which results in $I$. So that

$$
\begin{equation*}
E_{i}(a)^{-1}=E_{i}\left(\frac{1}{a}\right) . \tag{3.2}
\end{equation*}
$$

${ }_{5}$ For example, $E_{2}(-5)^{-1}=E_{2}\left(-\frac{1}{5}\right)$, so that in the $3 \times 3$ case

$$
\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & -5 & 0 \\
0 & 0 & 1
\end{array}\right]^{-1}=\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & -\frac{1}{5} & 0 \\
0 & 0 & 1
\end{array}\right]
$$

6 Next

$$
\begin{equation*}
E_{i j}^{-1}=E_{i j}, \tag{3.3}
\end{equation*}
$$

${ }_{7}$ (the matrix $E_{i j}$ is its own inverse) because

$$
E_{i j} E_{i j}=I
$$

8 Indeed, the matrix $E_{i j}$ on the left switches the rows $i$ and $j$ of the other $E_{i j}$,
9 putting the rows back in order to give $I$. Finally,

$$
\begin{equation*}
E_{i j}(a)^{-1}=E_{i j}(-a), \tag{3.4}
\end{equation*}
$$

10
because

$$
E_{i j}(-a) E_{i j}(a)=I
$$

${ }_{11}$ Indeed, performing $R_{j}-a R_{i}$ on $E_{i j}(a)$ produces $I$. For example, $E_{13}(4)^{-1}=$ ${ }_{12} E_{13}(-4)$, so that in the $3 \times 3$ case

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
4 & 0 & 1
\end{array}\right]^{-1}=\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
-4 & 0 & 1
\end{array}\right]
$$

Some products of elementary matrices can be calculated at a glance, by performing the products from right to left. For example,

$$
\begin{gather*}
L=E_{12}(2) E_{13}(-3) E_{23}(4)=E_{12}(2)\left[E_{13}(-3) E_{23}(4)\right]  \tag{3.5}\\
=\left[\begin{array}{lll}
1 & 0 & 0 \\
2 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left(\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
-3 & 0 & 1
\end{array}\right]\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 4 & 1
\end{array}\right]\right)=\left[\begin{array}{rrr}
1 & 0 & 0 \\
2 & 1 & 0 \\
-3 & 4 & 1
\end{array}\right] .
\end{gather*}
$$

3 Indeed, the product of the last two matrices in (3.5)

$$
E_{13}(-3) E_{23}(4)=\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
-3 & 0 & 1
\end{array}\right]\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 4 & 1
\end{array}\right]=\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
-3 & 4 & 1
\end{array}\right]
$$

4 is obtained by applying $R_{3}-3 R_{1}$ to $E_{23}(4)$. Applying $R_{2}+2 R_{1}$ to the last matrix gives $L$ in (3.5).

This matrix $L$ is an example of lower triangular matrix, defined as a square matrix with all elements above the diagonal ones equal to 0 (other elements are arbitrary). The matrix $L_{1}=\left[\begin{array}{rrr}2 & 0 & 0 \\ 3 & -3 & 0 \\ 0 & -5 & 0\end{array}\right]$ gives another example of a lower triangular matrix. All elementary matrices of the type $E_{i j}(a)$ are lower triangular. The matrix $U=\left[\begin{array}{rrr}1 & -1 & 0 \\ 0 & -3 & 4 \\ 0 & 0 & 0\end{array}\right]$ is an example of upper triangular matrix, defined as a square matrix with all elements below the diagonal ones equal to 0 (the elements on the diagonal and above the diagonal are not restricted).
${ }^{14}$ Let us perform row reduction on the matrix $A=\left[\begin{array}{rrr}1 & -1 & 1 \\ 2 & -1 & 2 \\ -3 & 7 & 4\end{array}\right]$. Performing $R_{2}-2 R_{1}, R_{3}+3 R_{1}$, followed by $R_{3}-4 R_{2}$, produces an upper triangular matrix

$$
U=\left[\begin{array}{rrr}
1 & -1 & 1  \tag{3.6}\\
0 & 1 & 0 \\
0 & 0 & 7
\end{array}\right]
$$

${ }_{7}$ Rephrasing these elementary operations in terms of the elementary matrices

$$
E_{23}(-4) E_{13}(3) E_{12}(-2) A=U
$$

1 To express $A$, multiply both sides from the left by the inverse of the matrix ${ }^{2} \quad E_{23}(-4) E_{13}(3) E_{12}(-2)$ :

$$
\begin{gathered}
A=\left[E_{23}(-4) E_{13}(3) E_{12}(-2)\right]^{-1} U=E_{12}(-2)^{-1} E_{13}(3)^{-1} E_{23}(-4)^{-1} U \\
=E_{12}(2) E_{13}(-3) E_{23}(4) U=L U
\end{gathered}
$$

where $L$ is the lower triangular matrix calculated in (3.5), and the upper triangular matrix $U$ is shown in (3.6), so that

$$
A=\left[\begin{array}{rrr}
1 & -1 & 1 \\
2 & -1 & 2 \\
-3 & 7 & 4
\end{array}\right]=\left[\begin{array}{rrr}
1 & 0 & 0 \\
2 & 1 & 0 \\
-3 & 4 & 1
\end{array}\right]\left[\begin{array}{rrr}
1 & -1 & 1 \\
0 & 1 & 0 \\
0 & 0 & 7
\end{array}\right] .
$$

Matrix $A$ is decomposed as product of a lower triangular matrix $L$, and an upper triangular matrix $U$.

Similar $A=L U$ decomposition can be calculated for any $n \times n$ matrix $A$, for which forward elimination can be performed without switching the rows. The upper triangular matrix $U$ is the result of row reduction (the row echelon form). The lower triangular matrix $L$ has 1's on the diagonal, and $(L)_{j i}=a$ if the operation $R_{j}-a R_{i}$ was used in row reduction (here $(L)_{j i}$ denotes the $j, i$ entry of the matrix $L$ ). If the operation $R_{j}-a R_{i}$ was not used in row reduction, then $(L)_{j i}=0$. For example, suppose that the elementary operations $R_{3}-3 R_{1}$ followed by $R_{3}+4 R_{2}$ reduced a $3 \times 3$ matrix $A$ to an upper triangular matrix $U$ (so that $a_{21}=0$, and we had a "free zero" in that position). Then $L=\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & 1 & 0 \\ 3 & -4 & 1\end{array}\right]$.

We shall use later the following theorem.
Theorem 2.3.1 Every invertible matrix $A$ can be written as a product of elementary matrices.

Proof: By the formula (2.3), developed for computation of $A^{-1}$,

$$
E_{p} \cdots E_{2} E_{1} A=I
$$

for some elementary matrices $E_{1}, E_{2}, \ldots, E_{p}$. Multiply both sides by $\left(E_{p} \cdots E_{2} E_{1}\right)^{-1}$, to obtain

$$
A=\left(E_{p} \cdots E_{2} E_{1}\right)^{-1} I=E_{1}^{-1} E_{2}^{-1} \cdots E_{p}^{-1} .
$$

The inverses of elementary matrices are themselves elementary matrices. $\diamond$
for some $b \in R^{n}$, set

$$
\begin{equation*}
U x=y, \tag{3.7}
\end{equation*}
$$

4 and then

$$
\begin{equation*}
L y=b . \tag{3.8}
\end{equation*}
$$

5 One can quickly solve (3.8) by "forward-substitution" for $y \in R^{n}$, and then solve (3.7) by back-substitution to get the solution $x$. This process is much faster than performing Gaussian elimination for $A x=b$ "from scratch".

1. Assuming that $A$ and $B$ are non-singular $n \times n$ matrices, simplify:
a. $\quad B(A B)^{-1} A$ Answer. I.
b. $\quad(2 A)^{-1} A^{2}$. Answer. $\frac{1}{2} A$.
c. $\left[4(A B)^{-1} A\right]^{-1}$. Answer. $\frac{1}{4} B$.
2. Without using Gaussian elimination find the inverses of the following $3 \times 3$ elementary matrices.
a. $\quad E_{13}(2)$ Answer. $E_{13}(-2)=\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & 1 & 0 \\ -2 & 0 & 1\end{array}\right]$.
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b. $\quad E_{2}(5)$.

Answer. $E_{2}\left(\frac{1}{5}\right)=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & \frac{1}{5} & 0 \\ 0 & 0 & 1\end{array}\right]$.
c. $\quad E_{13} . \quad$ Answer. $E_{13}=\left[\begin{array}{ccc}0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0\end{array}\right]$.
3. Identify the following $4 \times 4$ matrices as elementary matrices, and then find their inverses.
${ }^{1}$ a. $A=\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0\end{array}\right]$.
Answer. $A=E_{24}, A^{-1}=E_{24}$.
b. $B=\left[\begin{array}{rrrr}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & -5 & 1\end{array}\right]$.

Answer. $B=E_{34}(-5), B^{-1}=E_{34}(5)$.
${ }^{3} \quad$ c. $\quad C=\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 7\end{array}\right]$.
Answer. $C=E_{4}(7), C^{-1}=E_{4}\left(\frac{1}{7}\right)$.

4 4. Calculate the products of the following $3 \times 3$ elementary matrices, by performing the multiplication from right to left.
6 a. $E_{12}(-3) E_{13}(-1) E_{23}(4)$. Answer. $\left[\begin{array}{rrr}1 & 0 & 0 \\ -3 & 1 & 0 \\ -1 & 4 & 1\end{array}\right]$.
b. $\quad E_{12} E_{13}(-1) E_{23}(4)$ Answer. $\left[\begin{array}{rrr}0 & 1 & 0 \\ 1 & 0 & 0 \\ -1 & 4 & 1\end{array}\right]$.
c. $\quad E_{13} E_{13}(-1) E_{23}(4)$.

Answer. $\left[\begin{array}{rrr}-1 & 4 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0\end{array}\right]$.
d. $E_{12}(2) E_{23}(-1) E_{23}$.

Answer. $\left[\begin{array}{rrr}1 & 0 & 0 \\ 2 & 0 & 1 \\ 0 & 1 & -1\end{array}\right]$.
o. $\quad E_{3}(3) E_{13}(-1) E_{12}$.

Answer. $\left[\begin{array}{rrr}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & -3 & 3\end{array}\right]$.
11
5. Find the $L U$ decomposition of the following matrices.
${ }^{12}$ a. $\left[\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right]$.
Answer. $L=\left[\begin{array}{ll}1 & 0 \\ 3 & 1\end{array}\right], U=\left[\begin{array}{rr}1 & 2 \\ 0 & -2\end{array}\right]$.
${ }^{13}$ b. $\left[\begin{array}{lll}1 & 1 & 1 \\ 1 & 2 & 2 \\ 1 & 2 & 3\end{array}\right]$.
Answer. $L=\left[\begin{array}{lll}1 & 0 & 0 \\ 1 & 1 & 0 \\ 1 & 1 & 1\end{array}\right], U=\left[\begin{array}{lll}1 & 1 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 1\end{array}\right]$.
c. $\left[\begin{array}{rrr}1 & 1 & -1 \\ 1 & 2 & 2 \\ 2 & 3 & 5\end{array}\right]$.

2 d. $\left[\begin{array}{rrr}1 & 1 & 1 \\ -1 & 1 & 0 \\ 2 & 2 & 3\end{array}\right]$
Answer. $L=\left[\begin{array}{rrr}1 & 0 & 0 \\ -1 & 1 & 0 \\ 2 & 0 & 1\end{array}\right], U=\left[\begin{array}{lll}1 & 1 & 1 \\ 0 & 2 & 1 \\ 0 & 0 & 1\end{array}\right]$.
4. $\quad\left[\begin{array}{rrrr}1 & 2 & 1 & 0 \\ 0 & 2 & 1 & -1 \\ 2 & 4 & 3 & 1 \\ 0 & -2 & 0 & 2\end{array}\right]$.

Answer. $L=\left[\begin{array}{rrrr}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 2 & 0 & 1 & 0 \\ 0 & -1 & 1 & 1\end{array}\right], U=\left[\begin{array}{rrrr}1 & 2 & 1 & 0 \\ 0 & 2 & 1 & -1 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0\end{array}\right]$.
6 6. a. For the matrix $A=\left[\begin{array}{rrr}0 & 1 & -1 \\ 1 & 2 & 2 \\ 2 & 3 & 4\end{array}\right]$ the $L U$ decomposition is not possible (explain why). Calculate the $L U$ decomposition for the matrix $E_{12} A$.
$\mathrm{b}^{*}$. Show that any non-singular $n \times n$ matrix $A$ admits a decomposition $P A=L U$, where $P$ is a permutation matrix.

Hint. Choose $P$ to perform all row exchanges needed in the row reduction of $A$.
7. Assume that $A=E_{12}(3) E_{3}(-2) E_{23}$.
a. Express the inverse matrix $A^{-1}$ as a product of elementary matrices.

Answer. $A^{-1}=E_{23} E_{3}\left(-\frac{1}{2}\right) E_{12}(-3)$.
b. In case $A$ is $3 \times 3$, write down $A^{-1}$. Answer. $A^{-1}=\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & 0 & -\frac{1}{2} \\ -3 & 1 & 0\end{array}\right]$.
8. Suppose that $S$ is invertible and $A=S^{-1} B S$.
a. Show that $B=S A S^{-1}$.

1 b. Suppose that $A$ is also invertible. Show that $B$ is invertible, and express $=B^{-1}$.

3 9. Assume that $A, B$ and $A+B$ are non-singular $n \times n$ matrices. Show that

$$
\left(A^{-1}+B^{-1}\right)^{-1}=A(A+B)^{-1} B .
$$

4 Hint. Show that the inverses of these matrices are equal.
5 10. Show that in general

$$
(A+B)^{-1} \neq A^{-1}+B^{-1} .
$$

6 Hint. $A=3 I, B=5 I$ provides an easy example (or a counterexample).

### 2.4 Subspaces, Bases and Dimension

${ }_{8}$ The space $R^{3}$ is a vector space, meaning that one can add vectors and
9 multiply vectors by scalars. Vectors of the form $\left[\begin{array}{c}1 \\ x_{2} \\ x_{3}\end{array}\right]$ form a subset (a 10 part) of $R^{3}$. Let us call this subset $H_{1}$. For example, the vectors $\left[\begin{array}{r}1 \\ -2 \\ 3\end{array}\right]$ 11 and $\left[\begin{array}{l}1 \\ 3 \\ 0\end{array}\right]$ both belong to $H_{1}$, but their sum $\left[\begin{array}{l}2 \\ 1 \\ 3\end{array}\right]$ does not (vectors in
${ }_{12} H_{1}$ have the first component 1). Vectors of the form $\left[\begin{array}{c}0 \\ x_{2} \\ x_{3}\end{array}\right]$ form another
13 subset of $R^{3}$, which we call $H_{2}$. The sum of any two vectors in $H_{2}$

$$
\left[\begin{array}{c}
0 \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{c}
0 \\
y_{2} \\
y_{3}
\end{array}\right]=\left[\begin{array}{c}
0 \\
x_{2}+y_{2} \\
x_{3}+y_{3}
\end{array}\right]
$$

14 belongs to $H_{2}$, and also a scalar multiple of any vector in $\mathrm{H}_{2}$

$$
c\left[\begin{array}{c}
0 \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
0 \\
c x_{2} \\
c x_{3}
\end{array}\right]
$$

belongs to $H_{2}$, for any scalar $c$.
Definition $\quad A$ subset $H$ of vectors in $R^{n}$ is called a subspace if for any vectors $u$ and $v$ in $H$ and any scalar $c$
(i) $u+v$ belongs to $H \quad(H$ is closed under addition)
(ii) $c u$ belongs to $H \quad(H$ is closed under scalar multiplication $)$.

So that addition of vectors, and multiplication of vectors by scalars, do not take us out of $H$. The set $H_{2}$ above is a subspace, while $H_{1}$ is not a subspace, because it is not closed under addition, as we discussed above $\left(H_{1}\right.$ is also not closed under scalar multiplication). In simple terms, a subspace $H$ is a part (subset) of $R^{n}$, where one can add vectors and multiply vectors by scalars without leaving $H$.

Using $c=0$ in part (ii) of the definition, one sees that any subspace contains the zero vector. Hence, if a set does not contains the zero vector, it is not a subspace. For example, let $H_{3}$ be a subset of vectors $\left[\begin{array}{c}x_{1} \\ x_{2} \\ x_{3} \\ x_{4}\end{array}\right]$ of $R^{4}$, such that $x_{1}+x_{2}+x_{3}+x_{4}=1 . H_{3}$ is not a subspace, because the zero vector $\left[\begin{array}{l}0 \\ 0 \\ 0 \\ 0\end{array}\right]$ does not belong to $H_{3}$.

A special subspace, called the zero subspace $\{0\}$, consists of only the zero vector in $R^{n}$. The space $R^{n}$ itself also satisfies the above definition, and it can be regarded as a subspace of itself.

Given vectors $v_{1}, v_{2}, \ldots, v_{p}$ in $R^{n}$ their span, $S=\operatorname{Span}\left\{v_{1}, v_{2}, \ldots, v_{p}\right\}$, is a subspace of $R^{n}$. Indeed, suppose $x \in S$ and $y \in S(\in$ is a mathematical symbol meaning "belongs"). Then $x=x_{1} v_{1}+x_{2} v_{2}+\cdots+x_{p} v_{p}$ and $y=$ $y_{1} v_{1}+y_{2} v_{2}+\cdots+y_{p} v_{p}$ for some numbers $x_{i}$ and $y_{i}$. Calculate $x+y=$ $\left(x_{1}+y_{1}\right) v_{1}+\left(x_{2}+y_{2}\right) v_{2}+\cdots+\left(x_{p}+y_{p}\right) v_{p} \in S$, and $c x=\left(c x_{1}\right) v_{1}+$ $\left(c x_{2}\right) v_{2}+\cdots+\left(c x_{p}\right) v_{p} \in S$, verifying that $S$ is a subspace.
Definition Given a subspace $H$, we say that the vectors $\left\{u_{1}, u_{2}, \ldots, u_{q}\right\}$ in $H$ form a basis of $H$ if they are linearly independent and span $H$ (so that $\left.H=\operatorname{Span}\left\{u_{1}, u_{2}, \ldots, u_{q}\right\}\right)$.

Theorem 2.4.1 Suppose that $q$ vectors $U=\left\{u_{1}, u_{2}, \ldots, u_{q}\right\}$ form a basis of $H$, and let $r \geq q+1$. Then any $r$ vectors in $H$ are linearly dependent.

Proof: Let $v_{1}, v_{2}, \ldots, v_{r}$ be some vectors in $H$, with $r>q$. We wish to show that the relation

$$
\begin{equation*}
x_{1} v_{1}+x_{2} v_{2}+\cdots+x_{r} v_{r}=0 \tag{4.1}
\end{equation*}
$$

has a non-trivial solution (not all $x_{i}$ are zero). Express $v_{i}$ 's through the basis $U$ :

$$
\begin{gathered}
v_{1}=a_{11} u_{1}+a_{21} u_{2}+\cdots+a_{q 1} u_{q} \\
v_{2}=a_{12} u_{1}+a_{22} u_{2}+\cdots+a_{q 2} u_{q} \\
\cdots \cdots \\
v_{r}=a_{1 r} u_{1}+a_{2 r} u_{2}+\cdots+a_{q r} u_{q}
\end{gathered}
$$
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with some numbers $a_{i j}$, and use them in (4.1). Rearranging, obtain:

$$
\begin{gathered}
\left(a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 r} x_{r}\right) u_{1}+\left(a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 r} x_{r}\right) u_{2}+\cdots \\
+\left(a_{q 1} x_{1}+a_{q 2} x_{2}+\cdots+a_{q r} x_{r}\right) u_{q}=0 .
\end{gathered}
$$

To satisfy the last equation, it is sufficient to make all of the coefficients equal to zero:

$$
\begin{gathered}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 r} x_{r}=0 \\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 r} x_{r}=0 \\
\cdots \cdots \\
a_{q 1} x_{1}+a_{q 2} x_{2}+\cdots+a_{q r} x_{r}=0
\end{gathered}
$$

We have a homogeneous system with more unknowns than equations. By Theorem 1.4.1 it has non-trivial solutions.

It follows that any two bases of a subspace have the same number of vectors. Indeed, if two bases with different number of vectors existed, then vectors in the larger basis would have to be linearly dependent, which is not possible by the definition of a basis. The common number of vectors in any basis of $H$ is called the dimension of $H$, denoted by $\operatorname{dim} H$.

It is intuitively clear that the space $R^{2}$ is two-dimensional, $R^{3}$ is three dimensional, etc. To justify rigorously that $R^{2}$ is two-dimensional, let us exhibit a basis with two elements in $R^{2}$, by considering the standard basis,
consisting of $e_{1}=\left[\begin{array}{l}1 \\ 0\end{array}\right]$ and $e_{2}=\left[\begin{array}{l}0 \\ 1\end{array}\right]$. These vectors are linearly independent and they span $R^{2}$, because any vector $x=\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right] \in R^{2}$ can be written as $x=x_{1} e_{1}+x_{2} e_{2}$. In $R^{3}$ the standard basis consists of $e_{1}=\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right]$, $e_{2}=\left[\begin{array}{l}0 \\ 1 \\ 0\end{array}\right]$ and $e_{3}=\left[\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]$, and similarly for other $R^{n}$.

Theorem 2.4.2 If dimension of a subspace $H$ is $p$, then any $p$ linearly independent vectors of $H$ form a basis of $H$.

Proof: Let $u_{1}, u_{2}, \ldots, u_{p}$ be any $p$ linearly independent vectors of $H$. We only need to show that they span $H$. Suppose, on the contrary, that we can find a vector $w$ in $H$ which is not in their span. By Theorem 1.5.1, the $p+1$ vectors $u_{1}, u_{2}, \ldots, u_{p}, w$ are linearly independent. But that contradicts Theorem 2.4.1.

It follows that in $R^{2}$ any two non-collinear vectors form a basis. In $R^{3}$ any three vectors that do not lie in the same plane form a basis.

Suppose that vectors $B=\left\{b_{1}, b_{2}, \ldots, b_{p}\right\}$ form a basis in some subspace $H$. Then any vector $v \in H$ can be represented through the basis elements:

$$
v=x_{1} b_{1}+x_{2} b_{2}+\cdots+x_{p} b_{p}
$$

with some numbers $x_{1}, x_{2}, \ldots, x_{p}$. This representation is unique, because if there was another representation $v=y_{1} b_{1}+y_{2} b_{2}+\cdots+y_{p} b_{p}$, then subtraction would give

$$
0=\left(x_{1}-y_{1}\right) b_{1}+\left(x_{2}-y_{2}\right) b_{2}+\cdots+\left(x_{p}-y_{p}\right) b_{p},
$$

and then $x_{1}=y_{1}, x_{2}=y_{2}, \ldots, x_{p}=y_{p}$, by linear independence of vectors in the basis $B$. The coefficients $x_{1}, x_{2}, \ldots, x_{p}$ are called the coordinates of $v$ with respect to the basis $B$, with the notation

$$
[v]_{B}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{p}
\end{array}\right] .
$$

${ }_{1}$ Example 1 Two linearly independent vectors $b_{1}=\left[\begin{array}{r}1 \\ -1\end{array}\right]$ and $b_{2}=\left[\begin{array}{l}2 \\ 0\end{array}\right]$
2 form a basis of $R^{2}, B=\left\{b_{1}, b_{2}\right\}$. The vector $v=\left[\begin{array}{r}5 \\ -3\end{array}\right]$ can be decomposed
${ }^{3}$ as $v=3 b_{1}+b_{2}$. It follows that the coordinates $[v]_{B}=\left[\begin{array}{l}3 \\ 1\end{array}\right]$.
${ }_{4}$ Example 2 The vectors $b_{1}=\left[\begin{array}{r}1 \\ -1\end{array}\right], b_{2}=\left[\begin{array}{l}2 \\ 0\end{array}\right]$ and $b_{3}=\left[\begin{array}{r}4 \\ -2\end{array}\right]$ do not form a basis of $R^{2}$, because any three vectors in $R^{2}$ are linearly dependent, and in fact, $b_{3}=2 b_{1}+b_{2}$. As in the Example 1, $b_{1}$ and $b_{2}$ form a basis of $R^{2}, B=\left\{b_{1}, b_{2}\right\}$, and $\left[b_{3}\right]_{B}=\left[\begin{array}{l}2 \\ 1\end{array}\right]$.
${ }^{8}$ Example 3 Let us verify that the vectors $b_{1}=\left[\begin{array}{l}1 \\ 0 \\ 1\end{array}\right], b_{2}=\left[\begin{array}{r}0 \\ -1 \\ 1\end{array}\right]$, , $b_{3}=\left[\begin{array}{l}1 \\ 2 \\ 3\end{array}\right]$ form a basis of $R^{3}$, and then find the coordinates of the vector $v=\left[\begin{array}{l}3 \\ 3 \\ 4\end{array}\right]$ with respect to this basis, $B=\left\{b_{1}, b_{2}, b_{3}\right\}$.
To justify that the three vectors $b_{1}, b_{2}, b_{3}$ form a basis of $R^{3}$, we only need to show that they are linearly independent. That involves showing that the matrix $A=\left[\begin{array}{lll}b_{1} & b_{2} & b_{3}\end{array}\right]$ has three pivots. Let us go straight to finding the coordinates of $v$, representing

$$
v=x_{1} b_{1}+x_{2} b_{2}+x_{3} b_{3},
$$

15 and in the process it will be clear that the matrix $A$ has three pivots. We 16 need to solve a $3 \times 3$ system with the augmented matrix

$$
\left[b_{1} b_{2} b_{3} \vdots v\right]=\left[\begin{array}{rrr:r}
1 & 0 & 1 & 3 \\
0 & -1 & 2 & 3 \\
1 & 1 & 3 & 4
\end{array}\right] .
$$

${ }_{17}$ The matrix of this system is precisely $A$. Perform $R_{3}-R_{1}$, followed by ${ }_{18} R_{3}+R_{2}$. Obtain:

$$
\left[\begin{array}{rrr:r}
(1) & 0 & 1 & 3 \\
0 & (1) & 2 & 3 \\
0 & 0 & (4) & 4
\end{array}\right] .
$$

The matrix $A$ has three pivots, therefore the vectors $b_{1}, b_{2}, b_{3}$ are linearly independent, and hence they form a basis of $R^{3}$. Restoring the system, obtain $x_{3}=1, x_{2}=-1, x_{1}=2$, by back-substitution. Answer: $[v]_{B}=$ $\left[\begin{array}{r}2 \\ -1 \\ 1\end{array}\right]$.

1 2. Show that all vectors lying on any line through the origin in $R^{2}$ form a 2 subspace.

з 3. a. Show that all vectors lying on any line through the origin in $R^{3}$ form 4 a subspace.

5 b. Show that all vectors lying on any plane through the origin in $R^{3}$ form a 6 subspace.

7 4. a. Explain why the vectors $b_{1}=\left[\begin{array}{l}1 \\ 2\end{array}\right]$ and $b_{2}=\left[\begin{array}{r}-1 \\ 1\end{array}\right]$ form a basis of $8 R^{2}$, and then find the coordinates of the vector $e_{1}$ from the standard basis 9 with respect to this basis, $B=\left\{b_{1}, b_{2}\right\}$.
${ }_{10} \quad$ Answer. $\left[e_{1}\right]_{B}=\left[\begin{array}{r}1 / 3 \\ -2 / 3\end{array}\right]$.
${ }_{11} \quad$ b. What is the vector $v \in R^{2}$ if $[v]_{B}=\left[\begin{array}{l}1 \\ 3\end{array}\right]$ ?
12 Answer. $v=\left[\begin{array}{r}-2 \\ 5\end{array}\right]$.
${ }_{13}$ c. For each of the following vectors $v_{1}=\left[\begin{array}{l}2 \\ 1\end{array}\right], v_{2}=\left[\begin{array}{l}0 \\ 2\end{array}\right]$, and $v_{3}=\left[\begin{array}{r}-2 \\ 2\end{array}\right]$
14 find their coordinates with respect to this basis, $B=\left\{b_{1}, b_{2}\right\}$.
15 Hint. Calculations can be performed simultaneously (in parallel) by consid-
${ }^{16}$ ering the augmented matrix $\left[\begin{array}{rr::::r}1 & -1 & 2\end{array} 0:-2\right]$. . Perform $R_{2}-2 R_{1}$ on
17 the entire matrix, then restore each system.
${ }_{18}$ Answer. $\left[v_{1}\right]_{B}=\left[\begin{array}{r}1 \\ -1\end{array}\right],\left[v_{2}\right]_{B}=\left[\begin{array}{c}2 / 3 \\ 2 / 3\end{array}\right],\left[v_{3}\right]_{B}=\left[\begin{array}{l}0 \\ 2\end{array}\right]$.
5. Verify that the vectors $b_{1}=\left[\begin{array}{l}1 \\ 0 \\ 1\end{array}\right], b_{2}=\left[\begin{array}{r}0 \\ -1 \\ 1\end{array}\right], b_{3}=\left[\begin{array}{l}1 \\ 2 \\ 3\end{array}\right]$ form a
${ }_{20}$ basis of $R^{3}$, and then find the coordinates of the vectors $v_{1}=\left[\begin{array}{l}1 \\ 0 \\ 4\end{array}\right]$ and ${ }_{21} \quad v_{2}=\left[\begin{array}{l}2 \\ 1 \\ 5\end{array}\right]$ with respect to this basis, $B=\left\{b_{1}, b_{2}, b_{3}\right\}$.

1 6. a. Show that the vectors $b_{1}=\left[\begin{array}{l}1 \\ 2 \\ 0 \\ 3\end{array}\right], b_{2}=\left[\begin{array}{l}1 \\ 1 \\ 1 \\ 1\end{array}\right], b_{3}=\left[\begin{array}{r}0 \\ -1 \\ 1 \\ -2\end{array}\right]$ are 2 linearly dependent, and express $b_{3}$ as a linear combination of $b_{1}$ and $b_{2}$.

3 Answer. $b_{3}=-b_{1}+b_{2}$.

$$
4
$$

Answer. $\left[b_{1}\right]_{B}=\left[\begin{array}{l}1 \\ 0\end{array}\right],\left[b_{2}\right]_{B}=\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[b_{3}\right]_{B}=\left[\begin{array}{r}-1 \\ 1\end{array}\right]$.
7. Let $E=\left\{e_{1}, e_{2}, e_{3}\right\}$ be the standard basis in $R^{3}$, and $x=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$. Find the coordinates $[x]_{E}$.
Answer. $[x]_{E}=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$.

### 2.5 Null Spaces and Column Spaces

We now study two important subspaces associated with any $m \times n$ matrix $A$.

Definition The null space of $A$ is the set of all vectors $x \in R^{n}$ satisfying $A x=0$. It is denoted by $N(A)$.

Let us justify that the null space is a subspace of $R^{n}$. (Recall that the terms "subspace" and "space" are used interchangeably.) Assume that two vectors $x_{1}$ and $x_{2}$ belong to $N(A)$, meaning that $A x_{1}=0$ and $A x_{2}=0$. Then

$$
A\left(x_{1}+x_{2}\right)=A x_{1}+A x_{2}=0,
$$

so that $x_{1}+x_{2} \in N(A)$. Similarly, $A\left(c x_{1}\right)=c A x_{1}=0$, so that $c x_{1} \in N(A)$, for any number $c$, justifying that $N(A)$ is a subspace.

Finding the null space of $A$ requires solving the homogeneous system $A x=0$, which was studied previously. We can now interpret the answer in terms of dimension and basis of $N(A)$.
${ }^{1}$ Example $1 \quad A=\left[\begin{array}{rrrr}-1 & 2 & 0 & 1 \\ 2 & -4 & 1 & -1 \\ 3 & -6 & 1 & -2\end{array}\right]$. The augmented matrix of the 2 system $A x=0$ is

$$
\left[\begin{array}{rrrr:r}
-1 & 2 & 0 & 1 & 0 \\
2 & -4 & 1 & -1 & 0 \\
3 & -6 & 1 & -2 & 0
\end{array}\right] .
$$

3
Perform $R_{2}+2 R_{1}, R_{3}+3 R_{1}$ :

$$
\left[\begin{array}{rrrr:r}
(-1) & 2 & 0 & 1 & 0 \\
0 & 0 & (1) & 1 & 0 \\
0 & 0 & 1 & 1 & 0
\end{array}\right] .
$$

4 The second column does not have a pivot, but the third column does. For5 ward elimination is completed by performing $R_{3}-R_{2}$ :

$$
\left[\begin{array}{rrrr:r}
(1) & 2 & 0 & 1 & 0 \\
0 & 0 & (1) & 1 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] \text {. }
$$

${ }_{6}$ Restore the system, take the free variables $x_{2}$ and $x_{4}$ to the right, and solve for the basis variables $x_{1}$ and $x_{3}$. Obtain $x_{1}=2 x_{2}+x_{4}, x_{3}=-x_{4}$, where $x_{2}$ and $x_{4}$ are arbitrary numbers. Putting the answer in the vector form, obtain:

$$
\left[\begin{array}{c}
2 x_{2}+x_{4} \\
x_{2} \\
-x_{4} \\
x_{4}
\end{array}\right]=x_{2}\left[\begin{array}{l}
2 \\
1 \\
0 \\
0
\end{array}\right]+x_{4}\left[\begin{array}{r}
1 \\
0 \\
-1 \\
1
\end{array}\right]
$$

So that $N(A)$ is span of the vectors $u=\left[\begin{array}{l}2 \\ 1 \\ 0 \\ 0\end{array}\right]$ and $v=\left[\begin{array}{r}1 \\ 0 \\ -1 \\ 1\end{array}\right], N(A)=$ $\operatorname{Span}\{u, v\}$. Conclusions: the null space $N(A)$ is a subspace of $R^{4}$ of dimension two, $\operatorname{dim} N(A)=2$, the vectors $u$ and $v$ form a basis of $N(A)$.

For an arbitrary matrix $A$ the dimension of the null space $N(A)$ is equal to the number of free variables in the row echelon form of $A$.

If the system $A x=0$ has only the trivial solution $x=0$, then the null space of $A$ is the zero subspace, or $N(A)=\{0\}$, consisting only of the zero vector.

Definition The column space of a matrix $A$ is the span (the set of all possible linear combinations) of its column vectors. It is denoted by $C(A)$.
If $A=\left[a_{1} a_{2} \ldots a_{n}\right]$ is an $m \times n$ matrix given by its columns, the column space $C(A)=\operatorname{Span}\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ consists of all vectors of the form

$$
\begin{equation*}
x_{1} a_{1}+x_{2} a_{2}+\cdots+x_{n} a_{n}=A x, \tag{5.1}
\end{equation*}
$$

with arbitrary numbers $x_{1}, x_{2}, \ldots, x_{n}$. Columns of $A$ are vectors in $R^{m}$, so that $C(A)$ is a subset of $R^{m}$. In fact, the column space is a subspace of $R^{m}$, because any span is a subspace. The formula (5.1) shows that the column space $C(A)$ can be viewed as the range of the function $A x$.

The rank of a matrix $A$, denoted by rank $A$, is the dimension of the column space of $A, \operatorname{rank} A=\operatorname{dim} C(A)$.
Example 2 Determine the basis of the column space of the following two matrices. Express the columns that are not in the basis through the ones in the basis.
(i) $A=\left[\begin{array}{rrrrr}(2) & 1 & 3 & 0 & 3 \\ 0 & \text { (1) } & 1 & 1 & 0 \\ 0 & 0 & 0 & (1) & 1 \\ 0 & 0 & 0 & 0 & 0\end{array}\right]=\left[\begin{array}{llll}a_{1} & a_{2} & a_{3} & a_{4}\end{array} a_{5}\right]$,
where $a_{i}$ 's denote the columns of $A$. The matrix $A$ is already in row echelon form, with the pivots circled. The pivot columns $a_{1}, a_{2}, a_{4}$ are linearly independent. Indeed, the matrix $\left[\begin{array}{lll}a_{1} & a_{2} & a_{4}\end{array}\right]$ has three pivots. We show next that the other columns, $a_{3}$ and $a_{5}$, are linear combinations of the pivot columns $a_{1}, a_{2}, a_{4}$. Indeed, to express $a_{5}$ through the pivot columns we need to find numbers $x_{1}, x_{2}, x_{3}$ so that

$$
x_{1} a_{1}+x_{2} a_{2}+x_{3} a_{4}=a_{5} .
$$

The augmented matrix of this system is

$$
\left[\begin{array}{lll}
a_{1} & a_{2} & a_{4}
\end{array} \vdots a_{5}\right]=\left[\begin{array}{rrr:r}
\text { (2) } & 1 & 0 & 3 \\
0 & (1) & 1 & 0 \\
0 & 0 & (1) & 1 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

22 Back-substitution gives $x_{1}=x_{2}=x_{3}=1$, so that

$$
\begin{equation*}
a_{5}=a_{1}+a_{2}+a_{4} . \tag{5.2}
\end{equation*}
$$

To express $a_{3}$ through the pivot columns we need to find new numbers $x_{1}$, $x_{2}, x_{3}$ so that

$$
x_{1} a_{1}+x_{2} a_{2}+x_{3} a_{4}=a_{3} .
$$

3 The augmented matrix of this system is

$$
\left[\begin{array}{lll}
a_{1} & a_{2} & a_{4}
\end{array} \vdots a_{3}\right]=\left[\begin{array}{rrr:r}
(2) & 1 & 0 & 3 \\
0 & (1) & 1 & 1 \\
0 & 0 & (1) & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

4 Back-substitution gives $x_{3}=0, x_{2}=-1, x_{1}=2$, so that

$$
\begin{equation*}
a_{3}=2 a_{1}-a_{2} . \tag{5.3}
\end{equation*}
$$

We claim that the pivot columns $a_{1}, a_{2}, a_{4}$ form a basis of $C(A)$, so that $\operatorname{dim} C(A)=\operatorname{rank} A=3$. We already know that these vectors are linearly independent, so that it remains to show that they span $C(A)$. The column space $C(A)$ consists of vectors in the form $v=c_{1} a_{1}+c_{2} a_{2}+c_{3} a_{3}+c_{4} a_{4}+c_{5} a_{5}$ for some numbers $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}$. Using (5.2) and (5.3), any vector $v \in C(A)$ can be expressed as

$$
\begin{gathered}
v=c_{1} a_{1}+c_{2} a_{2}+c_{3}\left(2 a_{1}-a_{2}\right)+c_{4} a_{4}+c_{5}\left(a_{1}+a_{2}+a_{4}\right) \\
=\left(c_{1}+2 c_{3}+c_{5}\right) a_{1}+\left(c_{2}-c_{3}+c_{5}\right) a_{2}+c_{5} a_{4},
\end{gathered}
$$

which is a linear combination of $a_{1}, a_{2}, a_{4}$.
(ii) $B=\left[\begin{array}{rrrrr}2 & 1 & 3 & 0 & 3 \\ 0 & -1 & 1 & 1 & 0 \\ 2 & 0 & 4 & 2 & 4 \\ -2 & -2 & -2 & 1 & -3\end{array}\right]=\left[\begin{array}{llll}b_{1} & b_{2} & b_{3} & b_{4}\end{array} b_{5}\right]$,
where $b_{i}$ 's denote the columns of $B$.
Calculation shows that the row echelon form of $B$ is the matrix $A$ from the part (i) just discussed. It turns out that the same conclusions as for $A$ hold for $B: b_{1}, b_{2}, b_{4}$ form a basis of $C(B)$, while $b_{5}=b_{1}+b_{2}+b_{4}$ and $b_{3}=2 b_{1}-b_{2}$, similarly to (5.2) and (5.3). Indeed, to see that $b_{1}, b_{2}, b_{4}$ are linearly independent, one forms the matrix $\left[b_{1} b_{2} b_{4}\right]$ and row reduces it to the matrix $\left[a_{1} a_{2} a_{4}\right]$ with three pivots. To express $b_{5}$ through $b_{1}, b_{2}, b_{4}$, one forms the augmented matrix $\left[b_{1} b_{2} b_{4} \vdots b_{5}\right]$ and row reduces it to the matrix [ $a_{1} a_{2} a_{4} \vdots a_{5}$ ], which leads to $b_{5}=b_{1}+b_{2}+b_{4}$. Similar reasoning shows that in any matrix, columns with pivots form a basis of the column space.

Caution: $C(B)$ is not the same as $C(A)$. Indeed, vectors in $C(A)$ have the last component equal to zero, while vectors in $C(B)$ do not.

We summarize. To obtain a basis for the column space $C(B)$, reduce $B$ to its row echelon form. Then the columns with pivots (from the original matrix $B$ ) form a basis for $C(B)$. Other columns are expressed through the pivot ones by forming the corresponding augmented matrices, and performing Gaussian elimination. The dimension of $C(B)$, or $\operatorname{rank} B$, is equal to the number of pivot columns.

Recall that the dimension of the null space $N(B)$ is equal to the number of columns without pivots (or the number of free variables). The sum of the dimensions of the column space and of the null space is equal to the total number of columns, which for an $m \times n$ matrix $B$ reads:

$$
\operatorname{rank} B+\operatorname{dim} N(B)=n
$$

and is known as the rank theorem.

## Exercises

1. Find the null space of the given matrix. Identify its basis and dimension.
a. $\quad\left[\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right]$. Answer. The zero subspace of $R^{2}$, of dimension 0 .
b. $\quad A=\left[\begin{array}{ll}1 & -2 \\ 3 & -6\end{array}\right]$. Answer. $N(A)$ is the span of $\left[\begin{array}{l}2 \\ 1\end{array}\right]$, dimension $=1$.
c. $\quad O=\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right] . \quad$ Answer. $N(O)=R^{2}$, dimension $=2$.
d. $\left[\begin{array}{rrr}0 & 1 & -2 \\ 4 & 3 & -6 \\ -4 & -2 & 4\end{array}\right]$.
e. $E=\left[\begin{array}{lll}1 & -1 & -2 \\ 2 & -2 & -4 \\ 3 & -3 & -6\end{array}\right]$.

Answer. $N(E)=\operatorname{Span}\left\{\left[\begin{array}{l}2 \\ 0 \\ 1\end{array}\right],\left[\begin{array}{l}1 \\ 1 \\ 0\end{array}\right]\right\}$,
dimension $=2$.
${ }^{24}$ f. $F=\left[\begin{array}{rrr}1 & 0 & 0 \\ 2 & -2 & 0 \\ 3 & -3 & -6\end{array}\right]$.
Answer. $N(F)=\{0\}$, the zero subspace, of
dimension zero.

1 g. $\left[\begin{array}{rrrr}2 & 1 & 3 & 0 \\ 2 & 0 & 4 & 1 \\ -2 & -1 & -3 & 1\end{array}\right]$.
2 Answer. The null space $N(A)$ is spanned by $\left[\begin{array}{r}-2 \\ 1 \\ 1 \\ 0\end{array}\right], \operatorname{dim} N(A)=1$.
h. $\left[\begin{array}{rrrr}2 & 1 & 3 & 0 \\ 2 & 0 & 4 & 1 \\ -2 & -2 & -2 & 1\end{array}\right]$.

4 i. $H=\left[\begin{array}{llll}-1 & 1 & 3 & 0\end{array}\right]$. Hint. The null space is a subspace of $R^{4}$.
5 Answer. $N(H)=\operatorname{Span}\left\{\left[\begin{array}{l}1 \\ 1 \\ 0 \\ 0\end{array}\right],\left[\begin{array}{l}3 \\ 0 \\ 1 \\ 0\end{array}\right],\left[\begin{array}{l}0 \\ 0 \\ 0 \\ 1\end{array}\right]\right\}$, dimension $=3$.
6 2. A $4 \times 5$ matrix has two pivots. What is the dimension of its null space?
${ }^{7} 3$. The rank of a $9 \times 7$ matrix is 3 . What is the dimension of its null space?
8 What is the number of pivots?
4. The rank of a $4 \times 4$ matrix is 4 .
a. Describe the null space.
b. Describe the column space.
5. The rank of a $3 \times 3$ matrix is 2 . Explain why its null space is a line through the origin, while its column space is a plane through the origin.
6. Assume that matrix $A$ is of size $3 \times 5$. Explain why $\operatorname{dim} N(A) \geq 2$.

15

16
${ }_{17} 8$. Find the basis of the column space for the following matrices, and deter${ }_{18}$ mine their rank. Express the columns that are not in the basis through the ones in the basis.
a. $\left[\begin{array}{rrr}-1 & 1 & -1 \\ 0 & 2 & 4\end{array}\right]$.
b. $\quad\left[\begin{array}{rrr}-1 & 1 & -1 \\ 1 & 2 & 10\end{array}\right] . \quad$ Answer. $C_{3}=4 C_{1}+3 C_{2}, \mathrm{rank}=2$.
c. $\quad\left[\begin{array}{rrr}1 & 1 & 2 \\ -3 & -3 & -6\end{array}\right] . \quad$ Answer. $\operatorname{rank}=1$.
d. $\quad A=\left[\begin{array}{rrr}-1 & 2 & 5 \\ -1 & 2 & 5 \\ 2 & 0 & -2\end{array}\right]$.

Answer. $C(A)=\operatorname{Span}\left\{\left[\begin{array}{r}-1 \\ -1 \\ 2\end{array}\right],\left[\begin{array}{l}2 \\ 2 \\ 0\end{array}\right]\right\}, \operatorname{rank}=2, C_{3}=-C_{1}+2 C_{2}$.
e. $\quad A=\left[\begin{array}{rrr}0 & 0 & 1 \\ 0 & 2 & 5 \\ -1 & 0 & -3\end{array}\right]$.

5 Answer. $C(A)=R^{3}$.
6. $\left[\begin{array}{rrrr}2 & 1 & 3 & 0 \\ 2 & 0 & 4 & 1 \\ -2 & -1 & -3 & 1\end{array}\right]$.

Column space is spanned by $C_{1}, C_{2}$ and $C_{4}$. Rank is $3 . C_{3}=2 C_{1}-C_{2}$.
g. $\quad B=\left[\begin{array}{rrrrr}1 & -1 & 0 & 1 & 1 \\ 2 & -1 & 1 & 1 & -3 \\ 0 & 1 & 1 & -1 & -5\end{array}\right]$.

Answer. $C(B)=\operatorname{Span}\left\{\left[\begin{array}{l}1 \\ 2 \\ 0\end{array}\right],\left[\begin{array}{r}-1 \\ -1 \\ 1\end{array}\right]\right\}, \operatorname{rank}=2, C_{3}=C_{1}+C_{2}, C_{4}=$
$10-C_{2}, C_{5}=-4 C_{1}-5 C_{2}$.
9. Consider the following subspace of $R^{3}: V=\operatorname{Span}\left\{\left[\begin{array}{l}2 \\ 0 \\ 1\end{array}\right],\left[\begin{array}{l}1 \\ 1 \\ 0\end{array}\right],\left[\begin{array}{l}-2 \\ -4 \\ -6\end{array}\right]\right\}$.

Find a basis of $V$ and $\operatorname{dim} V$.
Hint. Use these vectors as columns of a matrix.
10. Let $A=\left[\begin{array}{rr}-1 & -1 \\ 1 & 1\end{array}\right]$.

15 a. Show that the vector $\left[\begin{array}{r}1 \\ -1\end{array}\right]$ belongs to both the null space $N(A)$ and
16 the column space $C(A)$.

1c. Show that $N\left(A^{2}\right)=R^{2}$.

3 11. Let $A$ be an arbitrary $n \times n$ matrix.
4 a. Show that any vector in $N(A)$ belongs to $N\left(A^{2}\right)$.
5 b. Show that the converse statement is false.
${ }^{6}$ Hint. Try $A=\left[\begin{array}{rr}-1 & -1 \\ 1 & 1\end{array}\right]$.
7 12. Let $A$ be an $m \times n$ matrix with linearly independent columns.
8 a. Show that the system $A x=b$ has at most one solution for any vector $b$.
Hint. If $C_{1}, C_{2}, \ldots, C_{n}$ are the columns of $A$, and $x_{1}, x_{2}, \ldots, x_{n}$ are the 10 components of $x$, then $x_{1} C_{1}+x_{2} C_{2}+\ldots+x_{n} C_{n}=b$.

11 b. Suppose that $b \in C(A)$. Show that the system $A x=b$ has exactly one 12 solution.

## Chapter 3

## Determinants

3 A $4 \times 4$ matrix involves 16 numbers. Its determinant is just one number, but it carries significant information about the matrix.

### 3.1 Cofactor Expansion

6 To each square matrix $A$, one associates a number called the determinant of $A$, and denoted by either $\operatorname{det} A$ or $|A|$. For $2 \times 2$ matrices

$$
\left|\begin{array}{ll}
a & b \\
c & d
\end{array}\right|=a d-b c .
$$ produce it.

For an $n \times n$ matrix $A$ define the minor $M_{i j}$ as the $(n-1) \times(n-1)$ determinant obtained by removing the row $i$ and the column $j$ in $A$. For example, for the matrix

$$
A=\left[\begin{array}{rrr}
1 & 0 & -3 \\
-1 & 6 & 2 \\
3 & 2 & 1
\end{array}\right],
$$

${ }^{1}$ the minors are $M_{11}=\left|\begin{array}{ll}6 & 2 \\ 2 & 1\end{array}\right|=2, M_{12}=\left|\begin{array}{rr}-1 & 2 \\ 3 & 1\end{array}\right|=-7, M_{13}=$ $\left|\begin{array}{rr}-1 & 6 \\ 3 & 2\end{array}\right|=-20$, and so on. Define also the cofactor

$$
C_{i j}=(-1)^{i+j} M_{i j} .
$$

For the above matrix, $C_{11}=(-1)^{1+1} M_{11}=2, C_{12}=(-1)^{1+2} M_{12}=7$, $C_{13}=(-1)^{1+3} M_{13}=-20$, and so on.

Cofactor expansion will allow us to define $3 \times 3$ determinants through $2 \times 2$ ones, then $4 \times 4$ determinants through $3 \times 3$ ones, and so on. For an $n \times n$ matrix the cofactor expansion in row $i$ is

$$
|A|=a_{i 1} C_{i 1}+a_{i 2} C_{i 2}+\cdots+a_{i n} C_{i n} .
$$

8 The cofactor expansion in column $j$ is

$$
|A|=a_{1 j} C_{1 j}+a_{2 j} C_{2 j}+\cdots+a_{n j} C_{n j} .
$$

For $3 \times 3$ determinants there are 6 cofactor expansions (in 3 rows, and in 3 columns), but all of them lead to the same formula (1.1). Similarly, for $n \times n$ determinants all cofactor expansions lead to the same number, $|A|$. For the above matrix, cofactor expansion in the first row gives

$$
|A|=1 \cdot C_{11}+0 \cdot C_{12}+(-3) \cdot C_{13}=62
$$

Example Expanding in the first column

$$
\left|\begin{array}{rrrr}
2 & 0 & 3 & -4 \\
0 & 3 & 8 & 1 \\
0 & 0 & 4 & -2 \\
0 & 0 & 0 & 5
\end{array}\right|=2 \cdot\left|\begin{array}{rrr}
3 & 8 & 1 \\
0 & 4 & -2 \\
0 & 0 & 5
\end{array}\right|=2 \cdot 3 \cdot\left|\begin{array}{rr}
4 & -2 \\
0 & 5
\end{array}\right|=2 \cdot 3 \cdot 4 \cdot 5=120 .
$$

(The $3 \times 3$ determinant on the second step was also expanded in the first column.)

The matrix in the last example was upper triangular. Similar reasoning shows that the determinant of any upper triangular matrix equals to the product of its diagonal entries. For a lower triangular matrix, like

$$
\left|\begin{array}{rrrr}
2 & 0 & 0 & 0 \\
12 & -3 & 0 & 0 \\
2 & \frac{1}{3} & 4 & 0 \\
-1 & 2 & 7 & 0
\end{array}\right|=2 \cdot(-3) \cdot 4 \cdot 0=0,
$$

the expansion was performed in the first row on each step. In general, the determinant of any lower triangular matrix equals to the product of its diagonal entries. Diagonal matrices can be viewed as either upper triangular or lower triangular. Therefore, the determinant of any diagonal matrix equals to the product of its diagonal entries. For example, if $I$ is the $n \times n$ identity matrix, then

$$
|-2 I|=(-2) \cdot(-2) \cdot \cdots \cdot(-2)=(-2)^{n}
$$

Cofactor expansions are not practical for computing $n \times n$ determinants for $n \geq 5$. Let us count the number of multiplications it takes. For a $2 \times 2$ matrix it takes 2 multiplications. For a $3 \times 3$ matrix one needs to calculate three $2 \times 2$ determinants which takes $3 \cdot 2=3$ ! multiplications, plus 3 more multiplications in the cofactor expansion, for a total of $3!+3$. For an $n \times n$ matrix it takes $n!+n$ multiplications. If $n=20$, this number is 2432902008176640020 , and computations would take many thousands of years on the fastest computers. An efficient way for computing determinants, based on Gaussian elimination, is developed in the next section.

## Exercises

1. Find $x$ so that $\left|\begin{array}{rr}x & 3 \\ -1 & 2\end{array}\right|=\left|\begin{array}{ll}0 & x \\ 1 & 5\end{array}\right| . \quad$ Answer. $x=-1$.
2. Let $A=\left[\begin{array}{rrr}1 & 1 & -1 \\ -1 & 1 & 2 \\ 0 & 2 & 3\end{array}\right]$. Calculate the $\operatorname{det} A$
3. By expanding in the second row.

4 b. By expanding in the second column.
5 c. By expanding in the third row.
6 Answer. $|A|=4$.
${ }_{7}$ 3. Calculate the determinants of the following matrices.
\& a. $\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 3\end{array}\right]$.
Answer. 3!
b. $\left[\begin{array}{rrrr}1 & 0 & 0 & 0 \\ 0 & -2 & 0 & 0 \\ 0 & 0 & -3 & 0 \\ 0 & 0 & 0 & -4\end{array}\right]$.

Answer. -4!

10

11
d. $\left[\begin{array}{rr}1 & 0 \\ -5 & 2\end{array}\right]$.
e. $\left[\begin{array}{rrr}1 & 0 & 0 \\ -5 & 2 & 0 \\ 6 & 12 & 3\end{array}\right]$. Answer. 6.

13

14

15
h. $\left[\begin{array}{rrr}0 & 0 & a \\ 0 & b & 5 \\ c & -2 & 3\end{array}\right]$. Answer. $-a b c$.
i. $\left[\begin{array}{rrrr}1 & -1 & 0 & 3 \\ 0 & 2 & -2 & 1 \\ -1 & -2 & 0 & 2 \\ 1 & 1 & 1 & 2\end{array}\right]$.

Answer. - 27 .
$1 \mathrm{j} .\left[\begin{array}{cccc}2 & 0 & 0 & 0 \\ 0 & a & b & 0 \\ 0 & c & d & 0 \\ 0 & 0 & 0 & 3\end{array}\right] . \quad$ (A block diagonal matrix.)
2 Answer. 2. $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right| \cdot 3=6(a d-b c)$.
k. $\left|\begin{array}{cccc}a & b & 0 & 0 \\ c & d & 0 & 0 \\ 0 & 0 & e & f \\ 0 & 0 & g & h\end{array}\right|$. (A block diagonal matrix.)

4 Answer. $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right| \cdot\left|\begin{array}{ll}e & f \\ g & h\end{array}\right|=(a d-b c)(e h-f g)$.
5 1. $\left|\begin{array}{rrrr}2 & -1 & 0 & 5 \\ 4 & -2 & 0 & -3 \\ 1 & 3 & 0 & 1 \\ 0 & -7 & 0 & 8\end{array}\right|$ Answer. 0.
6
m. A matrix with a row of zeroes. Answer. The determinant is 0 .

7 4. Calculate $\left|A^{2}\right|$ and relate it to $|A|$ for the following matrices.
8 a. $A=\left[\begin{array}{rr}2 & -4 \\ 0 & 3\end{array}\right]$.
b. $A=\left[\begin{array}{rr}1 & -1 \\ 1 & 1\end{array}\right]$.

10 5. Let $A=\left[\begin{array}{rrrrr}0 & 0 & \ldots & 0 & 1 \\ 0 & 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & 1 & 0 \\ 1 & 0 & \ldots & 0 & 0\end{array}\right]$, an $n \times n$ matrix. Show that $|A|=-1$.

12 6. Calculate the $n \times n$ determinant $D_{n}=\left|\begin{array}{cccccc}2 & 1 & 0 & \ldots & 0 & 0 \\ 1 & 2 & 1 & \ldots & 0 & 0 \\ 0 & 1 & 2 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 2 & 1 \\ 0 & 0 & 0 & \ldots & 1 & 2\end{array}\right|$.
Hint. Expand in the first row, then expand in the last row.

Hint. Expanding in the first row, obtain the recurrence relation $D_{n}=$ $2 D_{n-1}-D_{n-2}$. Beginning with $D_{2}=3$ and $D_{3}=4$, use this recurrence relation to calculate $D_{4}=5$ and $D_{5}=6$, and so on. Answer. $D_{n}=n+1$.
7. Let $A$ be a $5 \times 5$ matrix, with $a_{i j}=(i-3) j$. Show that $|A|=0$.

Hint. What is the third row of $A$ ?
8. Suppose that a square matrix has integer entries. Show that its determinant is an integer. Prove that the converse statement is not true, by considering for example $\left|\begin{array}{rr}\frac{3}{2} & \frac{1}{2} \\ \frac{5}{2} & -\frac{1}{2}\end{array}\right|$.

### 3.2 Properties of Determinants

An $n \times n$ matrix $A$ can be listed by its rows $A=\left[\begin{array}{c}R_{1} \\ R_{2} \\ \vdots \\ R_{n}\end{array}\right]$, which are $n$ dimensional row vectors. Let us highlight $R_{i}$ (the row $i$ ) in $A$ :

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
\vdots & \vdots & & \vdots \\
a_{i 1} & a_{i 2} & \ldots & a_{i n} \\
\vdots & \vdots & & \vdots \\
a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right]
$$

Using the summation notation, the cofactor expansion in row $i$ takes the form

$$
|A|=a_{i 1} C_{i 1}+a_{i 2} C_{i 2}+\cdots+a_{i n} C_{i n}=\sum_{s=1}^{n} a_{i s} C_{i s}
$$

The first three properties deal with the elementary row operations.
Property 1. If some row of $A$ is multiplied by a number $k$ to produce $B$, then $\operatorname{det} B=k \operatorname{det} A$.

$$
|B|=\left|\begin{array}{c}
R_{1}  \tag{2.1}\\
\vdots \\
k R_{i} \\
\vdots \\
R_{n}
\end{array}\right|=k\left|\begin{array}{c}
R_{1} \\
\vdots \\
R_{i} \\
\vdots \\
R_{n}
\end{array}\right|=k|A| .
$$

2 Expand $|B|$ in row $i$, and use the summation notation:

$$
|B|=\sum_{s=1}^{n}\left(k a_{i s}\right) C_{i s}=k \sum_{s=1}^{n} a_{i s} C_{i s}=k|A|,
$$

Indeed, assume that row $i$ of $A$ is multiplied by $k$. We need to show that
justifying Property 1. (In row $i$ cofactors are the same for $B$ and $A$, since row $i$ is removed in both matrices when calculating cofactors.) In (2.1), the number $k$ is "factored out" of row $i$.

If $B=k A$, then all $n$ rows of $A$ are multiplied by $k$ to produce $B$. It follows that $\operatorname{det} B=k^{n} \operatorname{det} A$ (by factoring $k$ out of each row), or

$$
|k A|=k^{n}|A| .
$$

Property 2. If any two rows of $A$ are interchanged to produce $B$, then $\operatorname{det} B=-\operatorname{det} A$.
Indeed, for $2 \times 2$ matrices this property is immediately verified. Suppose that $A$ is a $3 \times 3$ matrix, $A=\left[\begin{array}{l}R_{1} \\ R_{2} \\ R_{3}\end{array}\right]$ and $B=\left[\begin{array}{l}R_{3} \\ R_{2} \\ R_{1}\end{array}\right]$ is obtained from $A$ by switching rows 1 and 3 . Expand both $|B|$ and $|A|$ in the second row. In the expansion of $|B|$ one will encounter $2 \times 2$ determinants with the rows switched, compared with the expansion of $|A|$, giving $|B|=-|A|$. Then one justifies this property for $4 \times 4$ matrices, and so on.

It follows that if a matrix has two identical rows, its determinant is zero. Indeed, interchange the identical rows, to get a matrix $B$. By Property 2, $|B|=-|A|$. On the other hand $B=A$, so that $|B|=|A|$. It follows that $|A|=-|A|$, giving $|A|=0$. If two rows are proportional the determinant is again zero. For example, using Property 1,

$$
\left|\begin{array}{c}
R_{1} \\
k R_{1} \\
R_{3}
\end{array}\right|=k\left|\begin{array}{l}
R_{1} \\
R_{1} \\
R_{3}
\end{array}\right|=0 .
$$

Assume that row $j$ in $A$ is replaced by $R_{i}$, so that $R_{j}=R_{i}$. The resulting matrix has zero determinant:

$$
\left|\begin{array}{c}
R_{1} \\
\vdots \\
R_{i} \\
\vdots \\
R_{i} \\
\vdots \\
R_{n}
\end{array}\right|=0
$$

Indeed, let us expand this determinant in $j$-th row:

$$
a_{i 1} C_{j 1}+a_{i 2} C_{j 2}+\cdots+a_{i n} C_{j n}=0
$$

(Once row $j$ is removed, the cofactors are the same as in the matrix $A$.) Comparing that with the cofactor expansion of $|A|$ in row $i$ :

$$
a_{i 1} C_{i 1}+a_{i 2} C_{i 2}+\cdots+a_{i n} C_{i n}=|A|,
$$

we conclude the following theorem.
Theorem 3.2.1 If all elements of row $i$ are multiplied by the cofactors of another row $j$ and added, the result is zero. If all elements of row $i$ are multiplied by their own cofactors and added, the result is $|A|$. In short,

$$
\sum_{s=1}^{n} a_{i s} C_{j s}=\left\{\begin{array}{cc}
0 & \text { if } j \neq i \\
|A| & \text { if } j=i
\end{array}\right.
$$

Property 3. If a multiple of one row of $A$ is added to another row to produce a matrix $B$, then $\operatorname{det} B=\operatorname{det} A$. (In other words, elementary operations of type $R_{j}+k R_{i}$ leave the value of the determinant unchanged.)

Indeed, assume that $B$ was obtained from $A$ by using $R_{j}+k R_{i}$. Expand $|B|$ in row $j$, use the summation convention and the preceeding Theorem 3.2.1:

$$
|B|=\left|\begin{array}{c}
R_{1} \\
\vdots \\
R_{j}+k R_{i} \\
\vdots \\
R_{n}
\end{array}\right|=\sum_{s=1}^{n}\left(a_{j s}+k a_{i s}\right) C_{j s}=\sum_{s=1}^{n} a_{j s} C_{j s}+k \sum_{s=1}^{n} a_{i s} C_{j s}=|A|
$$

$$
4
$$

Using the Properties $1,2,3$, one row reduces any determinant to that of upper triangular matrix (which is the product if its diagonal entries). This method (based on Gaussian elimination) is very efficient, allowing computation of $20 \times 20$ determinants on basic laptops. (Entering a $20 \times 20$ determinant is likely to take longer than its computation.)
Example To evaluate the following $4 \times 4$ determinant, perform $R_{1} \leftrightarrow R_{2}$, and then factor 2 out of the (new) first row:

$$
\left|\begin{array}{rrrr}
0 & 1 & 2 & 3 \\
2 & -2 & 0 & -6 \\
1 & 1 & 0 & 1 \\
2 & -2 & 4 & 4
\end{array}\right|=-\left|\begin{array}{rrrr}
2 & -2 & 0 & -6 \\
0 & 1 & 2 & 3 \\
1 & 1 & 0 & 1 \\
2 & -2 & 4 & 4
\end{array}\right|=-2\left|\begin{array}{rrrr}
1 & -1 & 0 & -3 \\
0 & 1 & 2 & 3 \\
1 & 1 & 0 & 1 \\
2 & -2 & 4 & 4
\end{array}\right| .
$$

Performing $R_{3}-R_{1}, R_{4}-2 R_{1}$ for the resulting determinant (dropping the factor of -2 , for now), followed by $R_{3}-2 R_{2}$, and finally $R_{4}+R_{3}$, gives:

$$
\left|\begin{array}{rrrr}
1 & -1 & 0 & -3 \\
0 & 1 & 2 & 3 \\
1 & 1 & 0 & 1 \\
2 & -2 & 4 & 4
\end{array}\right|=\left|\begin{array}{rrrr}
1 & -1 & 0 & -3 \\
0 & 1 & 2 & 3 \\
0 & 2 & 0 & 4 \\
0 & 0 & 4 & 10
\end{array}\right| \xlongequal{ }\left|\begin{array}{rrrr}
1 & -1 & 0 & -3 \\
0 & 1 & 2 & 3 \\
0 & 0 & -4 & -2 \\
0 & 0 & 4 & 10
\end{array}\right|
$$

$$
=\left|\begin{array}{rrrr}
1 & -1 & 0 & -3 \\
0 & 1 & 2 & 3 \\
0 & 0 & -4 & -2 \\
0 & 0 & 0 & 8
\end{array}\right|=1 \cdot 1 \cdot(-4) \cdot 8=-32 .
$$

The original determinant is then $(-2) \cdot(-32)=64$.
In practice one combines row reduction with cofactor expansion. For example, after performing $R_{2}+R_{1}$ and $R_{3}-R_{1}$,

$$
\left|\begin{array}{rrr}
1 & 0 & 2 \\
-1 & 1 & -1 \\
1 & 1 & 5
\end{array}\right|=\left|\begin{array}{lll}
1 & 0 & 2 \\
0 & 1 & 1 \\
0 & 1 & 3
\end{array}\right|=1 \cdot\left|\begin{array}{ll}
1 & 1 \\
1 & 3
\end{array}\right|=2,
$$

the determinant is evaluated by expanding in the first column.
If Gaussian elimination for $A$ does not involve row exchanges, $|A|$ is equal to the product of the diagonal entries in the resulting upper triangular matrix, otherwise $|A|$ is $\pm$ the product of the diagonal entries in the row echelon form. It follows that $|A| \neq 0$ is equivalent to all of these diagonal entries being non-zero, so that $A$ has $n$ pivots, which in turn is equivalent to $A$ being invertible. We conclude that $A$ is invertible if and only if $|A| \neq 0$.

Determinants of elementary matrices are easy to calculate. Indeed, $\left|E_{i}(k)\right|=k$ (a diagonal matrix), $\left|E_{i j}\right|=-1$ (by Property 2), and $\left|E_{i j}(k)\right|=1$ (a lower triangular matrix). We can then restate Property 1 as

$$
\left|E_{i}(k) A\right|=k|A|=\left|E_{i}(k)\right||A|,
$$

4 Property 2 as

$$
\left|E_{i j} A\right|=-|A|=\left|E_{i j}\right||A|,
$$

and Property 3 as

$$
\left|E_{i j}(k) A\right|=|A|=\left|E_{i j}(k)\right||A| .
$$

6 Summarize:

$$
\begin{equation*}
|E A|=|E||A|, \tag{2.2}
\end{equation*}
$$

$$
\begin{equation*}
|A B|=|A||B| \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
|A|=\left|E_{1}\right|\left|E_{2} \cdots E_{p}\right|=\left|E_{1}\right|\left|E_{2}\right| \cdots\left|E_{p}\right| \tag{2.4}
\end{equation*}
$$

16 Similarly
$|A B|=\left|E_{1} E_{2} \cdots E_{p} B\right|=\left|E_{1}\right|\left|E_{2} \cdots E_{p} B\right|=\left|E_{1}\right|\left|E_{2}\right| \cdots\left|E_{p}\right||B|=|A||B|$,
${ }_{17}$ using (2.4) on the last step.
${ }_{18}$ Recall that powers of a square matrix $A$ are defined as follows: $A^{2}=A A$, $19 A^{3}=A^{2} A$, etc. Then $\left|A^{2}\right|=|A||A|=|A|^{2}$, and in general

$$
\left|A^{k}\right|=|A|^{k}, \text { for any positive integer } k
$$

$$
\left|A A^{-1}\right|=|I|=1
$$

by Property 4. Then $|A| \neq 0$, and $\left|A^{-1}\right|=\frac{1}{|A|}$.
We conclude again that in case $|A|=0$, the matrix $A$ is not invertible (existence of $A^{-1}$ would produce a contradiction in (2.5)).
Property 6. $\left|A^{T}\right|=|A|$.
Indeed, the transpose $A^{T}$ has the rows and columns of $A$ interchanged, while cofactor expansion works equally well for rows and columns.

The last property implies that all of the facts stated above for rows are also true for columns. For example, if two columns of $A$ are proportional, then $|A|=0$. If a multiple of column $i$ is subtracted from column $j$, the determinant remains unchanged. If a column of $A$ is the zero vector, then $|A|=0$.
$20 \quad$ c. $\quad\left|\begin{array}{rrrr}0 & -2 & 3 & 1 \\ -1 & -1 & 1 & 0 \\ 2 & -1 & -1 & 2 \\ 1 & -4 & 3 & 3\end{array}\right|$. Answer. 0.

1 d. $\left|\begin{array}{rrrr}1 & 0 & -1 & 1 \\ 1 & 1 & 2 & -1 \\ 0 & 1 & 2 & 3 \\ 2 & 1 & -2 & 3\end{array}\right|$ Answer. 12.
2 e. $\left|\begin{array}{rrrr}1 & 1 & -1 & 1 \\ 1 & 1 & 2 & -1 \\ -1 & -1 & 2 & 3 \\ 2 & 1 & -2 & 3\end{array}\right|$. Answer. -14.
3 f. $\left|\begin{array}{rrrr}1 & 1 & -1 & 1 \\ 1 & 2 & 2 & -1 \\ -1 & -2 & 2 & 3 \\ 2 & 1 & -2 & 3\end{array}\right|$. Answer. -10 .
4 g. $\left|\begin{array}{lll}1 & 1 & 1 \\ a & b & c \\ a^{2} & b^{2} & c^{2}\end{array}\right|$. (Vandermonde determinant.)
${ }_{5}$ Hint. Perform $R_{2}-a R_{1}, R_{3}-a^{2} R_{1}$, then expand in the first column.
6 Answer. $(b-a)(c-a)(c-b)$.
7 2. Assuming that $\left|\begin{array}{lll}a & b & c \\ d & e & f \\ g & h & k\end{array}\right|=5$, find the following determinants.
a. $\quad\left|\begin{array}{ccc}a & b & c \\ d+3 a & e+3 b & f+3 c \\ g & h & k\end{array}\right| . \quad$ Answer. 5.
b. $\left|\begin{array}{ccc}a & b & c \\ 2 d & 2 e & 2 f \\ g & h & k\end{array}\right|$. Answer. 10 .
c. $\quad\left|\begin{array}{ccc}3 a & 3 b & 3 c \\ 2 d & 2 e & 2 f \\ g & h & k\end{array}\right|$ Answer. 30.
d. $\quad\left|\begin{array}{ccc}a & b & c \\ 2 d+3 a & 2 e+3 b & 2 f+3 c \\ g & h & k\end{array}\right|$.

1 e. $\quad\left|\begin{array}{lll}d & e & f \\ a & b & c \\ g & h & k\end{array}\right|$. Answer. -5.
f. $\left|\begin{array}{lll}d & e & f \\ g & h & k \\ a & b & c\end{array}\right|$. Answer. 5.

3 g. $\quad\left|\begin{array}{lll}a & b & -c \\ d & e & -f \\ g & h & -k\end{array}\right|$. Answer. -5.
4h. $\left|\begin{array}{lll}a & b & 0 \\ d & e & 0 \\ g & h & 0\end{array}\right|$.
5 3. a. If every column of $A$ adds to zero, show that $|A|=0$.
6 b. If every row of $A$ adds to zero, what is $|A|$ ?
7 4. Let $A$ and $B$ be $4 \times 4$ matrices, such that $|A|=3$, and $|B|=\frac{1}{2}$. Find the
${ }_{B}$ following determinants.
a. $\quad\left|A^{T}\right|$.

10 b. $\quad|2 A|$. Answer. 48.
${ }^{11}$ c. $\left|B^{2}\right|$.
12 d. $|B A|$.
13 e. $\left|A^{-1} B\right|$. Answer. $\frac{1}{6}$.
14 f. $\left|2 A B^{-1}\right|$ Answer. 96.
15 g. $\quad\left|A^{2}(-B)^{T}\right|$. Answer. $\frac{9}{2}$.
16 5 . Let $A$ be a $7 \times 7$ matrix such that $|-A|=|A|$. Show that $|A|=0$.
${ }_{17}$ 6. True or false?
18 a. $\quad|B A|=|A B|$.
19 b. $\quad|-A|=|A|$. Answer. False.
20 c. If $A^{3}$ is invertible, then $|A| \neq 0$. Answer. True.
21 d. $\quad|A+B|=|A|+|B|$. Answer. False.
22 e. $\left|\left(A^{2}\right)^{-1}\right|=\left|\left(A^{-1}\right)^{2}\right|=\frac{1}{|A|^{2}}$, provided that $|A| \neq 0$. Answer. True.

1
7. Show that

$$
\left|\begin{array}{lll}
1 & 1 & 1 \\
x & a & c \\
y & b & d
\end{array}\right|=0
$$

is an equation of the straight line through the points $(a, b)$ and $(c, d)$ in the $x y$-plane.
Hint. The graph of a linear equation is a straight line.
8. Show that

$$
\left|\begin{array}{cccc}
1 & 1 & 1 & 1 \\
x & a_{1} & b_{1} & c_{1} \\
y & a_{2} & b_{2} & c_{2} \\
z & a_{3} & b_{3} & c_{3}
\end{array}\right|=0
$$

6 is an equation of the plane passing through the points $\left(a_{1}, a_{2}, a_{3}\right),\left(b_{1}, b_{2}, b_{3}\right)$
and $\left(c_{1}, c_{2}, c_{3}\right)$.
8 Hint. Expanding in the first column, obtain a linear equation in $x, y, z$.
9. Let $A=\left[\begin{array}{rrr}1 & 2 & 0 \\ 0 & -1 & 1 \\ 1 & -2 & 1\end{array}\right]$ and $B=\left[\begin{array}{lll}1 & -2 & 1 \\ 2 & -4 & 2 \\ 1 & -3 & 1\end{array}\right]$. Calculate $\operatorname{det}\left(A^{3} B\right)$.

10

11

## 0 I

10. Calculate the $n \times n$ determinant $\left|\begin{array}{cccccc}1 & 1 & 1 & \ldots & 1 & 1 \\ 2 & 3 & 2 & \ldots & 2 & 2 \\ 2 & 2 & 4 & \ldots & 2 & 2 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 2 & 2 & 2 & \ldots & n & 2 \\ 2 & 2 & 2 & \ldots & 2 & n+1\end{array}\right|$.

2 Hint. Apply $R_{2}-2 R_{1}, R_{3}-2 R_{1}$, and so on. Answer. $(n-1)$ !.
11. Let $A$ be an $n \times n$ matrix, and the matrix $B$ is obtained by writing the rows of $A$ in the reverse order. Show that $|B|=(-1)^{\frac{n(n-1)}{2}}|A|$.
5 Hint. $1+2+3+\cdots+n-1=\frac{n(n-1)}{2}$.
12. Let $A$ be an $n \times n$ skew-symmetric matrix, defined by the relation
${ }_{17} \quad A^{T}=-A$.
18
a. Show that $a_{i j}=-a_{j i}$.

19
b. Show that all diagonal entries are zero $\left(a_{i i}=0\right.$ for all $i$ ).

1

### 3.3 Cramer's Rule

Determinants provide an alternative way for calculation of inverse matrices, and for solving linear systems with a square matrix.

Let

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n}  \tag{3.1}\\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\vdots & \vdots & & \vdots \\
a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right]
$$

7 be an $n \times n$ matrix, with $|A| \neq 0$. Form the adjugate matrix

$$
\operatorname{Adj} A=\left[\begin{array}{cccc}
C_{11} & C_{21} & \ldots & C_{n 1} \\
C_{12} & C_{22} & \ldots & C_{n 2} \\
\vdots & \vdots & & \vdots \\
C_{1 n} & C_{2 n} & \ldots & C_{n n}
\end{array}\right]
$$

1 consisting of cofactors of $A$, in transposed order. Theorem 3.2.1 implies that 2 the product of $A$ and $\operatorname{Adj} A$

$$
A \operatorname{Adj} A=\left[\begin{array}{cccc}
|A| & 0 & \ldots & 0 \\
0 & |A| & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & |A|
\end{array}\right]=|A| I
$$

${ }^{3}$ where $I$ is the $n \times n$ identity matrix. Indeed the diagonal elements of the 4 product matrix are computed by multiplying elements of rows of $A$ by their own cofactors and adding (which gives $|A|$ ), while the off-diagonal elements of the product matrix are computed by multiplying rows of $A$ by cofactors of 7 other rows and adding (which gives 0 ). It follows that $A\left(\frac{1}{|A|} \operatorname{Adj} A\right)=I$, 8 producing a formula for the inverse matrix

$$
A^{-1}=\frac{1}{|A|} \operatorname{Adj} A=\frac{1}{|A|}\left[\begin{array}{cccc}
C_{11} & C_{21} & \ldots & C_{n 1}  \tag{3.2}\\
C_{12} & C_{22} & \ldots & C_{n 2} \\
\vdots & \vdots & & \vdots \\
C_{1 n} & C_{2 n} & \ldots & C_{n n}
\end{array}\right]
$$

${ }^{9}$ Example $1 \quad A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$. Then $|A|=a d-b c, C_{11}=d, C_{12}=-c$, ${ }_{10} \quad C_{21}=-b, C_{22}=a$, giving

$$
A^{-1}=\frac{1}{a d-b c}\left[\begin{array}{rr}
d & -b \\
-c & a
\end{array}\right],
$$

11 provided that $a d-b c \neq 0$. What happens if $|A|=a d-b c=0$ ? Then ${ }_{12} A$ has no inverse, as a consequence of the following theorem, proved in the ${ }_{13}$ preceding section.

Theorem 3.3.1 $A n n \times n$ matrix $A$ is invertible if and only if $|A| \neq 0$.
Example 2 Find the inverse of $A=\left[\begin{array}{rrr}1 & 1 & 0 \\ 0 & 0 & -1 \\ 1 & 2 & 0\end{array}\right]$.
${ }_{16}$ Calculate $|A|=1, C_{11}=\left|\begin{array}{rr}0 & -1 \\ 2 & 0\end{array}\right|=2, C_{12}=-\left|\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right|=-1, C_{13}=$ ${ }^{17}\left|\begin{array}{ll}0 & 0 \\ 1 & 2\end{array}\right|=0, C_{21}=-\left|\begin{array}{ll}1 & 0 \\ 2 & 0\end{array}\right|=0, C_{22}=\left|\begin{array}{ll}1 & 0 \\ 1 & 0\end{array}\right|=0, C_{23}=-\left|\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right|=$
${ }_{1}-1, C_{31}=\left|\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right|=-1, C_{32}=-\left|\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right|=1, C_{33}=\left|\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right|=0$.
2 Obtain:

$$
A^{-1}=\left[\begin{array}{lll}
C_{11} & C_{21} & C_{31} \\
C_{12} & C_{22} & C_{32} \\
C_{13} & C_{23} & C_{33}
\end{array}\right]=\left[\begin{array}{rrr}
2 & 0 & -1 \\
-1 & 0 & 1 \\
0 & -1 & 0
\end{array}\right]
$$

3
$4 \quad$ We now turn to an $n \times n$ system of equations $A x=b$, with the matrix

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\vdots & \vdots & & \vdots \\
a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right], \quad \text { the vector of right hand sides } b=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right]
$$

5 the vector of unknowns $x=\left[\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{n}\end{array}\right]$, or in components

$$
\begin{gather*}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n}=b_{1}  \tag{3.3}\\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n}=b_{2} \\
\cdots \cdots \\
a_{n 1} x_{1}+a_{n 2} x_{2}+\cdots+a_{n n} x_{n}=b_{n}
\end{gather*}
$$

6 Define the matrix

$$
A_{1}=\left[\begin{array}{cccc}
b_{1} & a_{12} & \ldots & a_{1 n} \\
b_{2} & a_{22} & \ldots & a_{2 n} \\
\vdots & \vdots & & \vdots \\
b_{n} & a_{n 2} & \ldots & a_{n n}
\end{array}\right]
$$

7 obtained by replacing the first column of $A$ by the vector of the right hand
8 sides. Similarly, define

$$
A_{2}=\left[\begin{array}{cccc}
a_{11} & b_{1} & \ldots & a_{1 n} \\
a_{21} & b_{2} & \ldots & a_{2 n} \\
\vdots & \vdots & & \vdots \\
a_{n 1} & b_{n} & \ldots & a_{n n}
\end{array}\right], \ldots, A_{n}=\left[\begin{array}{cccc}
a_{11} & a_{12} & \ldots & b_{1} \\
a_{21} & a_{22} & \ldots & b_{2} \\
\vdots & \vdots & & \vdots \\
a_{n 1} & a_{n 2} & \ldots & b_{n}
\end{array}\right]
$$

9 By expanding in the first column, calculate

$$
\begin{equation*}
\left|A_{1}\right|=b_{1} C_{11}+b_{2} C_{21}+\cdots+b_{n} C_{n 1} \tag{3.4}
\end{equation*}
$$

1 where $C_{i j}$ are cofactors of the original matrix $A$. One shows similarly that

$$
\left|A_{i}\right|=b_{1} C_{1 i}+b_{2} C_{2 i}+\cdots+b_{n} C_{n i},
$$

2 for all $i$.
3 Theorem 3.3.2 (Cramer's rule) Assume that $|A| \neq 0$. Then the unique 4 solution of the system (3.3) is given by

$$
x_{1}=\frac{\left|A_{1}\right|}{|A|}, x_{2}=\frac{\left|A_{2}\right|}{|A|}, \ldots, x_{n}=\frac{\left|A_{n}\right|}{|A|} .
$$

${ }_{5}$ Proof: By the preceding theorem 3.3.1, $A^{-1}$ exists. Then the unique 6 solution of the system (3.3) is $x=A^{-1} b$. Using the expression of $A^{-1}$ from (3.2)

$$
x=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]=\frac{1}{|A|}\left[\begin{array}{cccc}
C_{11} & C_{21} & \ldots & C_{n 1} \\
C_{12} & C_{22} & \ldots & C_{n 2} \\
\vdots & \vdots & & \vdots \\
C_{1 n} & C_{2 n} & \ldots & C_{n n}
\end{array}\right]\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right] .
$$

8 Now compare the first components on the left, and on the right. Using (3.4)

$$
x_{1}=\frac{1}{|A|}\left(b_{1} C_{11}+b_{2} C_{21}+\cdots+b_{n} C_{n 1}\right)=\frac{\left|A_{1}\right|}{|A|} .
$$

, One shows similarly that $x_{i}=\frac{\left|A_{i}\right|}{|A|}$ for all $i$.
Cramer's rule calculates each component of solution separately, without having to calculate the other components.

## Example 3 Solve the system

$$
\begin{gathered}
2 x-y=3 \\
-x+5 y=4 .
\end{gathered}
$$

${ }^{13}$ Solution: $x=\frac{\left|\begin{array}{rr}3 & -1 \\ 4 & 5\end{array}\right|}{\left|\begin{array}{rr}2 & -1 \\ -1 & 5\end{array}\right|}=\frac{19}{9}, y=\frac{\left|\begin{array}{rr}2 & 3 \\ -1 & 4\end{array}\right|}{\left|\begin{array}{rr}2 & -1 \\ -1 & 5\end{array}\right|}=\frac{11}{9}$.
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Cramer's rule is very convenient for $2 \times 2$ systems. For $3 \times 3$ systems it requires a tedious evaluation of four $3 \times 3$ determinants (Gaussian elimination is preferable).

$$
\begin{equation*}
A x=0 \tag{3.5}
\end{equation*}
$$

we shall use the following theorem, which is just a logical consequence of Theorem 3.3.1.

Theorem 3.3.3 The system (3.5) has non-trivial solutions if and only if $|A|=0$.

Proof: Assume that non-trivial solutions exist. We claim that $|A|=0$. Indeed, if $|A| \neq 0$, then by Theorem 3.3.1 $A^{-1}$ exists, so that (3.5) has only the trivial solution $\left(x=A^{-1} 0=0\right)$, a contradiction. Conversely, assume
that $|A|=0$. Then by Theorem 3.3.1, the matrix $A$ is not invertible, hence the trivial solution $\left(x=A^{-1} 0=0\right)$, a contradiction. Conversely, assume
that $|A|=0$. Then by Theorem 3.3.1, the matrix $A$ is not invertible, hence the system (3.5) has free variables, resulting in non-trivial solutions.

### 3.3.1 Vector Product

In Calculus a common notation for the coordinate vectors in $R^{3}$ is $\mathbf{i}=e_{1}, \mathbf{j}=$ $e_{2}$ and $\mathbf{k}=e_{3}$. Given two vectors $\mathbf{a}=a_{1} \mathbf{i}+a_{2} \mathbf{j}+a_{3} \mathbf{k}$ and $\mathbf{b}=b_{1} \mathbf{i}+b_{2} \mathbf{j}+b_{3} \mathbf{k}$ the vector product of $\mathbf{a}$ and $\mathbf{b}$ is defined to be the vector

$$
\begin{equation*}
\mathbf{a} \times \mathbf{b}=\left(a_{2} b_{3}-a_{3} b_{2}\right) \mathbf{i}+\left(a_{3} b_{1}-a_{1} b_{3}\right) \mathbf{j}+\left(a_{1} b_{2}-a_{2} b_{1}\right) \mathbf{k} . \tag{3.1}
\end{equation*}
$$

For an $n \times n$ homogeneous system

Perhaps it is not easy to memorize this formula, but determinants come to the rescue:

$$
\mathbf{a} \times \mathbf{b}=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right| .
$$

Indeed, expanding this determinant in the first row gives the formula (3.1). By the properties of determinants it follows that for any vector a

$$
\mathbf{a} \times \mathbf{a}=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
a_{1} & a_{2} & a_{3} \\
a_{1} & a_{2} & a_{3}
\end{array}\right|=\mathbf{0},
$$

where $\mathbf{0}$ is the zero vector, and similarly

$$
\mathbf{a} \times \mathbf{b}=-\mathbf{b} \times \mathbf{a}
$$

for any vectors a and $\mathbf{b}$. Recall also the notion of the scalar product

$$
\mathbf{a} \cdot \mathbf{b}=a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3} .
$$

1
2

$$
\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c})=a_{1}\left(b_{2} c_{3}-b_{3} c_{2}\right)+a_{2}\left(b_{3} c_{1}-b_{1} c_{3}\right)+a_{3}\left(b_{1} c_{2}-b_{2} c_{1}\right)=\left|\begin{array}{ccc}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right|
$$

If $V$ denotes the volume of the parallelepiped determined by vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$, it is known from Calculus that

$$
V=|\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c})|=\left|\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right|\right|
$$

If vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$ are linearly dependent, then this determinant is zero. Geometrically, linearly dependent vectors lie in the same plane, and hence the volume $V=0$.

Since $\left|A^{T}\right|=|A|$, it follows that the absolute value of the determinant

$$
\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right|
$$

also gives the volume of the parallelepiped determined by vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$.
There are a number of useful vector identities involving vector and scalar products. For example,

$$
\mathbf{a} \times(\mathbf{b} \times \mathbf{c})=\mathbf{b}(\mathbf{a} \cdot \mathbf{c})-\mathbf{c}(\mathbf{a} \cdot \mathbf{b})
$$

which is memorized as a "bac minus cab" identity. The proof involves a straightforward calculation of both sides in components.

### 3.3.2 Block Matrices

Assume that a $4 \times 4$ matrix $A$ is partitioned into four submatrices

$$
A=\left[\begin{array}{cc|cc}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
\hline a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{array}\right]=\left[\begin{array}{c|c}
A_{1} & A_{2} \\
\hline A_{3} & A_{4}
\end{array}\right]
$$

with $2 \times 2$ matrices $A_{1}=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right], A_{2}=\left[\begin{array}{ll}a_{13} & a_{14} \\ a_{23} & a_{24}\end{array}\right], A_{3}=\left[\begin{array}{ll}a_{31} & a_{32} \\ a_{41} & a_{42}\end{array}\right]$,
$A_{4}=\left[\begin{array}{ll}a_{33} & a_{34} \\ a_{43} & a_{44}\end{array}\right]$. Suppose that a $4 \times 4$ matrix $B$ is partitioned similarly

$$
B=\left[\begin{array}{ll|ll}
b_{11} & b_{12} & b_{13} & b_{14} \\
b_{21} & b_{22} & b_{23} & b_{24} \\
\hline b_{31} & b_{32} & b_{33} & b_{34} \\
b_{41} & b_{42} & b_{43} & b_{44}
\end{array}\right]=\left[\begin{array}{l|l}
B_{1} & B_{2} \\
\hline B_{3} & B_{4}
\end{array}\right],
$$

with $2 \times 2$ matrices $B_{1}, B_{2}, B_{3}, B_{4}$. It follows from the definition of matrix multiplication that the product $A B$ can be evaluated by regarding $A$ and $B$ as $2 \times 2$ (block) matrices

$$
A B=\left[\begin{array}{l|l}
A_{1} & A_{2}  \tag{3.2}\\
\hline A_{3} & A_{4}
\end{array}\right]\left[\begin{array}{l|l}
B_{1} & B_{2} \\
\hline B_{3} & B_{4}
\end{array}\right]=\left[\begin{array}{l|l}
A_{1} B_{1}+A_{2} B_{3} & A_{1} B_{2}+A_{2} B_{4} \\
\hline A_{3} B_{1}+A_{4} B_{3} & A_{3} B_{2}+A_{4} B_{4}
\end{array}\right],
$$

where $A_{1} B_{1}$ and the other terms are themselves products of $2 \times 2$ matrices. In other words, we treat the $2 \times 2$ blocks as numbers, until the last step.

Using the expansion of determinants $|A|=\sum \pm a_{1 i_{1}} a_{2 i_{2}} a_{3 i_{3}} a_{4 i_{4}}$, it is possible to show that for the $4 \times 4$ matrix $A$, partitioned as above,

$$
|A|=\left|A_{1}\right|\left|A_{4}\right|-\left|A_{2}\right|\left|A_{3}\right|,
$$

where again we treat blocks as numbers, and $\left|A_{i}\right|$ are $2 \times 2$ determinants.
In particular, for $4 \times 4$ block diagonal matrices $A=\left[\begin{array}{c|c}A_{1} & O \\ \hline O & A_{4}\end{array}\right]$, where $O$ is the $2 \times 2$ zero matrix, one has

$$
|A|=\left|A_{1}\right|\left|A_{4}\right| .
$$

The last formula can be also justified by Gaussian elimination. Indeed, the row echelon form of $A$ is an upper triangular matrix, and the product of its diagonal entries gives $|A|$. That product splits into $\left|A_{1}\right|$ and $\left|A_{4}\right|$.

If, similarly, $B=\left[\begin{array}{c|c}B_{1} & O \\ \hline O & B_{4}\end{array}\right]$, where $B_{1}, B_{4}$ and $O$ are $2 \times 2$ matrices, then by (3.2)

$$
\left[\begin{array}{c|c}
A_{1} & O \\
\hline O & A_{4}
\end{array}\right]\left[\begin{array}{c|c}
B_{1} & O \\
\hline O & B_{4}
\end{array}\right]=\left[\begin{array}{c|c}
A_{1} B_{1} & O \\
\hline O & A_{4} B_{4}
\end{array}\right] .
$$

1
It follows that

$$
\left[\begin{array}{c|c}
A_{1} & O \\
\hline O & A_{4}
\end{array}\right]^{-1}=\left[\begin{array}{c|c}
A_{1}^{-1} & O \\
\hline O & A_{4}^{-1}
\end{array}\right]
$$

provided that $A_{1}^{-1}$ and $A_{4}^{-1}$ exist.
Similar formulas apply to other types of block matrices, where the blocks are not necessarily square matrices. For example, let us partition a $3 \times 3$ matrix $A$ into four submatrices as follows

$$
A=\left[\begin{array}{ll|l}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
\hline a_{31} & a_{32} & a_{33}
\end{array}\right]=\left[\begin{array}{c|c}
A_{1} & A_{2} \\
\hline A_{3} & A_{4}
\end{array}\right],
$$

${ }^{6}$ where $A_{1}=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right], A_{2}=\left[\begin{array}{l}a_{13} \\ a_{23}\end{array}\right]$ of size $2 \times 1, A_{3}=\left[\begin{array}{ll}a_{31} & a_{32}\end{array}\right]$ of size $1 \times 2$, and a scalar $A_{4}=a_{33}$ if size $1 \times 1$. If a $3 \times 3$ matrix $B$ is partioned similarly $B=\left[\begin{array}{l|l}B_{1} & B_{2} \\ \hline B_{3} & B_{4}\end{array}\right]$, then it is straightforward to check that the product $A B$ can be calculated by treating blocks as numbers:

$$
\begin{aligned}
A B & =\left[\begin{array}{ll|l}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
\hline a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{ll|l}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
\hline b_{31} & b_{32} & b_{33}
\end{array}\right] \\
& =\left[\begin{array}{l|l}
A_{1} & A_{2} \\
\hline A_{3} & A_{4}
\end{array}\right]\left[\begin{array}{l|l}
B_{1} & B_{2} \\
\hline B_{3} & B_{4}
\end{array}\right]=\left[\begin{array}{l|l}
C_{1} & C_{2} \\
\hline C_{3} & C_{4}
\end{array}\right]
\end{aligned}
$$

where $C_{1}=A_{1} B_{1}+A_{2} B_{3}$ is of size $2 \times 2, C_{2}=A_{1} B_{2}+A_{2} B_{4}$ is of size $2 \times 1, C_{3}=A_{3} B_{1}+A_{4} B_{3}$ is of size $1 \times 2$, and a scalar $C_{4}=A_{3} B_{2}+A_{4} B_{4}$ (all matrix products are defined). So that the block structure of $A B$ is the same as that for $A$ and $B$. In case $A_{2}=O$ and $A_{3}=O$, the matrix $A=\left[\begin{array}{cc|c}a_{11} & a_{12} & 0 \\ a_{21} & a_{22} & 0 \\ \hline 0 & 0 & a_{33}\end{array}\right]=\left[\begin{array}{c|c}A_{1} & O \\ \hline O & a_{33}\end{array}\right]$ is block-diagonal, with the inverse $A^{-1}=\left[\begin{array}{cc|c}a_{11} & a_{12} & 0 \\ a_{21} & a_{22} & 0 \\ \hline 0 & 0 & a_{33}\end{array}\right]^{-1}=\left[\begin{array}{c|c}A_{1}^{-1} & O \\ \hline O & \frac{1}{a_{33}}\end{array}\right]$,
${ }_{6}$ provided that $A_{1}^{-1}$ exists, and $a_{33} \neq 0$. For the determinant one has

$$
|A|=\left|\begin{array}{cc|c}
a_{11} & a_{12} & 0 \\
a_{21} & a_{22} & 0 \\
\hline 0 & 0 & a_{33}
\end{array}\right|=\left|A_{1}\right| a_{33}=\left(a_{11} a_{22}-a_{12} a_{21}\right) a_{33}
$$

17
a. $\left[\begin{array}{ll}1 & 2 \\ 1 & 1\end{array}\right]$.
b. $\left[\begin{array}{rr}1 & -2 \\ -2 & 4\end{array}\right]$. Answer. The matrix is singular.
6. $C=\left[\begin{array}{rrr}1 & 2 & 0 \\ 0 & -1 & 1 \\ 1 & -2 & 1\end{array}\right]$.

Answer. $C^{-1}=\frac{1}{3}\left[\begin{array}{rrr}1 & -2 & 2 \\ 1 & 1 & -1 \\ 1 & 4 & -1\end{array}\right]$.
d. $\quad D=\left[\begin{array}{rrr}0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 5\end{array}\right]$. Answer. $D^{-1}=\left[\begin{array}{rrr}0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & \frac{1}{5}\end{array}\right]$.
e. $\left[\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9\end{array}\right]$. Answer. The matrix is singular.

- f. $\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & -5 & 0 \\ 0 & 0 & 9\end{array}\right]$.
g. $G=\left[\begin{array}{rrrr}1 & 1 & 1 & 0 \\ 1 & 0 & 0 & -1 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0\end{array}\right]$. Answer. $G^{-1}=\left[\begin{array}{rrrr}0 & 0 & -1 & 0 \\ 1 & 0 & 1 & -1 \\ 0 & 0 & 0 & 1 \\ 0 & -1 & -1 & 0\end{array}\right]$.
${ }^{11}$ h. $H=\left[\begin{array}{llll}1 & 1 & 1 & 0 \\ 1 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 \\ 0 & 1 & 1 & 1\end{array}\right]$. Answer. $H^{-1}=\frac{1}{3}\left[\begin{array}{rrrr}1 & 1 & 1 & -2 \\ 1 & 1 & -2 & 1 \\ 1 & -2 & 1 & 1 \\ -2 & 1 & 1 & 1\end{array}\right]$.
12 i. $R=\left[\begin{array}{rr}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right]$. Answer. $R^{-1}=\left[\begin{array}{rr}\cos \theta & \sin \theta \\ -\sin \theta & \cos \theta\end{array}\right]$.
${ }^{13}$ 2. Use Cramer's rule to solve the following systems. In case Cramer's rule ${ }_{14}$ does not work, apply Gaussian elimination.

15 a.

$$
\begin{gathered}
x_{1}-x_{2}=2 \\
2 x_{1}+x_{2}=-3 .
\end{gathered}
$$

1

2 b.

$$
\begin{gathered}
5 x_{1}-x_{2}=0 \\
2 x_{1}+x_{2}=0
\end{gathered}
$$

3
4 c.

$$
\begin{gathered}
4 x_{1}-2 x_{2}=5 \\
-2 x_{1}+x_{2}=-1
\end{gathered}
$$

5

6
d.

$$
\begin{gathered}
2 x_{1}-x_{2}=1 \\
-2 x_{1}+x_{2}=-1
\end{gathered}
$$

Answer. $x_{1}=\frac{1}{2} t+\frac{1}{2}, x_{2}=t, t$ is arbitrary.
8 e.

$$
\begin{gathered}
x_{1}-x_{3}=1 \\
x_{1}+3 x_{2}+x_{3}=0 \\
x_{1}+x_{2}+x_{3}=1
\end{gathered}
$$

${ }_{9}$ Answer. $x_{1}=\frac{5}{4}, x_{2}=-\frac{1}{2}, x_{3}=\frac{1}{4}$.
10 f

$$
\begin{gathered}
x_{2}-x_{3}=1 \\
x_{1}+3 x_{2}+x_{3}=0 \\
x_{1}+x_{2}+x_{3}=1
\end{gathered}
$$

Answer. $x_{1}=3, x_{2}=-\frac{1}{2}, x_{3}=-\frac{3}{2}$.
12

$$
\begin{gathered}
x_{1}+x_{2}-x_{3}=1 \\
x_{1}+3 x_{2}+2 x_{3}=2 \\
x_{1}+x_{2}-3 x_{3}=1
\end{gathered}
$$

${ }_{13} \quad$ Answer. $x_{1}=\frac{1}{2}, x_{2}=\frac{1}{2}, x_{3}=0$.
14 h

$$
\begin{gathered}
x_{1}+3 x_{2}+2 x_{3}=2 \\
x_{1}+x_{2}-3 x_{3}=1 \\
2 x_{2}+5 x_{3}=-1
\end{gathered}
$$

15 Answer. The system has no solution.
163 . Let $A$ be an $n \times n$ matrix.
a. Show that

$$
|\operatorname{Adj} A|=|A|^{n-1}
$$

Hint. Recall that $A \operatorname{Adj} A=|A| I$, so that $|A \operatorname{Adj} A|=|A||\operatorname{Adj} A|=$ $\operatorname{det}(|A| I)=|A|^{n}$.
b. Show that $\operatorname{Adj} A$ is singular if and only if $A$ is singular.
4. a. Show that a lower triangular matrix is invertible if an only if all of its diagonal entries are non-zero.
b. Show that the inverse of a non-singular lower triangular matrix is also lower triangular.
5. Let $A$ be a nonsingular matrix with integer entries. Show that the inverse matrix $A^{-1}$ contains only integer entries if and only if $|A|= \pm 1$.
Hint. If $|A|= \pm 1$, then by (3.2): $A^{-1}= \pm \operatorname{Adj} A$ has integer entries. Conversely, suppose that every entry of the inverse matrix $A^{-1}$ is an integer. It follows that $|A|$ and $\left|A^{-1}\right|$ are both integers. Since we have

$$
|A|\left|A^{-1}\right|=\left|A A^{-1}\right|=|I|=1
$$

it follows that $|A|= \pm 1$.
6. For an $n \times n$ system $A x=b$ assume that the determinant of $A$ is zero (so that Cramer's rule does not work). Show that either there is no solution, or else there are infinitely many solutions.
7. Justify the following identities, for any vectors in $R^{3}$.
a. $\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c})=(\mathbf{a} \times \mathbf{b}) \cdot \mathbf{c}$.
b. $\mathbf{a} \times(\mathbf{b} \times \mathbf{c})=\mathbf{b}(\mathbf{a} \cdot \mathbf{c})-\mathbf{c}(\mathbf{a} \cdot \mathbf{b})$.
c. $\|\mathbf{a} \times \mathbf{b}\|=\|\mathbf{a}\|\|\mathbf{b}\| \sin \theta$, where $\theta$ is the angle between $\mathbf{a}$ and $\mathbf{b}$.
d. $(\mathbf{a} \times \mathbf{b}) \cdot(\mathbf{c} \times \mathbf{d})=(\mathbf{a} \cdot \mathbf{c})(\mathbf{b} \cdot \mathbf{d})-(\mathbf{a} \cdot \mathbf{d})(\mathbf{b} \cdot \mathbf{c})$.

Hint. Write each vector in components. Part d is tedious.
8. a. Find the inverse and the determinant of the following $5 \times 5$ block diagonal matrix

$$
A=\left[\begin{array}{rrccc}
1 & -3 & 0 & 0 & 0 \\
-1 & 4 & 0 & 0 & 0 \\
0 & 0 & \cos \theta & -\sin \theta & 0 \\
0 & 0 & \sin \theta & \cos \theta & 0 \\
0 & 0 & 0 & 0 & 4
\end{array}\right]
$$

1 Answer $A^{-1}=\left[\begin{array}{ccccc}4 & 3 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & \cos \theta & \sin \theta & 0 \\ 0 & 0 & -\sin \theta & \cos \theta & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{4}\end{array}\right],|A|=4$.
2 b. Let $x=\left[\begin{array}{c}x_{1} \\ x_{2} \\ x_{3} \\ x_{4} \\ x_{5}\end{array}\right], y=\left[\begin{array}{c}x_{1} \\ x_{2} \\ 0 \\ 0 \\ 0\end{array}\right], z=\left[\begin{array}{c}0 \\ 0 \\ x_{3} \\ x_{4} \\ 0\end{array}\right], w=\left[\begin{array}{c}0 \\ 0 \\ 0 \\ 0 \\ x_{5}\end{array}\right]$.
3 Evaluate $A y, A z, A w$, and compare with $A x$.

## Chapter 4

## Eigenvectors and Eigenvalues

### 4.1 Characteristic Equation

4 The vector $z=\left[\begin{array}{r}1 \\ -1\end{array}\right]$ is very special for the matrix $A=\left[\begin{array}{ll}3 & 1 \\ 1 & 3\end{array}\right]$. Calculate

$$
A z=\left[\begin{array}{ll}
3 & 1 \\
1 & 3
\end{array}\right]\left[\begin{array}{r}
1 \\
-1
\end{array}\right]=\left[\begin{array}{r}
2 \\
-2
\end{array}\right]=2\left[\begin{array}{r}
1 \\
-1
\end{array}\right]=2 z,
$$

so that $A z=2 z$, and the vectors $z$ and $A z$ go along the same line. We say that $z$ is an eigenvector of $A$ corresponding to an eigenvalue 2 .

In general, we say that $a$ vector $x \in R^{n}$ is an eigenvector of an $n \times n$ matrix $A$, corresponding to an eigenvalue $\lambda$ if

$$
\begin{equation*}
A x=\lambda x, \quad x \neq 0 \tag{1.1}
\end{equation*}
$$

(Eigenvalue is a number denoted by a Greek letter lambda.) Notice that the zero vector is not eligible to be an eigenvector. If $A$ is $2 \times 2$, then an eigenvector must satisfy $x=\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right] \neq\left[\begin{array}{l}0 \\ 0\end{array}\right]$.

If $c \neq 0$ is any scalar, and (1.1) holds, then

$$
A(c x)=c A x=c \lambda x=\lambda(c x),
$$

which implies that $c x$ is also an eigenvector of the matrix $A$, corresponding to the same eigenvalue $\lambda$. In particular, $c\left[\begin{array}{r}1 \\ -1\end{array}\right]$ gives us infinitely many eigenvectors of the $2 \times 2$ matrix $A$ above, corresponding to the eigenvalue $\lambda=2$.

$$
\begin{equation*}
(A-\lambda I) x=0, \tag{1.2}
\end{equation*}
$$

2 where $I$ is the identity matrix. To find $x$ one needs to solve a homoge3 neous system of linear equations, with the matrix $A-\lambda I$. To have non-zero 4 solutions $x \neq 0$, this matrix must be singular, with determinant zero:

$$
\begin{equation*}
|A-\lambda I|=0 . \tag{1.3}
\end{equation*}
$$

$$
A-\lambda I=\left[\begin{array}{ll}
3 & 1 \\
1 & 3
\end{array}\right]-\lambda\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]=\left[\begin{array}{ll}
3 & 1 \\
1 & 3
\end{array}\right]-\left[\begin{array}{cc}
\lambda & 0 \\
0 & \lambda
\end{array}\right]=\left[\begin{array}{cc}
3-\lambda & 1 \\
1 & 3-\lambda
\end{array}\right]
$$

(To calculate $A-\lambda I$, subtract $\lambda$ from each of the diagonal entries of $A$.)
The characteristic equation

$$
|A-\lambda I|=\left|\begin{array}{cc}
3-\lambda & 1 \\
1 & 3-\lambda
\end{array}\right|=(3-\lambda)^{2}-1=0
$$

7 has the roots $\lambda_{1}=2$ and $\lambda_{2}=4$, the eigenvalues of $A$ (writing $3-\lambda= \pm 1$ gives the eigenvalues quickly).
(i) To find the eigenvectors corresponding to $\lambda_{1}=2$, we need to solve the system $(A-2 I) x=0$ for $x=\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]$, which is

$$
\begin{gathered}
x_{1}+x_{2}=0 \\
x_{1}+x_{2}=0
\end{gathered}
$$

1. (The matrix $A-2 I=\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right]$ is obtained from $A-\lambda I$ by setting $\lambda=2$.)

2 Discard the second equation, set the free variable $x_{2}=c$, an arbitrary
3 number, and solve for $x_{1}=-c$. Obtain: $x=\left[\begin{array}{r}-c \\ c\end{array}\right]=c\left[\begin{array}{r}-1 \\ 1\end{array}\right]$ are the
4 eigenvectors corresponding to $\lambda_{1}=2$.
5 (ii) To find the eigenvectors corresponding to $\lambda_{2}=4$, one solves the system 6 $(A-4 I) x=0$, or

$$
\begin{gathered}
-x_{1}+x_{2}=0 \\
x_{1}-x_{2}=0,
\end{gathered}
$$

7 because $A-4 I=\left[\begin{array}{rr}-1 & 1 \\ 1 & -1\end{array}\right]$. Discard the second equation, set $x_{2}=c$, and
8 solve for $x_{1}=c$. Conclusion: $x=c\left[\begin{array}{l}1 \\ 1\end{array}\right]$ are the eigenvectors corresponding
g to $\lambda_{2}=4$.
${ }_{10}$ Example 2 Let $A=\left[\begin{array}{lll}2 & 1 & 1 \\ 0 & 2 & 0 \\ 1 & 5 & 2\end{array}\right]$.
11 The characteristic equation is

$$
|A-\lambda I|=\left|\begin{array}{ccc}
2-\lambda & 1 & 1 \\
0 & 2-\lambda & 0 \\
1 & 5 & 2-\lambda
\end{array}\right|=0
$$

12
13

14

Setting the first factor to zero gives the first eigenvalue $\lambda_{1}=2$. Setting the second factor to zero, $\lambda^{2}-4 \lambda+3=0$, gives $\lambda_{2}=1$ and $\lambda_{3}=3$.
${ }_{17}$ Next, for each eigenvalue we calculate the corresponding eigenvectors.
18 (i) $\lambda_{1}=2$. The corresponding eigenvectors are solutions of $(A-2 I) x=0$.
19 Calculate $A-2 I=\left[\begin{array}{lll}0 & 1 & 1 \\ 0 & 0 & 0 \\ 1 & 5 & 0\end{array}\right]$. (In future calculations this step will be

1 performed mentally.) Restore the system $(A-2 I) x=0$, and discard the 2 second equation consisting of all zeroes:

$$
\begin{aligned}
x_{2}+x_{3} & =0 \\
x_{1}+5 x_{2} & =0 .
\end{aligned}
$$

3 We expect to get infinitely many eigenvectors. So let us calculate one of 4 them, and multiply the resulting vector by $c$. To this end, set $x_{3}=1$. 5 Then $x_{2}=-1$, and $x_{1}=5$. Obtain: $c\left[\begin{array}{r}5 \\ -1 \\ 1\end{array}\right]$. (Alternatively, set the free
${ }_{6}$ variable $x_{3}=c$, an arbitrary number. Then $x_{2}=-c$ and $x_{1}=5 c$, giving 7 again $c\left[\begin{array}{r}5 \\ -1 \\ 1\end{array}\right]$.)
8 (ii) $\lambda_{2}=1$. The corresponding eigenvectors are non-trivial solutions of 9 $(A-I) x=0$. Restore this system:

$$
\begin{gathered}
x_{1}+x_{2}+x_{3}=0 \\
x_{2}=0 \\
x_{1}+5 x_{2}+x_{3}=0 .
\end{gathered}
$$

10 From the second equation $x_{2}=0$, and then both the first and the third ${ }_{11}$ equations simplify to $x_{1}+x_{3}=0$. Set $x_{3}=1$, then $x_{1}=-1$. Obtain: ${ }_{12} c\left[\begin{array}{r}-1 \\ 0 \\ 1\end{array}\right]$. (Alternatively, set the free variable $x_{3}=c$, an arbitrary number.
${ }^{13}$ Then $x_{2}=0$ and $x_{1}=-c$, giving again $c\left[\begin{array}{r}-1 \\ 0 \\ 1\end{array}\right]$. .)
${ }^{14}$ (iii) $\lambda_{3}=3$. The corresponding eigenvectors are non-trivial solutions of ${ }_{15}(A-3 I) x=0$. Restore this system:

$$
\begin{gathered}
-x_{1}+x_{2}+x_{3}=0 \\
-x_{2}=0 \\
x_{1}+5 x_{2}-x_{3}=0 .
\end{gathered}
$$

${ }_{1}$ From the second equation $x_{2}=0$, and then both the first equation and the third equations simplify to $x_{1}-x_{3}=0$. Set $x_{3}=c$, then $x_{1}=c$. Obtain: ${ }^{3} c\left[\begin{array}{l}1 \\ 0 \\ 1\end{array}\right]$. One can present an eigenvector corresponding to $\lambda_{3}=3$ as $\left[\begin{array}{l}1 \\ 0 \\ 1\end{array}\right]$, with implied arbitrary multiple of $c$.

### 4.1.1 Properties of Eigenvectors and Eigenvalues

A square matrix is called triangular if it is either upper triangular, lower triangular, or diagonal.
Property 1 The diagonal entries of a triangular matrix are its eigenvalues.
For example, for $A=\left[\begin{array}{rrr}2 & 0 & 0 \\ -1 & 3 & 0 \\ 3 & 0 & 4\end{array}\right]$ the characteristic equation is

$$
|A-\lambda I|=\left|\begin{array}{ccc}
2-\lambda & 0 & 0 \\
-1 & 3-\lambda & 0 \\
3 & 0 & 4-\lambda
\end{array}\right|=0
$$

giving

$$
(2-\lambda)(3-\lambda)(4-\lambda)=0 .
$$

The eigenvalues are $\lambda_{1}=2, \lambda_{2}=3$ and $\lambda_{3}=4$. In general, the determinant of any triangular matrix equals to the product of its diagonal entries, and the same reasoning applies.

For an $n \times n$ matrix $A$ define its trace to be the sum of all diagonal elements

$$
\operatorname{tr} A=a_{11}+a_{22}+\cdots+a_{n n} .
$$

Property 2 Let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ be the eigenvalues of any $n \times n$ matrix $A$, possibly repeated. Then

$$
\begin{gathered}
\lambda_{1}+\lambda_{2}+\cdots+\lambda_{n}=\operatorname{tr} A \\
\lambda_{1} \cdot \lambda_{2} \cdots \lambda_{n}=|A| .
\end{gathered}
$$

These formulas are clearly true for triangular matrices. For example, if

$$
A=\left[\begin{array}{rrr}
2 & 0 & 0 \\
-1 & 3 & 0 \\
5 & -4 & 3
\end{array}\right],
$$

then $\lambda_{1}=2, \lambda_{2}=3, \lambda_{3}=3$, so that $\lambda_{1}+\lambda_{2}+\lambda_{3}=\operatorname{tr} A=8$, and $\lambda_{1} \cdot \lambda_{2} \cdot \lambda_{3}=|A|=18$.

Let us justify Property 2 for any $2 \times 2$ matrix $A=\left[\begin{array}{cc}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right]$. The characteristic equation

$$
\left|\begin{array}{cc}
a_{11}-\lambda & a_{12} \\
a_{21} & a_{22}-\lambda
\end{array}\right|=\left(a_{11}-\lambda\right)\left(a_{22}-\lambda\right)-a_{12} a_{21}=0
$$

5 can be expanded to

$$
\lambda^{2}-\left(a_{11}+a_{22}\right) \lambda+a_{11} a_{22}-a_{12} a_{21}=0,
$$

or

$$
\begin{equation*}
\lambda^{2}-(\operatorname{tr} A) \lambda+|A|=0 . \tag{1.4}
\end{equation*}
$$

The eigenvalues $\lambda_{1}$ and $\lambda_{2}$ are the roots of this equation, so that we can factor (1.4) as

$$
\left(\lambda-\lambda_{1}\right)\left(\lambda-\lambda_{2}\right)=0
$$

9 Expanding

$$
\begin{equation*}
\lambda^{2}-\left(\lambda_{1}+\lambda_{2}\right) \lambda+\lambda_{1} \lambda_{2}=0 . \tag{1.5}
\end{equation*}
$$

Comparing (1.4) with (1.5), which are two versions of the same equation, we conclude that $\lambda_{1}+\lambda_{2}=\operatorname{tr} A$, and $\lambda_{1} \lambda_{2}=|A|$, as claimed.

For example, if

$$
A=\left[\begin{array}{ll}
-4 & 6 \\
-1 & 3
\end{array}\right]
$$

then $\lambda_{1}+\lambda_{2}=-1, \lambda_{1} \lambda_{2}=-6$. We can now obtain the eigenvalues $\lambda_{1}=-3$ and $\lambda_{2}=2$ without evaluating the characteristic polynomial.
Property 3 A square matrix $A$ is invertible if and only if all of its eigenvalues are different from zero.
Proof: Matrix $A$ is invertible if and only if $|A| \neq 0$. But, $|A|=\lambda_{1}$. $\lambda_{2} \cdots \lambda_{n} \neq 0$ requires all eigenvalues to be different from zero.

It follows that a matrix with the zero eigenvalue $\lambda=0$ is singular.
Property 4 Let $\lambda$ be an eigenvalue of an invertible matrix $A$. Then $\frac{1}{\lambda}$ is an eigenvalue of $A^{-1}$, corresponding to the same eigenvector.

Proof: By Property $3, \lambda \neq 0$. Multiplying $A x=\lambda x$ by $A^{-1}$ from the left gives $x=\lambda A^{-1} x$, or $A^{-1} x=\frac{1}{\lambda} x$.

For example, if $A$ has eigenvalues $-2,1,4$, then $A^{-1}$ has eigenvalues $-\frac{1}{2}, 1, \frac{1}{4}$.

We say that two matrices $A$ and $B$ are similar if there is an invertible matrix $P$, such that $B=P^{-1} A P$ (one can then express $A=P B P^{-1}$ ).

Property 5 Two similar matrices $A$ and $B$ share the same characteristic polynomial, and therefore they have the same set of eigenvalues.
Proof: The characteristic polynomial of $B$

$$
\begin{gathered}
|B-\lambda I|=\left|P^{-1} A P-\lambda I\right|=\left|P^{-1} A P-\lambda P^{-1} I P\right| \\
=\left|P^{-1}(A-\lambda I) P\right|=\left|P^{-1}\right||A-\lambda I||P|=|A-\lambda I|
\end{gathered}
$$

is the same as the characteristic polynomial of $A$, by using properties of determinants (on the last step we used that $\left|P^{-1}\right|=\frac{1}{|P|}$ ).

Property 6 Let $\lambda$ be an eigenvalue of $A$. Then $\lambda^{2}$ is an eigenvalue of $A^{2}$, corresponding to the same eigenvector.

Indeed, multiplying the relation $A x=\lambda x$ by matrix $A$ from the left gives

$$
A^{2} x=A(A x)=A(\lambda x)=\lambda A x=\lambda \lambda x=\lambda^{2} x
$$

One shows similarly that $\lambda^{k}$ is an eigenvalue of $A^{k}$, for any positive integer $k$. For example, if $A$ has eigenvalues $-2,1,4$, then $A^{3}$ has eigenvalues $-8,1,64$.

## Exercises

1. Verify that the vector $\left[\begin{array}{l}1 \\ 0 \\ 1\end{array}\right]$ is an eigenvector of the matrix $\left[\begin{array}{rrr}2 & -4 & 1 \\ 0 & 2 & 0 \\ 1 & -3 & 2\end{array}\right]$ corresponding to the eigenvalue $\lambda=3$.
2. Determine the eigenvalues of the following matrices. Verify that the sum of the eigenvalues is equal to the trace, while the product of the eigenvalues is equal to the determinant.
a. $A=\left[\begin{array}{rr}1 & 2 \\ 0 & -1\end{array}\right]$.
${ }_{1}$ Answer. $\lambda_{1}=1, \lambda_{2}=-1, \operatorname{tr} A=\lambda_{1}+\lambda_{2}=0,|A|=\lambda_{1} \lambda_{2}=-1$.
b. $\left[\begin{array}{rr}3 & 0 \\ 0 & -4\end{array}\right]$.
c. $\left[\begin{array}{rr}3 & 0 \\ -4 & 5\end{array}\right]$.
d. $\left[\begin{array}{rrr}3 & 1 & -2 \\ 0 & 0 & 4 \\ 0 & 0 & -7\end{array}\right]$.

Answer. $\lambda_{1}=3, \lambda_{2}=0, \lambda_{3}=-7, \operatorname{tr} A=\lambda_{1}+\lambda_{2}+\lambda_{3}=-4,|A|=0$.
e. $\quad A=\left[\begin{array}{ll}3 & 2 \\ 4 & 1\end{array}\right] . \quad$ Answer. $\lambda_{1}=-1, \lambda_{2}=5$.
f. $\quad A=\left[\begin{array}{rrr}-2 & 0 & 0 \\ 4 & 2 & 1 \\ 3 & 1 & 2\end{array}\right] . \quad$ Answer. $\lambda_{1}=-2, \lambda_{2}=1, \lambda_{3}=3$.
g. $\quad A=\left[\begin{array}{rrr}-2 & -1 & 4 \\ 3 & 2 & -5 \\ 0 & 0 & 1\end{array}\right] . \quad$ Answer. $\lambda_{1}=-1, \lambda_{2}=1, \lambda_{3}=1$.
h. $\quad A=\left[\begin{array}{rrr}-1 & 1 & 0 \\ 1 & -2 & 1 \\ 0 & 1 & -1\end{array}\right] . \quad$ Answer. $\lambda_{1}=-3, \lambda_{2}=-1, \lambda_{3}=0$.
i. $\quad A=\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right]$.
${ }_{1}$ Answer. $\lambda_{1}=-i, \lambda_{2}=i, \operatorname{tr} A=\lambda_{1}+\lambda_{2}=0, \operatorname{det} A=\lambda_{1} \lambda_{2}=1$.
12 3. Calculate the eigenvalues and the corresponding eigenvectors for the 13 following matrices.
a. $\left[\begin{array}{rr}2 & 1 \\ 5 & -2\end{array}\right]$.
Answer. $\lambda_{1}=-3$ with $\left[\begin{array}{r}-1 \\ 5\end{array}\right], \lambda_{2}=3$ with $\left[\begin{array}{l}1 \\ 1\end{array}\right]$.
b. $\quad\left[\begin{array}{rr}3 & 0 \\ 0 & -5\end{array}\right]$. Answer. $\lambda_{1}=3$ with $\left[\begin{array}{l}1 \\ 0\end{array}\right], \lambda_{2}=-5$ with $\left[\begin{array}{l}0 \\ 1\end{array}\right]$.
$16 \quad$ c. $\quad\left[\begin{array}{rr}4 & 6 \\ -1 & -1\end{array}\right]$.
Answer. $\lambda_{1}=1$ with $\left[\begin{array}{r}-2 \\ 1\end{array}\right], \lambda_{2}=2$ with $\left[\begin{array}{r}-3 \\ 1\end{array}\right]$.
17
d. $\quad\left[\begin{array}{ll}0 & 4 \\ 1 & 0\end{array}\right] . \quad$ Answer. $\lambda_{1}=-2$ with $\left[\begin{array}{r}-2 \\ 1\end{array}\right], \lambda_{2}=2$ with $\left[\begin{array}{l}2 \\ 1\end{array}\right]$.
e. $\left[\begin{array}{rrrr}2 & 0 & 0 & 0 \\ 0 & -3 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 5\end{array}\right]$.
f. Any $n \times n$ diagonal matrix.
g. $\quad\left[\begin{array}{rrr}2 & 1 & 1 \\ -1 & -2 & 1 \\ 3 & 3 & 0\end{array}\right]$. Hint. Factor the characteristic equation.

4 Answer. $\lambda_{1}=-3$ with $\left[\begin{array}{r}0 \\ -1 \\ 1\end{array}\right], \lambda_{2}=0$ with $\left[\begin{array}{r}-1 \\ 1 \\ 1\end{array}\right], \lambda_{3}=3$ with $\left[\begin{array}{l}1 \\ 0 \\ 1\end{array}\right]$.
h. $\left[\begin{array}{rrr}2 & -4 & 1 \\ 0 & 2 & 0 \\ 1 & -3 & 2\end{array}\right]$. Hint. Expand in the second row.

6 Answer. $\lambda_{1}=1$ with $\left[\begin{array}{r}-1 \\ 0 \\ 1\end{array}\right], \lambda_{2}=2$ with $\left[\begin{array}{l}3 \\ 1 \\ 4\end{array}\right], \lambda_{3}=3$ with $\left[\begin{array}{l}1 \\ 0 \\ 1\end{array}\right]$.
7. $\left[\begin{array}{rrr}1 & 2 & 1 \\ 2 & -2 & 1 \\ 0 & 0 & 5\end{array}\right]$.

8 Answer. $\lambda_{1}=-3$ with $\left[\begin{array}{r}-1 \\ 2 \\ 0\end{array}\right], \lambda_{2}=2$ with $\left[\begin{array}{l}2 \\ 1 \\ 0\end{array}\right], \lambda_{3}=5$ with $\left[\begin{array}{l}3 \\ 2 \\ 8\end{array}\right]$.
9 4. Let $A$ be a $2 \times 2$ matrix, with trace 6 , and one of the eigenvalues equal 10 to -1 . What is the determinant $|A|$ ? Answer. $|A|=-7$.

11 5. a. Write down two different $2 \times 2$ matrices with trace equal to 5 and 12 determinant equal to 4 .
${ }_{13}$ b. What are the eigenvalues of any such matrix? Answer. 1 and 4.
${ }^{14} 6$. Let $A$ be a $3 \times 3$ matrix with the eigenvalues $-2,1, \frac{1}{4}$.
15 a. Find $\left|A^{3}\right|$. Answer. $-\frac{1}{8}$.
16 b. Find $\left|A^{-1}\right|$. Answer. -2 .

1 7. Let $A$ be an invertible matrix. Show that zero cannot be an eigenvalue 2 of $A^{-1}$.
${ }^{3}$ 8. Assume that the matrix $A$ has an eigenvalue zero. Show that the matrix ${ }_{4} A B$ is not invertible, for any matrix $B$.
${ }_{5}$ 9. Let $\lambda$ be an eigenvalue of $A$, corresponding to an eigenvector $x$, and $k$ ${ }_{6}$ is any number. Show that $k \lambda$ is an eigenvalue of $k A$, corresponding to the same eigenvector $x$.
8 10. a. Show that the matrix $A^{T}$ has the same eigenvalues as $A$.
, Hint. $\left|A^{T}-\lambda I\right|=\left|(A-\lambda I)^{T}\right|=|A-\lambda I|$.
b. Show that the eigenvectors of $A$ and $A^{T}$ are in general different.

Hint. Consider say $A=\left[\begin{array}{ll}1 & 1 \\ 0 & 2\end{array}\right]$.
11. Let $\lambda$ be an eigenvalue of $A$, corresponding to an eigenvector $x$.
a. Show that $\lambda^{2}+5$ is an eigenvalue of $A^{2}+5 I$, corresponding to the same eigenvector $x$.
b. Show that $3 \lambda^{2}+5$ is an eigenvalue of $3 A^{2}+5 I$, corresponding to the same eigenvector $x$.
c. Consider a quadratic polynomial $p(x)=3 x^{2}-7 x+5$. Define a polynomial of matrix $A$ as $p(A)=3 A^{2}-7 A+5 I$. Show that $p(\lambda)$ is an eigenvalue of $p(A)$, corresponding to the same eigenvector $x$.
12. Let $A$ and $B$ be any two $n \times n$ matrices, and $c_{1}, c_{2}$ two arbitrary numbers.
a. Show that $\operatorname{tr}(A+B)=\operatorname{tr} A+\operatorname{tr} B$, and more generally $\operatorname{tr}\left(c_{1} A+c_{2} B\right)=$ $c_{1} \operatorname{tr} A+c_{2} \operatorname{tr} B$.
b. Show that $\operatorname{tr}(A B)=\operatorname{tr}(B A)$.

Hint. $\operatorname{tr}(A B)=\sum_{i, j=1}^{n} a_{i j} b_{j i}=\sum_{i, j=1}^{n} b_{j i} a_{i j}=\operatorname{tr}(B A)$.
c. Show that it is impossible to find two $n \times n$ matrices $A$ and $B$, so that

$$
A B-B A=I .
$$

d.* Show that it is impossible to find two $n \times n$ matrices $A$ and $B$, with $A$ invertible, so that

$$
A B-B A=A
$$

Hint. Multiply both sides by $A^{-1}$, to obtain $A\left(A^{-1} B\right)-\left(A^{-1} B\right) A=I$.
13. Show that similar matrices have the same trace.
14. Suppose that two $n \times n$ matrices $A$ and $B$ have a common eigenvector $x$. Show that $\operatorname{det}(A B-B A)=0$.
Hint. Show that $x$ is an eigenvector of $A B-B A$, and determine the corresponding eigenvalue.
15. Assume that all columns of a square matrix $A$ add up to the same number $b$. Show that $\lambda=b$ is an eigenvalue of $A$.

Hint. All columns of $A-b I$ add up to zero, and then $|A-b I|=0$.

### 4.2 A Complete Set of Eigenvectors

Throughout this section $A$ will denote an arbitrary $n \times n$ matrix. Eigenvectors of $A$ are vectors in $R^{n}$. Recall that the maximal number of linearly independent vectors in $R^{n}$ is $n$, and any $n$ linearly independent vectors in $R^{n}$ form a basis of $R^{n}$. We say that an $n \times n$ matrix $A$ has a complete set of eigenvectors if $A$ has $n$ linearly independent eigenvectors. For a $2 \times 2$ matrix one needs two linearly independent eigenvectors for a complete set, for a $3 \times 3$ matrix it takes three, and so on. A complete set of eigenvectors forms a basis of $R^{n}$. Such eigenvector bases will play a prominent role in the next section. The following theorem provides a condition for $A$ to have a complete set of eigenvectors.

Theorem 4.2.1 Eigenvectors of $A$ corresponding to distinct eigenvalues form a linearly independent set.

Proof: We begin with the case of two eigenvectors $u_{1}$ and $u_{2}$ of $A$, corresponding to the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ respectively, so that $A u_{1}=\lambda_{1} u_{1}$, $A u_{2}=\lambda_{2} u_{2}$, and $\lambda_{2} \neq \lambda_{1}$. We need to show that $u_{1}$ and $u_{2}$ are linearly independent. Assume that the opposite is true. Then $u_{2}=\alpha u_{1}$ for some number $\alpha \neq 0$ (if $\alpha=0$, then $u_{2}=0$, while eigenvectors are non-zero vectors). Evaluate

$$
A u_{2}=A\left(\alpha u_{1}\right)=\alpha \lambda_{1} u_{1}=\lambda_{1} u_{2} \neq \lambda_{2} u_{2}
$$

contradicting the definition of $u_{2}$. Therefore $u_{1}$ and $u_{2}$ are linearly independent.

$$
\begin{equation*}
\lambda_{3} u_{3}=\alpha \lambda_{1} u_{1}+\beta \lambda_{2} u_{2} \tag{2.2}
\end{equation*}
$$

Next, consider the case of three eigenvectors $u_{1}, u_{2}, u_{3}$ of $A$, corresponding to the eigenvalues $\lambda_{1}, \lambda_{2}, \lambda_{3}$ respectively, so that $A u_{1}=\lambda_{1} u_{1}, A u_{2}=$ $\lambda_{2} u_{2}, A u_{3}=\lambda_{3} u_{3}$ and $\lambda_{1}, \lambda_{2}, \lambda_{3}$ are three different (distinct) numbers. We just proved that $u_{1}$ and $u_{2}$ are linearly independent. To prove that $u_{1}, u_{2}, u_{3}$ are linearly independent, assume that the opposite is true. Then one of these vectors, say $u_{3}$, is a linear combination of the other two, so that

$$
\begin{equation*}
u_{3}=\alpha u_{1}+\beta u_{2} \tag{2.1}
\end{equation*}
$$

with some numbers $\alpha$ and $\beta$. Observe that $\alpha$ and $\beta$ cannot be both zero, because otherwise $u_{3}=0$, contradicting the fact that $u_{3}$ is an eigenvector. Multiply both sides of (2.1) by $A$ to get:

$$
A u_{3}=\alpha A u_{1}+\beta A u_{2}
$$

From the equation (2.2) subtract the equation (2.1) multiplied by $\lambda_{3}$. Obtain

$$
\alpha\left(\lambda_{1}-\lambda_{3}\right) u_{1}+\beta\left(\lambda_{2}-\lambda_{3}\right) u_{2}=0
$$

The coefficients $\alpha\left(\lambda_{1}-\lambda_{3}\right)$ and $\beta\left(\lambda_{2}-\lambda_{3}\right)$ cannot be both zero, which implies that $u_{1}$ and $u_{2}$ are linearly dependent, a contradiction, proving linear independence of $u_{1}, u_{2}, u_{3}$. By a similar argument we show that any set of four eigenvectors corresponding to distinct eigenvalues is linearly independent, and so on.

If an $n \times n$ matrix $A$ has $n$ distinct eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$, then the corresponding eigenvectors $u_{1}, u_{2}, \ldots, u_{n}$ are linearly independent according to this theorem, and form a complete set. If some of the eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are repeated, then $A$ has fewer than $n$ distinct eigenvalues. The next example shows that some matrices with repeated eigenvalues still have a complete set of eigenvectors.

Example $2 A=\left[\begin{array}{lll}2 & 1 & 1 \\ 1 & 2 & 1 \\ 1 & 1 & 2\end{array}\right]$. Expanding the characteristic equation

$$
|A-\lambda I|=\left|\begin{array}{ccc}
2-\lambda & 1 & 1 \\
1 & 2-\lambda & 1 \\
1 & 1 & 2-\lambda
\end{array}\right|=0
$$

in say the first row, produces a cubic equation

$$
\lambda^{3}-6 \lambda^{2}+9 \lambda-4=0
$$

To solve it we need to guess a root. $\lambda_{1}=1$ is a root, which implies that the cubic polynomial has a factor $\lambda-1$. The second factor is found by division of the polynomials, giving

$$
(\lambda-1)\left(\lambda^{2}-5 \lambda+4\right)=0
$$

Setting the second factor to zero, $\lambda^{2}-5 \lambda+4=0$, gives the other two roots $\lambda_{2}=1$ and $\lambda_{3}=4$. The eigenvalues are $1,1,4$. The eigenvalue $\lambda_{1}=1$ is repeated, while the eigenvalue $\lambda_{3}=4$ is simple.

To find the eigenvectors of the double eigenvalue $\lambda_{1}=1$, one needs to solve the system $(A-I) x=0$, which is

$$
\begin{aligned}
& x_{1}+x_{2}+x_{3}=0 \\
& x_{1}+x_{2}+x_{3}=0 \\
& x_{1}+x_{2}+x_{3}=0 .
\end{aligned}
$$

Discarding both the second and the third equations leaves

$$
x_{1}+x_{2}+x_{3}=0
$$

Here $x_{2}$ and $x_{3}$ are free variables. Letting $x_{3}=t$ and $x_{2}=s$, two arbitrary numbers, calculate $x_{1}=-t-s$. The solution set is then

$$
\left[\begin{array}{c}
-t-s \\
s \\
t
\end{array}\right]=t\left[\begin{array}{r}
-1 \\
0 \\
1
\end{array}\right]+s\left[\begin{array}{r}
-1 \\
1 \\
0
\end{array}\right]=t u_{1}+s u_{2}
$$

where $u_{1}=\left[\begin{array}{r}-1 \\ 0 \\ 1\end{array}\right]$, and $u_{2}=\left[\begin{array}{r}-1 \\ 1 \\ 0\end{array}\right]$. Conclusion: the linear combinations with arbitrary coefficients, or the span, of two linearly independent eigenvectors $u_{1}$ and $u_{2}$ gives the space of all eigenvectors corresponding to $\lambda_{1}=1$, also known as the eigenspace of $\lambda_{1}=1$.

The eigenvectors corresponding to the eigenvalue $\lambda_{3}=4$ are solutions of the system $(A-4 I) x=0$, which is

$$
-2 x_{1}+x_{2}+x_{3}=0
$$

1

2

3 Discard the third equation as superfluous, because adding the first two equations gives negative of the third. In the remaining equations

$$
-2 x_{1}+x_{2}+x_{3}=0
$$

$$
x_{1}-2 x_{2}+x_{3}=0
$$

${ }_{6}$ set $x_{3}=1$, then solve the resulting system

$$
\begin{aligned}
& -2 x_{1}+x_{2}=-1 \\
& x_{1}-2 x_{2}=-1,
\end{aligned}
$$

7 obtaining $x_{1}=1$ and $x_{2}=1$. Conclusion: $c\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$ are the eigenvectors
8 corresponding to $\lambda_{3}=4$, with $c$ arbitrary. The answer can also be written g as $c u_{3}$, where $u_{3}=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$ is an eigenvector corresponding to $\lambda_{3}=4$.

Observe that $u_{3}$ is not in the span of $u_{1}$ and $u_{2}$ (because vectors in that span are eigenvectors corresponding to $\lambda_{1}$ ). By Theorem 1.5.1 the vectors $u_{1}, u_{2}, u_{3}$ are linearly independent, so that they form a complete set of eigenvectors.

Example 3 Let $A=\left[\begin{array}{rr}3 & -2 \\ 0 & 3\end{array}\right]$. Here $\lambda_{1}=\lambda_{2}=3$ is a repeated eigenvalue. The system $(A-3 I) x=0$ reduces to

$$
-2 x_{2}=0 .
$$

So that $x_{2}=0$, while $x_{1}$ is arbitrary. There is only one linearly independent eigenvector $\left[\begin{array}{c}x_{1} \\ 0\end{array}\right]=x_{1}\left[\begin{array}{l}1 \\ 0\end{array}\right]$. This matrix does not have a complete set of eigenvectors.

Discard the second equation, because it can be obtained multiplying the first equation by $-i$. In the first equation

$$
i x_{1}-x_{2}=0
$$

set $x_{2}=c$, then $x_{1}=\frac{c}{i}=-c i$. Obtain the eigenvectors $c\left[\begin{array}{r}-i \\ 1\end{array}\right]$, where $c$ is any complex number.

$$
\begin{aligned}
& i x_{1}-x_{2}=0 \\
& x_{1}+i x_{2}=0
\end{aligned}
$$

Discard the second equation, because it can be obtained multiplying the first equation by $i$. In the first equation

$$
-i x_{1}-x_{2}=0
$$

set $x_{2}=c$, then $x_{1}=-\frac{c}{i}=c i$. Obtain the eigenvectors $c\left[\begin{array}{c}i \\ 1\end{array}\right]$, where $c$ is any complex number.
(ii) $\lambda_{2}=-i$. The corresponding eigenvectors satisfy the system $(A+i I) x=$ 0 , or in components $\bar{z}=x=z$. One has $z \bar{z}=x^{2}+y^{2}=|z|^{2}$, where $|z|=\sqrt{x^{2}+y^{2}}$ is called the modulus of $z$. Given complex numbers $z_{1}, z_{2}, \ldots, z_{n}$, one has

$$
\overline{z_{1}+z_{2}+\cdots+z_{n}}=\bar{z}_{1}+\bar{z}_{2}+\cdots+\bar{z}_{n},
$$

$$
\overline{z_{1} \cdot z_{2} \cdots z_{n}}=\bar{z}_{1} \cdot \bar{z}_{2} \cdots \bar{z}_{n}
$$

${ }^{6}$ Given a vector $z=\left[\begin{array}{c}z_{1} \\ z_{2} \\ \vdots \\ z_{n}\end{array}\right]$, with complex entries, one defines its complex 7 conjugate as $\bar{z}=\left[\begin{array}{c}\bar{z}_{1} \\ \bar{z}_{2} \\ \vdots \\ \bar{z}_{n}\end{array}\right]$. The eigenvalues of the matrix $A$ above were 8 complex conjugates of one another, as well as the corresponding eigenvectors. - The same is true in general, as the following theorem shows.

Theorem 4.2.2 Let $A$ be a square matrix with real entries. Let $\lambda$ be $a$ complex (not real) eigenvalue, and $z$ a corresponding complex eigenvector. Then $\bar{\lambda}$ is also an eigenvalue, and $\bar{z}$ a corresponding eigenvector.

Proof: We are given that

$$
A z=\lambda z .
$$

Take complex conjugates of both sides (elements of $A$ are real numbers)

$$
A \bar{z}=\bar{\lambda} \bar{z}
$$

which implies that $\bar{\lambda}$ is an eigenvalue, and $\bar{z}$ a corresponding eigenvector. (The $i$-th component of $A z$ is $\sum_{k=1}^{n} a_{i k} z_{k}$, and $\overline{\sum_{k=1}^{n} a_{i k} z_{k}}=\sum_{k=1}^{n} a_{i k} \bar{z}_{k}$.)

## Exercises

1. Find the eigenvectors of the following matrices, and determine if they form a complete set.
a. $\left[\begin{array}{rr}1 & 2 \\ 0 & -1\end{array}\right]$.

Answer. $\left[\begin{array}{r}-1 \\ 1\end{array}\right]$ with $\lambda_{1}=-1$ and $\left[\begin{array}{l}1 \\ 0\end{array}\right]$ with $\lambda_{1}=1$, a complete set.
b. $\left[\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right]$.

Answer. $\left[\begin{array}{l}1 \\ 0\end{array}\right]$ corresponding to $\lambda_{1}=\lambda_{2}=1$, not a complete set.
c. $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$.

5 Answer. $\left[\begin{array}{l}1 \\ 0\end{array}\right]$ and $\left[\begin{array}{l}0 \\ 1\end{array}\right]$ corresponding to $\lambda_{1}=\lambda_{2}=1$, a complete set.
d. $\left[\begin{array}{rrr}1 & 3 & 6 \\ -3 & -5 & -6 \\ 3 & 3 & 4\end{array}\right]$.

7 Hint. Observe that $\lambda_{1}=-2$ is a root of the characteristic equation

$$
\lambda^{3}-12 \lambda-16=0
$$

8
9 Answer. $\left[\begin{array}{r}-2 \\ 0 \\ 1\end{array}\right]$ and $\left[\begin{array}{r}-1 \\ 1 \\ 0\end{array}\right]$ corresponding to $\lambda_{1}=\lambda_{2}=-2$, and $\left[\begin{array}{r}1 \\ -1 \\ 1\end{array}\right]$
10 corresponding to $\lambda_{3}=4$, a complete set.
11 e. $\left[\begin{array}{lll}0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 1\end{array}\right]$.
12 Answer. $\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right]$ corresponding to $\lambda_{1}=\lambda_{2}=0$, and $\left[\begin{array}{l}2 \\ 1 \\ 1\end{array}\right]$ corresponding to
${ }_{13} \quad \lambda_{3}=1$, not a complete set.
${ }^{14}$ f. $\left[\begin{array}{rrr}-1 & 1 & 1 \\ 1 & -1 & 1 \\ 1 & 0 & 0\end{array}\right]$.
15 Answer. $\left[\begin{array}{r}-2 \\ 1 \\ 1\end{array}\right]$ corresponding to $\lambda_{1}=-2,\left[\begin{array}{r}-1 \\ -1 \\ 1\end{array}\right]$ corresponding to
${ }_{16} \lambda_{2}=-1,\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$ corresponding to $\lambda_{3}=1$, a complete set.
g. $\left[\begin{array}{rrr}0 & 1 & 2 \\ -5 & -3 & -7 \\ 1 & 0 & 0\end{array}\right]$.

Answer. $\left[\begin{array}{r}-1 \\ -1 \\ 1\end{array}\right]$ corresponding to $\lambda_{1}=\lambda_{2}=\lambda_{3}=-1$, not a complete set.
2. Find the eigenvalues and the corresponding eigenvectors.
a. $\left[\begin{array}{rr}1 & 1 \\ -1 & 1\end{array}\right]$.

Answer. $\lambda_{1}=1-i$ with $\left[\begin{array}{l}i \\ 1\end{array}\right]$, and $\lambda_{2}=1+i$ with $\left[\begin{array}{r}-i \\ 1\end{array}\right]$.
b. $\left[\begin{array}{rrr}3 & 3 & 2 \\ 1 & 1 & -2 \\ -3 & -1 & 0\end{array}\right]$.

Answer. $\lambda_{1}=-2 i$ with $\left[\begin{array}{r}i \\ -i \\ 1\end{array}\right], \lambda_{2}=2 i$ with $\left[\begin{array}{r}-i \\ i \\ 1\end{array}\right], \lambda_{3}=4$ with $\left[\begin{array}{r}-1 \\ -1 \\ 1\end{array}\right]$.
c. $\left[\begin{array}{rrr}1 & 2 & -1 \\ -2 & -1 & 1 \\ -1 & 1 & 0\end{array}\right]$.

Answer. $\lambda_{1}=-i$ with $\left[\begin{array}{c}1+i \\ 1-i \\ 2\end{array}\right], \lambda_{2}=i$ with $\left[\begin{array}{c}1-i \\ 1+i \\ 2\end{array}\right], \lambda_{3}=0$ with
$\left[\begin{array}{l}1 \\ 1 \\ 3\end{array}\right]$.
d. $\left[\begin{array}{rr}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right], \theta$ is a real number.

Hint. $\lambda_{1}=\cos \theta-i \sin \theta, \lambda_{2}=\cos \theta+i \sin \theta$.
15 . Let $A$ be an $n \times n$ matrix, and $n$ is odd. Show that $A$ has at least one 16 real eigenvalue.
${ }_{17}$ Hint. The characteristic equation is a polynomial equation of odd degree.
4. Find the complex conjugate $\bar{z}$ and the modulus $|z|$ for the following numbers.
a. $3-4 i$.
b. $5 i$.
c. -7 .
d. $\cos \frac{\pi}{5}+i \sin \frac{\pi}{5}$.
e. $e^{i \theta}, \theta$ is real.

4 5. Let $A$ be a $2 \times 2$ matrix with $\operatorname{tr} A=2$ and $\operatorname{det}(A)=2$. What are the eigenvalues of $A$ ?
6. A matrix $A^{2}$ has eigenvalues -1 and -4 . What is the smallest possible size of the matrix $A$ ? Answer. $4 \times 4$.

## 8

can be written through its column vectors, where

$$
C_{1}=\left[\begin{array}{c}
a_{11} \\
a_{21} \\
\vdots \\
a_{n 1}
\end{array}\right], C_{2}=\left[\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{n 2}
\end{array}\right], \ldots, C_{n}=\left[\begin{array}{c}
a_{1 n} \\
a_{2 n} \\
\vdots \\
a_{n n}
\end{array}\right] .
$$

${ }_{11}$ Recall that given a vector $x=\left[\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{n}\end{array}\right]$, the product $A x$ was defined as the vector

$$
\begin{equation*}
A x=x_{1} C_{1}+x_{2} C_{2}+\cdots+x_{n} C_{n} . \tag{3.1}
\end{equation*}
$$

$$
A B=A\left[K_{1} K_{2} \ldots K_{n}\right]=\left[A K_{1} A K_{2} \ldots A K_{n}\right],
$$

where the products $A K_{1}, A K_{2}, \ldots, A K_{n}$ are calculated using (3.1).

1
Let $D$ be a diagonal matrix

2 Calculate the product

$$
A D=\left[A\left[\begin{array}{c}
\lambda_{1} \\
0 \\
\vdots \\
0
\end{array}\right] A\left[\begin{array}{c}
0 \\
\lambda_{2} \\
\vdots \\
0
\end{array}\right] \ldots A\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
\lambda_{n}
\end{array}\right]\right]=\left[\begin{array}{lll}
\lambda_{1} C_{1} \lambda_{2} C_{2} \ldots & \lambda_{n} C_{n}
\end{array}\right] .
$$

3 Conclusion: multiplying a matrix A from the right by a diagonal matrix $D$, results in the columns of $A$ being multiplied by the corresponding entries of $D$. In particular, to multiply two diagonal matrices (in either order) one multiplies the corresponding diagonal entries. For example, let $D_{1}=$ $\left[\begin{array}{lll}a & 0 & 0 \\ 0 & b & 0 \\ 0 & 0 & c\end{array}\right]$ and $D_{2}=\left[\begin{array}{lll}2 & 0 & 0 \\ 0 & 3 & 0 \\ 0 & 0 & 4\end{array}\right]$, then

$$
D_{1} D_{2}=D_{2} D_{1}=\left[\begin{array}{rrr}
2 a & 0 & 0 \\
0 & 3 b & 0 \\
0 & 0 & 4 c
\end{array}\right]
$$

8
Another example:

$$
\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{ccc}
2 & 0 & 0 \\
0 & 3 & 0 \\
0 & 0 & 4
\end{array}\right]=\left[\begin{array}{lll}
2 a_{11} & 3 a_{12} & 4 a_{13} \\
2 a_{21} & 3 a_{22} & 4 a_{23} \\
2 a_{31} & 3 a_{32} & 4 a_{33}
\end{array}\right] .
$$

Suppose now that the $n \times n$ matrix $A$ has a complete set of $n$ linearly independent eigenvectors $u_{1}, u_{2}, \ldots, u_{n}$, so that $A u_{1}=\lambda_{1} u_{1}, A u_{2}=$ $\lambda_{2} u_{2}, \ldots, A u_{n}=\lambda_{n} u_{n}$ (the eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are not necessarily different). Form a matrix $P=\left[\begin{array}{llll}u_{1} & u_{2} & \ldots & u_{n}\end{array}\right]$, using the eigenvectors as columns. Observe that $P$ has an inverse matrix $P^{-1}$, because the columns of $P$ are linearly independent. Calculate

$$
\begin{equation*}
A P=\left[A u_{1} A u_{2} \ldots A u_{n}\right]=\left[\lambda_{1} u_{1} \lambda_{2} u_{2} \ldots \lambda_{n} u_{n}\right]=P D, \tag{3.3}
\end{equation*}
$$

where $D$ is a diagonal matrix, shown in (3.2), with the eigenvalues of $A$ on the diagonal. Multiplying both sides of (3.3) from the left by $P^{-1}$, obtain

$$
\begin{equation*}
P^{-1} A P=D \tag{3.4}
\end{equation*}
$$

3 Similarly, multiplying (3.3) by $P^{-1}$ from the right:

$$
\begin{equation*}
A=P D P^{-1} . \tag{3.5}
\end{equation*}
$$

${ }_{20}$ Example 2 The matrix $B=\left[\begin{array}{rr}2 & 1 \\ -1 & 0\end{array}\right]$ has a repeated eigenvalue $\lambda_{1}=$ $\lambda_{2}=1$, but only one linearly independent eigenvector $u=\left[\begin{array}{r}-1 \\ 1\end{array}\right]$. The matrix $B$ is not diagonalizable.
Example 3 Recall the matrix

$$
A=\left[\begin{array}{lll}
2 & 1 & 1 \\
1 & 2 & 1 \\
1 & 1 & 2
\end{array}\right]
$$

1
2
${ }_{3} u_{2}=\left[\begin{array}{r}-1 \\ 1 \\ 0\end{array}\right]$ corresponding to $\lambda_{1}=\lambda_{2}=1$, and $u_{3}=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$ corresponding
4 to $\lambda_{3}=4$. This matrix is diagonalizable, with

$$
P=\left[\begin{array}{rrr}
-1 & -1 & 1 \\
0 & 1 & 1 \\
1 & 0 & 1
\end{array}\right], \quad P^{-1}=\frac{1}{3}\left[\begin{array}{rrr}
-1 & -1 & 2 \\
-1 & 2 & -1 \\
1 & 1 & 1
\end{array}\right], \quad D=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 4
\end{array}\right] .
$$

5

6
7
8
$9 x=x_{1} u_{1}+x_{2} u_{2}+\cdots+x_{n} u_{n}$, by using its coordinates $[x]_{B}=\left[\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{n}\end{array}\right]$ with
respect to this basis $B$. Calculate

$$
A x=x_{1} A u_{1}+x_{2} A u_{2}+\cdots+x_{n} A u_{n}=x_{1} \lambda_{1} u_{1}+x_{2} \lambda_{2} u_{2}+\cdots+x_{n} \lambda_{n} u_{n}
$$

It follows that $[A x]_{B}=\left[\begin{array}{c}\lambda_{1} x_{1} \\ \lambda_{2} x_{2} \\ \vdots \\ \lambda_{n} x_{n}\end{array}\right]$, and then

$$
[A x]_{B}=D[x]_{B}
$$

Conclusion: if one uses the eigenvector basis $B$ in $R^{n}$, then the function $A x$ (or the transformation $A x$ ) is represented by a diagonal matrix $D$, consisting of eigenvalues of $A$.

We discuss some applications of diagonalization next. For any two diag-
16 onal matrices of the same size

$$
D_{1} D_{2}=D_{2} D_{1}
$$

since both products are calculated by multiplying the diagonal entries. For general $n \times n$ matrices $A$ and $B$, the relation

$$
\begin{equation*}
A B=B A \tag{3.6}
\end{equation*}
$$

is rare. The following theorem explains why. If $A B=B A$, one says that the matrices $A$ and $B$ commute. Any two diagonal matrices commute.

Theorem 4.3.1 Two diagonalizable matrices commute if and only if they share the same set of eigenvectors.

Proof: If two diagonalizable matrices $A$ and $B$ share the same set of eigenvectors, they share the same diagonalizing matrix $P$, so that $A=$ $P D_{1} P^{-1}$ and $B=P D_{2} P^{-1}$, with two diagonal matrices $D_{1}$ and $D_{2}$. It follows that

$$
\begin{aligned}
A B=P D_{1} P^{-1} P D_{2} P^{-1} & =P D_{1}\left(P^{-1} P\right) D_{2} P^{-1}=P D_{1} D_{2} P^{-1} \\
=P D_{2} D_{1} P^{-1} & =P D_{2} P^{-1} P D_{1} P^{-1}=B A .
\end{aligned}
$$

The proof of the converse statement is not included.
If $A$ is diagonalizable, then

$$
A=P D P^{-1},
$$

where $D$ is a diagonal matrix with the eigenvalues of $A$ on the diagonal. Calculate

$$
A^{2}=A A=P D P^{-1} P D P^{-1}=P D D P^{-1}=P D^{2} P^{-1},
$$

and similarly for other powers

$$
A^{k}=P D^{k} P^{-1}=P\left[\begin{array}{cccc}
\lambda_{1}^{k} & 0 & \ldots & 0 \\
0 & \lambda_{2}^{k} & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & \lambda_{n}^{k}
\end{array}\right] P^{-1}
$$

Define the limit $\lim _{k \rightarrow \infty} A^{k}$ by taking the limits of each component of $A^{k}$. If the eigenvalues of $A$ have modulus $\left|\lambda_{i}\right|<1$ for all $i$, then $\lim _{k \rightarrow \infty} A^{k}=O$, the zero matrix. Indeed, $D^{k}$ tends to the zero matrix, while $P$ and $P^{-1}$ are fixed.
Example 4 Let $A=\left[\begin{array}{rr}1 & 8 \\ 0 & -1\end{array}\right]$. Calculate $A^{57}$.

1 The eigenvalues of this upper triangular matrix $A$ are $\lambda_{1}=1$ and $\lambda_{2}=-1$.
2 Since $\lambda_{1} \neq \lambda_{2}$, the corresponding eigenvectors are linearly independent, and ${ }_{3} A$ is diagonalizable, so that

$$
A=P\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right] P^{-1}
$$

4 with the appropriate diagonalizing matrix $P$, and the corresponding $P^{-1}$. Then

$$
A^{57}=P\left[\begin{array}{cc}
1^{57} & 0 \\
0 & (-1)^{57}
\end{array}\right] P^{-1}=P\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right] P^{-1}=A=\left[\begin{array}{rr}
1 & 8 \\
0 & -1
\end{array}\right]
$$

Similarly, $A^{k}=A$ if $k$ is an odd integer, while $A^{k}=I$ if $k$ is an even integer.
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## Exercises

1. If the matrix $A$ is diagonalizable, determine the diagonalizing matrix $P$ and the diagonal matrix $D$, and verify that $A P=P D$.
a. $A=\left[\begin{array}{rr}4 & -2 \\ 1 & 1\end{array}\right]$. Answer. $P=\left[\begin{array}{ll}2 & 1 \\ 1 & 1\end{array}\right], D=\left[\begin{array}{ll}3 & 0 \\ 0 & 2\end{array}\right]$.
b. $A=\left[\begin{array}{rr}2 & -1 \\ 0 & 2\end{array}\right]$. Answer. Not diagonalizable.
c. $A=\left[\begin{array}{rr}2 & 0 \\ 0 & -7\end{array}\right]$. Answer. The matrix is already diagonal, $P=I$.
d. $A=\left[\begin{array}{rrr}2 & -1 & 1 \\ 0 & 2 & 1 \\ 0 & 0 & 2\end{array}\right]$. Answer. Not diagonalizable.

15 e. $A=\left[\begin{array}{rrr}1 & 3 & 6 \\ -3 & -5 & -6 \\ 3 & 3 & 4\end{array}\right]$. Hint. The eigenvalues and the eigenvectors
16 of this matrix were calculated in the preceding set of exercises.
${ }_{17}$ Answer. $P=\left[\begin{array}{rrr}-2 & -1 & 1 \\ 0 & 1 & -1 \\ 1 & 0 & 1\end{array}\right], D=\left[\begin{array}{rrr}-2 & 0 & 0 \\ 0 & -2 & 0 \\ 0 & 0 & 4\end{array}\right]$.

1 f. $A=\left[\begin{array}{lll}1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 0 & 2\end{array}\right]$.
2 Answer. $P=\left[\begin{array}{rrr}-2 & -1 & 1 \\ 1 & -1 & 1 \\ 1 & 1 & 1\end{array}\right], D=\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 3\end{array}\right]$.
g. $A=\left[\begin{array}{lll}1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1\end{array}\right]$.

4 Answer. $P=\left[\begin{array}{rrr}-1 & -1 & 1 \\ 0 & 1 & 1 \\ 1 & 0 & 1\end{array}\right], D=\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 3\end{array}\right]$.
${ }^{5}$ h. $A=\left[\begin{array}{llll}1 & 2 & 3 & 4 \\ 0 & 1 & 2 & 3 \\ 0 & 0 & 1 & 2 \\ 0 & 0 & 0 & 1\end{array}\right]$. Answer. Not diagonalizable.
6 i. $A=\left[\begin{array}{cc}a & b-a \\ 0 & b\end{array}\right], b \neq a$. Answer. $P=\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right], D=\left[\begin{array}{ll}a & 0 \\ 0 & b\end{array}\right]$.
2. Show that $\left[\begin{array}{cc}a & b-a \\ 0 & b\end{array}\right]^{k}=\left[\begin{array}{cc}a^{k} & b^{k}-a^{k} \\ 0 & b^{k}\end{array}\right]$.

8 3 . Let $A$ be a $2 \times 2$ matrix with positive eigenvalues $\lambda_{1} \neq \lambda_{2}$.
a. Explain why $A$ is diagonalizable, and how one constructs a non-singular 10 matrix $P$ such that $A=P\left[\begin{array}{rr}\lambda_{1} & 0 \\ 0 & \lambda_{2}\end{array}\right] P^{-1}$.
${ }^{11}$ b. Define the square root of matrix $A$ as $\sqrt{A}=P\left[\begin{array}{rr}\sqrt{\lambda_{1}} & 0 \\ 0 & \sqrt{\lambda_{2}}\end{array}\right] P^{-1}$. Show ${ }_{12}$ that $(\sqrt{A})^{2}=A$.
${ }^{13}$ c. Let $B=\left[\begin{array}{rr}14 & -10 \\ 5 & -1\end{array}\right]$. Find $\sqrt{B}$. Answer. $\sqrt{B}=\left[\begin{array}{rr}4 & -2 \\ 1 & 1\end{array}\right]$.
14
d. Are there any other matrices $C$ with the property $A=C^{2}$ ?
${ }^{15}$ Hint. Try $C=P\left[\begin{array}{rr} \pm \sqrt{\lambda_{1}} & 0 \\ 0 & \pm \sqrt{\lambda_{2}}\end{array}\right] P^{-1}$.
4. Let $A=\left[\begin{array}{rr}2 & 1 \\ -2 & -1\end{array}\right]$. Show that $A^{k}=A$, where $k$ is any positive integer.
5. Let $A=\left[\begin{array}{rr}1 & 1 \\ -3 / 4 & -1\end{array}\right]$. Show that $\lim _{k \rightarrow \infty} A^{k}=O$, where the limit of a sequence of matrices is calculated by taking the limit of each component.
6 . Let $A$ be a $3 \times 3$ matrix with the eigenvalues $0,-1,1$. Show that $A^{7}=A$.
7. Let $A$ be a $4 \times 4$ matrix with the eigenvalues $-i, i,-1,1$.
a. Show that $A^{4}=I$.
b. Show that $A^{4 n}=I$, and $A^{4 n+1}=A$ for any positive integer $n$.
8. Let $A$ be a diagonalizable $2 \times 2$ matrix, so that $A=P\left[\begin{array}{rr}\lambda_{1} & 0 \\ 0 & \lambda_{2}\end{array}\right] P^{-1}$. Consider a polynomial $q(x)=2 x^{2}-3 x+5$. Calculate $q(A)=2 A^{2}-3 A+5 I$.

Answer.
$q(A)=P\left[\begin{array}{cc}2 \lambda_{1}^{2}-3 \lambda_{1}+5 & 0 \\ 0 & 2 \lambda_{2}^{2}-3 \lambda_{2}+5\end{array}\right] P^{-1}=P\left[\begin{array}{cc}q\left(\lambda_{1}\right) & 0 \\ 0 & q\left(\lambda_{2}\right)\end{array}\right] P^{-1}$.
9. Let $A$ be an $n \times n$ matrix, and let $q(\lambda)=|A-\lambda I|$ be its characteristic polynomial. Write $q(\lambda)=a_{0} \lambda^{n}+a_{1} \lambda^{n-1}+\cdots+a_{n-1} \lambda+a_{n}$, with some coefficients $a_{0}, a_{1}, \ldots, a_{n}$. The Cayley-Hamilton theorem asserts that any matrix $A$ is a root of its own characteristic polynomial, so that

$$
q(A)=a_{0} A^{n}+a_{1} A^{n-1}+\cdots+a_{n-1} A+a_{n} I=O,
$$

${ }_{19}$ where $O$ is the zero matrix. Justify this theorem in case $A$ is diagonalizable.

4 Given two vectors in $R^{n}, a=\left[\begin{array}{c}a_{1} \\ a_{2} \\ \vdots \\ a_{n}\end{array}\right]$ and $b=\left[\begin{array}{c}b_{1} \\ b_{2} \\ \vdots \\ b_{n}\end{array}\right]$, define their inner 5 product (also known as scalar product or dot product) as

$$
a \cdot b=a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}
$$

6
7

$$
8
$$

$$
\operatorname{Proj}_{a} b=\|b\| \cos \theta \frac{a}{\|a\|}=\frac{\|a\|\|b\| \cos \theta}{\|a\|^{2}} a=\frac{a \cdot b}{\|a\|^{2}} a .
$$

(Recall that $\|b\| \cos \theta$ is the length of the projection vector, while $\frac{a}{\|a\|}$ gives 12 the unit vector in the direction of $a$.)

In three dimensions $(n=3)$ this notion was used in Calculus to calculate the length of a vector $\|a\|=\sqrt{a \cdot a}=\sqrt{a_{1}^{2}+a_{2}^{2}+a_{3}^{2}}$, and the angle $\theta$ between $a$ and $b$, given by $\cos \theta=\frac{a \cdot b}{\|a\|\|b\|}$. In particular, $a$ and $b$ are perpendicular if and only if $a \cdot b=0$. Similarly, the projection of $b$ on $a$ was calculated as

In dimensions $n>3$ these formulas are taken as the definitions of the corresponding notions. Namely, the length (or the norm, or the magnitude) of a vector a is defined as

## Chapter 5

## Orthogonality and Symmetry

### 5.1 Inner Products

$$
\|a\|=\sqrt{a \cdot a}=\sqrt{a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}}
$$

1 The angle $\theta$ between two vectors in $R^{n}$ is defined by $\cos \theta=\frac{a \cdot b}{\|a\|\|b\|}$.
2 Vectors $a$ and $b$ in $R^{n}$ are called orthogonal if

$$
a \cdot b=0 .
$$

3 Define the projection of $b \in R^{n}$ on $a \in R^{n}$ as

$$
\operatorname{Proj}_{a} b=\frac{a \cdot b}{\|a\|^{2}} a=\frac{a \cdot b}{a \cdot a} a
$$

4 Let us verify that subtracting from $b$ its projection on $a$ gives a vector ${ }_{5}$ orthogonal to $a$. In other words, that $b-\operatorname{Proj}_{a} b$ is orthogonal to $a$. Indeed,

$$
a \cdot\left(b-\operatorname{Proj}_{a} b\right)=a \cdot b-\frac{a \cdot b}{\|a\|^{2}} a \cdot a=a \cdot b-a \cdot b=0
$$

6 using the distributive property of inner product (verified in Exercises).
, For example if $a=\left[\begin{array}{r}1 \\ -2 \\ 0 \\ 2\end{array}\right]$ and $b=\left[\begin{array}{r}2 \\ 1 \\ -4 \\ 3\end{array}\right]$ are two vectors in $R^{4}$, then
$8 \quad a \cdot b=6,\|a\|=3$, and

$$
\operatorname{Proj}_{a} b=\frac{a \cdot b}{\|a\|^{2}} a=\frac{6}{3^{2}} a=\frac{2}{3} a=\frac{2}{3}\left[\begin{array}{r}
1 \\
-2 \\
0 \\
2
\end{array}\right]=\left[\begin{array}{r}
2 / 3 \\
-4 / 3 \\
0 \\
4 / 3
\end{array}\right] .
$$

9 Given vectors $x, y, z$ in $R^{n}$, and a number $c$, the following properties 10 follow immediately from the definition of inner product:

$$
\begin{gathered}
x \cdot y=y \cdot x \\
x \cdot(y+z)=x \cdot y+x \cdot z \\
(x+y) \cdot z=x \cdot z+y \cdot z \\
(c x) \cdot y=c(x \cdot y)=x \cdot(c y) \\
\|c x\|=|c|\|x\| .
\end{gathered}
$$

${ }_{11}$ These rules are similar to multiplication of numbers.

If vectors $x$ and $y$ in $R^{n}$ are orthogonal, the Pythagorean Theorem holds:

$$
\|x+y\|^{2}=\|x\|^{2}+\|y\|^{2}
$$

Indeed, we are given that $x \cdot y=0$, and then

$$
\|x+y\|^{2}=(x+y) \cdot(x+y)=x \cdot x+2 x \cdot y+y \cdot y=\|x\|^{2}+\|y\|^{2} .
$$

If a vector $u$ has length one, $\|u\|=1, u$ is called unit vector. Of all the multiples $k v$ of a vector $v \in R^{n}$ one often wishes to the select the unit vector. Choosing $k=\frac{1}{\|v\|}$ produces such a vector, $\frac{1}{\|v\|} v=\frac{v}{\|v\|}$. Indeed,

$$
\left\|\frac{1}{\|v\|} v\right\|=\frac{1}{\|v\|}\|v\|=1
$$

6 unit vector $u$, the formula simplifies:

$$
\operatorname{Proj}_{u} b=\frac{u \cdot b}{\|u\|^{2}} u=(b \cdot u) u .
$$

Vector $x \in R^{n}$ is a column vector (or an $n \times 1$ matrix), while $x^{T}$ is a row vector (or an $1 \times n$ matrix). One can express the inner product of two vectors in $R^{n}$ in terms of the matrix product

$$
\begin{equation*}
x \cdot y=x^{T} y \tag{1.1}
\end{equation*}
$$

If $A$ is an $n \times n$ matrix, then

$$
A x \cdot y=x \cdot A^{T} y
$$

for any $x, y \in R^{n}$. Indeed, using (1.1) twice

$$
A x \cdot y=(A x)^{T} y=x^{T} A^{T} y=x \cdot A^{T} y .
$$

Given two vectors $x, y \in R^{n}$ the angle $\theta$ between them was defined as

$$
\cos \theta=\frac{x \cdot y}{\|x\|\|y\|}
$$

To see that $-1 \leq \frac{x \cdot y}{\|x\|\|y\|} \leq 1$ (so that $\theta$ can be determined), we need the following Cauchy-Schwarz inequality

$$
\begin{equation*}
|x \cdot y| \leq\|x\|\|y\| . \tag{1.2}
\end{equation*}
$$

1
To justify this inequality, for any scalar $\lambda$ expand

$$
0 \leq\|\lambda x+y\|^{2}=(\lambda x+y) \cdot(\lambda x+y)=\lambda^{2}\|x\|^{2}+2 \lambda x \cdot y+\|y\|^{2}
$$

2 On the right we have a quadratic polynomial in $\lambda$, which is non-negative for all $\lambda$. It follows that this polynomial cannot have two real roots, so that its coefficients satisfy

$$
(2 x \cdot y)^{2}-4\|x\|^{2}\|y\|^{2} \leq 0
$$

5 which implies (1.2).

7 1. Let $x_{1}=\left[\begin{array}{l}1 \\ 2 \\ 2\end{array}\right], x_{2}=\left[\begin{array}{r}2 \\ 3 \\ -4\end{array}\right], x_{3}=\left[\begin{array}{r}1 \\ 0 \\ -5\end{array}\right], y_{1}=\left[\begin{array}{r}0 \\ 2 \\ 2 \\ -1\end{array}\right], y_{2}=$ ${ }^{8}\left[\begin{array}{r}1 \\ 1 \\ -2 \\ -2\end{array}\right], y_{3}=\left[\begin{array}{r}1 \\ 1 \\ -1 \\ 1\end{array}\right]$.
a. Verify that $x_{1}$ is orthogonal to $x_{2}$, and $y_{1}$ is orthogonal to $y_{2}$.
b. Calculate $\left(2 x_{1}-x_{2}\right) \cdot 3 x_{3}$.
c. Calculate $\left\|x_{1}\right\|,\left\|y_{1}\right\|,\left\|y_{2}\right\|,\left\|y_{3}\right\|$.
d. Normalize $x_{1}, y_{1}, y_{2}, y_{3}$.
e. Find the acute angle between $y_{1}$ and $y_{3}$. Answer. $\pi-\arccos \left(-\frac{1}{6}\right)$.
f. Calculate the projection $\operatorname{Proj}_{x_{3}} x_{1}$.
g. Calculate $\operatorname{Proj}_{x_{1}} x_{3}$. Answer. $-x_{1}$.
h. Calculate $\operatorname{Proj}_{y_{1}} y_{3}$.
i. Calculate $\operatorname{Proj}_{y_{1}} y_{2}$. Answer. The zero vector.
2. Show that $(x+y) \cdot(x-y)=\|x\|^{2}-\|y\|^{2}$, for any $x, y \in R^{n}$.
3. Show that the diagonals of a parallelogram are orthogonal if and only if the parallelogram is a rhombus (all sides equal).

Hint. Vectors $x+y$ and $x-y$ give the diagonals in the parallelogram with sides $x$ and $y$.

1
4. If $\|x\|=4,\|y\|=3$, and $x \cdot y=-1$, find $\|x+y\|$ and $\|x-y\|$.

Hint. Begin with $\|x+y\|^{2}$.
5. Let $x \in R^{n}$, and $e_{1}, e_{2}, \ldots, e_{n}$ is the standard basis of $R^{n}$. Let $\theta_{i}$ denote the angle between the vectors $x$ and $e_{i}$, for all $i$ ( $\theta_{i}$ is called the direction angle, while $\cos \theta_{i}$ is the the direction cosine).
a. Show that

$$
\cos ^{2} \theta_{1}+\cos ^{2} \theta_{2}+\cdots+\cos ^{2} \theta_{n}=1
$$

Hint. $\cos \theta_{i}=\frac{x_{i}}{\|x\|}\left(x_{i}\right.$ is $i$-th the component of $\left.x\right)$.
b. What familiar formula one gets in case $n=2$ ?
6. Show that for $x, y \in R^{n}$ the following triangle inequality holds

$$
\|x+y\| \leq\|x\|+\|y\|,
$$

and interpret it geometrically.
Hint. Using the Cauchy-Schwarz inequality, $\|x+y\|^{2}=\|x\|^{2}+2 x \cdot y+\|y\|^{2} \leq$ $\|x\|^{2}+2\|x\|\|y\|+\|y\|^{2}$. 7. Let $x=\left[\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{n}\end{array}\right], y=\left[\begin{array}{c}y_{1} \\ y_{2} \\ \vdots \\ y_{n}\end{array}\right]$ and $z=\left[\begin{array}{c}z_{1} \\ z_{2} \\ \vdots \\ z_{n}\end{array}\right]$ be arbitrary vectors. Verify that

$$
x \cdot(y+z)=x \cdot y+x \cdot z
$$

8. If $A$ is an $n \times n$ matrix, $e_{i}$ and $e_{j}$ any two coordinate vectors, show that $A e_{j} \cdot e_{i}=a_{i j}$.
9. True or False?
a. $\left\|\operatorname{Proj}_{a} b\right\| \leq\|b\|$. Answer. True.
b. $\left\|\operatorname{Proj}_{a} b\right\| \leq\|a\| . \quad$ Answer. False.
c. $\operatorname{Proj}{ }_{2 a} b=\operatorname{Proj}_{a} b . \quad$ Answer. True.
10. Suppose that $x \in R^{n}, y \in R^{m}$, and matrix $A$ is of size $m \times n$. Show that $A x \cdot y=x \cdot A^{T} y$.
$9 v_{1}=\left[\begin{array}{r}0 \\ 2 \\ 2 \\ -1\end{array}\right], v_{2}=\left[\begin{array}{l}4 \\ 0 \\ 1 \\ 2\end{array}\right]$, and $v_{3}=\left[\begin{array}{r}-1 \\ 1 \\ 0 \\ 2\end{array}\right]$ form an orthogonal set.
10 Indeed, $v_{1} \cdot v_{2}=v_{1} \cdot v_{3}=v_{2} \cdot v_{3}=0$. Calculate $\left\|v_{1}\right\|=3,\left\|v_{2}\right\|=\sqrt{21}$,

${ }_{12} \frac{1}{\sqrt{21}}\left[\begin{array}{l}4 \\ 0 \\ 1 \\ 2\end{array}\right]$, and $u_{3}=\frac{1}{\sqrt{6}} v_{3}=\frac{1}{\sqrt{6}}\left[\begin{array}{r}-1 \\ 1 \\ 0 \\ 2\end{array}\right]$ form an orthonormal set.

By orthogonality, all of the terms starting with the second one are zero. Obtain

$$
x_{1}\left\|v_{1}\right\|^{2}=0
$$

20 Since $v_{1}$ is non-zero, $\left\|v_{1}\right\|>0$, and then $x_{1}=0$. Taking the inner product
21
22
Theorem 5.2.1 Suppose that vectors $v_{1}, v_{2}, \ldots, v_{p}$ in $R^{n}$ are all non-zero, and they form an orthogonal set. Then they are linearly independent.

Proof: We need to show that the relation

$$
\begin{equation*}
x_{1} v_{1}+x_{2} v_{2}+\cdots+x_{p} v_{p}=0 \tag{2.1}
\end{equation*}
$$

is possible only if all of the coefficients are zero, $x_{1}=x_{2}=\cdots=x_{p}=0$. Take the inner product of both sides of $(2.1)$ with $v_{1}$ :

$$
x_{1} v_{1} \cdot v_{1}+x_{2} v_{2} \cdot v_{1}+\cdots+x_{p} v_{p} \cdot v_{1}=0
$$ of both sides of $(2.1)$ with $v_{2}$, one shows similarly that $x_{2}=0$, and so on, showing that all $x_{i}=0$.

### 5.2 Orthogonal Bases

Vectors $v_{1}, v_{2}, \ldots, v_{p}$ in $R^{n}$ are said to form an orthogonal set if each of these vectors is orthogonal to every other vector, so that $v_{i} \cdot v_{j}=0$ for all $i \neq j$. (One also says that these vectors are mutually orthogonal.) If vectors $u_{1}, u_{2}, \ldots, u_{p}$ in $R^{n}$ form an orthogonal set, and in addition they are unit vectors $\left(\left\|u_{i}\right\|=1\right.$ for all $\left.i\right)$, we say that $u_{1}, u_{2}, \ldots, u_{p}$ form an orthonormal set. An orthogonal set $v_{1}, v_{2}, \ldots, v_{p}$ can be turned into an orthonormal set by normalization, or taking $u_{i}=\frac{v_{i}}{\left\|v_{i}\right\|}$ for all $i$. For example, the vectors and $\left\|v_{3}\right\|=\sqrt{6}$. Then the vectors $u_{1}=\frac{1}{3} v_{1}=\frac{1}{3}\left[\begin{array}{r}0 \\ 2 \\ 2 \\ -1\end{array}\right], u_{2}=\frac{1}{\sqrt{21}} v_{2}=$

It follows that non-zero vectors forming an orthogonal set provide a basis for the subspace that they span, called orthogonal basis. Orthonormal vectors give rise to an orthonormal basis. Such bases are very convenient, as is explained next.

Suppose that vectors $v_{1}, v_{2}, \ldots, v_{p}$ form an orthogonal basis of some subspace $W$ in $R^{n}$. Then any vector $w$ in $W$ can be expressed as

$$
w=x_{1} v_{1}+x_{2} v_{2}+\cdots+x_{p} v_{p}
$$

and the coordinates $x_{1}, x_{2}, \ldots, x_{p}$ are easy to express. Indeed, take the inner product of both sides with $v_{1}$ and use the orthogonality:

$$
w \cdot v_{1}=x_{1} v_{1} \cdot v_{1}
$$

giving

$$
x_{1}=\frac{w \cdot v_{1}}{\left\|v_{1}\right\|^{2}}
$$

Taking the inner product of both sides with $v_{2}$, gives a formula for $x_{2}$, and so on. Obtain:

$$
\begin{equation*}
x_{1}=\frac{w \cdot v_{1}}{\left\|v_{1}\right\|^{2}}, x_{2}=\frac{w \cdot v_{2}}{\left\|v_{2}\right\|^{2}}, \ldots, x_{p}=\frac{w \cdot v_{p}}{\left\|v_{p}\right\|^{2}} \tag{2.2}
\end{equation*}
$$

The resulting decomposition with respect to an orthogonal basis is

$$
\begin{equation*}
w=\frac{w \cdot v_{1}}{\left\|v_{1}\right\|^{2}} v_{1}+\frac{w \cdot v_{2}}{\left\|v_{2}\right\|^{2}} v_{2}+\cdots+\frac{w \cdot v_{p}}{\left\|v_{p}\right\|^{2}} v_{p} \tag{2.3}
\end{equation*}
$$

So that any vector $w$ in $W$ is equal to the sum of its projections on the elements of an orthogonal basis.

In case vectors $u_{1}, u_{2}, \ldots, u_{p}$ form an orthonormal basis of $W$, and $w \in$ $W$, then

$$
w=x_{1} u_{1}+x_{2} u_{2}+\cdots+x_{p} u_{p}
$$

and in view of (2.2) the coefficients are

$$
x_{1}=w \cdot u_{1}, x_{2}=w \cdot u_{2}, \ldots, x_{p}=w \cdot u_{p}
$$

The resulting decomposition with respect to an orthonormal basis is

$$
w=\left(w \cdot u_{1}\right) u_{1}+\left(w \cdot u_{2}\right) u_{2}+\cdots+\left(w \cdot u_{p}\right) u_{p}
$$

Suppose $W$ is a subspace of $R^{n}$ with a basis $\left\{w_{1}, w_{2}, \ldots, w_{p}\right\}$, not necessarily orthogonal. We say that a vector $z \in R^{n}$ is orthogonal to a subspace $W$ if $z$ is orthogonal to any vector in $W$, notation $z \perp W$.

Lemma 5.2.1 If a vector $z$ is orthogonal to the basis elements $w_{1}, w_{2}, \ldots, w_{p}$ of $W$, then $z$ is orthogonal to $W$.

Proof: $\quad$ Indeed, decompose any element $w \in W$ as $w=x_{1} w_{1}+x_{2} w_{2}+$ $\cdots+x_{p} w_{p}$. Given that $z \cdot w_{i}=0$ for all $i$, obtain

$$
z \cdot w=x_{1} z \cdot w_{1}+x_{2} z \cdot w_{2}+\cdots+x_{p} z \cdot w_{p}=0
$$

so that $z \perp W$.
Given any vector $b \in R^{n}$ and a subspace $W$ of $R^{n}$, we say that the vector $\operatorname{Proj}_{W} b$ is the projection of $b$ on $W$ if the vector $z=b-\operatorname{Proj}_{W} b$ is orthogonal to $W$. It is easy to project on $W$ in case $W$ has an orthogonal basis.

Theorem 5.2.2 Assume that $\left\{v_{1}, v_{2}, \ldots, v_{p}\right\}$ form an orthogonal basis of a subspace $W$. Then

$$
\begin{equation*}
\operatorname{Proj}_{W} b=\frac{b \cdot v_{1}}{\left\|v_{1}\right\|^{2}} v_{1}+\frac{b \cdot v_{2}}{\left\|v_{2}\right\|^{2}} v_{2}+\cdots+\frac{b \cdot v_{p}}{\left\|v_{p}\right\|^{2}} v_{p} \tag{2.4}
\end{equation*}
$$

(So that $\operatorname{Proj}_{W} b$ equals to the sum of projections of $b$ on the basis elements.)
Proof: We need to show that $z=b-\operatorname{Proj}_{W} b$ is orthogonal to all basis elements of $W$ (so that $z \perp W$ ). Using the orthogonality of $v_{i}$ 's calculate

$$
z \cdot v_{1}=b \cdot v_{1}-\left(\operatorname{Proj}_{W} b\right) \cdot v_{1}=b \cdot v_{1}-\frac{b \cdot v_{1}}{\left\|v_{1}\right\|^{2}} v_{1} \cdot v_{1}=b \cdot v_{1}-b \cdot v_{1}=0
$$

and similarly $z \cdot v_{i}=0$ for all $i$.
In case $b \in W, \operatorname{Proj}_{W} b=b$, as follows by comparing the formulas (2.3) and (2.4). If $\operatorname{Proj}_{W} b \neq b$, then $b \notin W$.
Example $1 \quad$ Let $v_{1}=\left[\begin{array}{r}1 \\ -1 \\ 2\end{array}\right], v_{2}=\left[\begin{array}{l}1 \\ 1 \\ 0\end{array}\right], b=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$, and $W=$ $\operatorname{Span}\left\{v_{1}, v_{2}\right\}$. Let us calculate $\operatorname{Proj}_{W} b$. Since $v_{1} \cdot v_{2}=0$, these vectors are orthogonal, and then by (2.4)

$$
\operatorname{Proj}_{W} b=\frac{b \cdot v_{1}}{\left\|v_{1}\right\|^{2}} v_{1}+\frac{b \cdot v_{2}}{\left\|v_{2}\right\|^{2}} v_{2}=\frac{2}{6} v_{1}+\frac{2}{2} v_{2}=\left[\begin{array}{c}
4 / 3 \\
2 / 3 \\
2 / 3
\end{array}\right] .
$$

The set of all vectors in $R^{n}$ that are orthogonal to a subspace $W$ of $R^{n}$ is called the orthogonal complement of $W$, and is denoted by $W^{\perp}$ (pronounced "W perp"). It is straightforward to verify that $W^{\perp}$ is a subspace of $R^{n}$. By Lemma 5.2.1, $W^{\perp}$ consists of all vectors in $R^{n}$ that are orthogonal to any basis of $W$. In 3 -d, vectors going along the $z$-axis give the orthogonal complement to vectors in the $x y$-plane, and vice versa.

Example 2 Consider a subspace $W$ of $R^{4}, W=\operatorname{Span}\left\{w_{1}, w_{2}\right\}$, where $8 \quad w_{1}=\left[\begin{array}{r}1 \\ 0 \\ 1 \\ -2\end{array}\right], w_{2}=\left[\begin{array}{r}0 \\ -1 \\ 0 \\ 1\end{array}\right]$

One sees that $W^{\perp}$ is just the null space $N(A)$ of the matrix $A=\left[\begin{array}{rrrr}1 & 0 & 1 & -2 \\ 0 & -1 & 0 & 1\end{array}\right]$ of this system, and a short calculation shows that

$$
W^{\perp}=\operatorname{Span}\left\{\left[\begin{array}{l}
2 \\
1 \\
0 \\
1
\end{array}\right],\left[\begin{array}{r}
-1 \\
0 \\
1 \\
0
\end{array}\right]\right\}
$$

Recall that the vector $z=b-\operatorname{Proj}_{W} b$ is orthogonal to the subspace $W$. In other words, $z \in W^{\perp}$. We conclude that any vector $b \in R^{n}$ can be decomposed as

$$
b=\operatorname{Proj}_{W} b+z,
$$

with $\operatorname{Proj}_{W} b \in W$, and $z \in W^{\perp}$. If $b$ belongs to $W$, then $b=\operatorname{Proj}_{W} b$ and $z=0$. In case $b \notin W$, then the vector $\operatorname{Proj}_{W} b$ gives the vector (or the point) in $W$ that is closest to $b$ (which is justified in Exercises), and $\left\|b-\operatorname{Proj}_{W} b\right\|=\|z\|$ is defined to be the distance from $b$ to $W$.

1 Fredholm Alternative
2 We now revisit linear systems

$$
\begin{equation*}
A x=b, \tag{2.5}
\end{equation*}
$$

with a given $m \times n$ matrix $A, x \in R^{n}$, and a given vector $b \in R^{m}$. We shall use the corresponding homogeneous system, with $y \in R^{n}$

$$
\begin{equation*}
A y=0, \tag{2.6}
\end{equation*}
$$

5 and the adjoint homogeneous system, with $z \in R^{m}$

$$
\begin{equation*}
A^{T} z=0 . \tag{2.7}
\end{equation*}
$$

6 Recall that the system (2.5) has a solution if and only if $b \in C(A)$, the column space of $A$ (or the range of the function $A x$, for $x \in R^{n}$ ). The column space $C(A)$ is a subspace of $R^{m}$. All solutions of the system (2.7) constitute the null space of $A^{T}, N\left(A^{T}\right)$, which is a subspace of $R^{m}$.

Theorem 5.2.3 $C(A)^{\perp}=N\left(A^{T}\right)$.
Proof: To prove that two sets are identical, one shows that each element of either one of the sets belongs to the other set.
(i) Assume that the vector $z \in R^{m}$ belongs to $C(A)^{\perp}$. Then

$$
z \cdot A x=z^{T} A x=\left(z^{T} A\right) x=0,
$$

for all $x \in R^{n}$. It follows that

$$
z^{T} A=0,
$$

the zero row vector. Taking the adjoint gives (2.7), so that $z \in N\left(A^{T}\right)$.
(ii) Conversely, assume that the vector $z \in R^{m}$ belongs to $N\left(A^{T}\right)$, so that $A^{T} z=0$. Taking the adjoint gives $z^{T} A=0$. Then

$$
z^{T} A x=z \cdot A x=0
$$

for all $x \in R^{n}$. Hence $z \in C(A)^{\perp}$.
For square matrices $A$ we have the following important consequence.

Theorem 5.2.4 (Fredholm alternative) Let $A$ be an $n \times n$ matrix, $b \in R^{n}$.

## Then either

(i) The homogeneous system (2.6) has only the trivial solution, and the system (2.5) has a unique solution for any vector $b$.
Or else
(ii) Both homogeneous systems (2.6) and (2.7) have non-trivial solutions, and the system (2.5) has solutions if and only if $b$ is orthogonal to any solution of (2.7).

Proof: If the determinant $|A| \neq 0$, then $A^{-1}$ exists, $v=A^{-1} 0=0$ is the only solution of (2.6), and $u=A^{-1} b$ is the unique solution of (2.5). In case $|A|=0$, one has $\left|A^{T}\right|=|A|=0$, so that both systems (2.6) and (2.7) have non-trivial solutions. In order for (2.5) to be solvable, $b$ must belong to $C(A)$. By Theorem 5.2.3, $C(A)$ is the orthogonal complement of $N\left(A^{T}\right)$, so that $b$ must be orthogonal to all solutions of (2.7). (In this case the system (2.5) has infinitely many solutions of the form $x+c y$, where $y$ is any solution of (2.6), and $c$ is an arbitrary number.)

So that if $A$ is invertible, the system $A x=b$ has a (unique) solution for any vector $b$. In case $A$ is not invertible, solutions exist only for "lucky" $b$, the ones orthogonal to any solution of the adjoint system (2.7).

## Least Squares

Consider a system

$$
\begin{equation*}
A x=b, \tag{2.8}
\end{equation*}
$$

with an $m \times n$ matrix $A, x \in R^{n}$, and a vector $b \in R^{m}$. If $C_{1}, C_{2}, \ldots, C_{n}$ are the columns of $A$ and $x_{1}, x_{2}, \ldots, x_{n}$ are the components of $x$, then one can write (2.8) as

$$
x_{1} C_{1}+x_{2} C_{2}+\cdots+x_{n} C_{n}=b .
$$

The system (2.8) is consistent if and only if $b$ belongs to the span of $C_{1}, C_{2}, \ldots, C_{n}$, in other words $b \in C(A)$, the column space of $A$. If $b$ is not in $C(A)$ the system (2.8) is inconsistent (there is no solution). What would be a good substitute for the solution? One answer to this question is presented next.

Assume for simplicity that the columns of $A$ are linearly independent. Let $p$ denote the projection of the vector $b$ on $C(A)$, let $\bar{x}$ be the unique solution of

$$
\begin{equation*}
A \bar{x}=p \tag{2.9}
\end{equation*}
$$

1
2

$$
\begin{equation*}
A^{T} A \bar{x}=A^{T} b \tag{2.10}
\end{equation*}
$$

9 giving

$$
\bar{x}=\left(A^{T} A\right)^{-1} A^{T} b
$$

(The solution is unique because the columns of $A$ are linearly independent.) The vector $\bar{x}$ is called the least squares solution of (2.8). The vector $A \bar{x}=p$ is the closest vector to $b$ in $C(A)$, so that the value of $\|A \bar{x}-b\|$ is the smallest possible. The formula for $\bar{x}$ is derived next.

By the definition of projection, the vector $b-p$ is orthogonal to $C(A)$, implying that $b-p$ is orthogonal to all columns of $A$, or $b-p$ is orthogonal to all rows of $A^{T}$, so that

$$
A^{T}(b-p)=0
$$

Write this as $A^{T} p=A^{T} b$, and use (2.9) to obtain
since the matrix $A^{T} A$ is invertible, as is shown in Exercises.
The vector $\bar{x}$ is the unique solution of the system (2.10), known as the normal equations. The projection of $b$ on $C(A)$ is

$$
p=A \bar{x}=A\left(A^{T} A\right)^{-1} A^{T} b
$$

and the matrix $P=A\left(A^{T} A\right)^{-1} A^{T}$ projects any $b \in R^{m}$ on $C(A)$.
Example 3 The $3 \times 2$ system

$$
\begin{gathered}
2 x_{1}+x_{2}=3 \\
x_{1}-2 x_{2}=4 \\
0 x_{1}+0 x_{2}=1
\end{gathered}
$$

is clearly inconsistent. Intuitively, the best we can do is to solve the first two equations to obtain $x_{1}=2, x_{2}=-1$. Let us now apply the least squares method. Here $A=\left[\begin{array}{rr}2 & 1 \\ 1 & -2 \\ 0 & 0\end{array}\right], b=\left[\begin{array}{l}3 \\ 4 \\ 1\end{array}\right]$, and a calculation gives the least squares solution

$$
\bar{x}=\left(A^{T} A\right)^{-1} A^{T} b=\left[\begin{array}{cc}
\frac{1}{5} & 0 \\
0 & \frac{1}{5}
\end{array}\right]\left[\begin{array}{rrr}
2 & 1 & 0 \\
1 & -2 & 0
\end{array}\right]\left[\begin{array}{l}
3 \\
4 \\
1
\end{array}\right]=\left[\begin{array}{r}
2 \\
-1
\end{array}\right]
$$

1 The column space of $A$ consists of vectors in $R^{3}$ with the third component zero, and the projection of $b$ on $C(A)$ is

$$
p=A \bar{x}=\left[\begin{array}{rr}
2 & 1 \\
1 & -2 \\
0 & 0
\end{array}\right]\left[\begin{array}{r}
2 \\
-1
\end{array}\right]=\left[\begin{array}{l}
3 \\
4 \\
0
\end{array}\right],
$$

as expected.
5. Verify that the vectors $u_{1}=\frac{1}{\sqrt{2}}\left[\begin{array}{r}1 \\ -1\end{array}\right]$ and $u_{2}=\left[\begin{array}{l}1 / \sqrt{2} \\ 1 / \sqrt{2}\end{array}\right]$ form an 6 orthonormal basis of $R^{2}$. Then find the coordinates of the vectors $e_{1}=\left[\begin{array}{l}1 \\ 0\end{array}\right]$ and $e_{2}=\left[\begin{array}{l}0 \\ 1\end{array}\right]$ with respect to this basis $B=\left\{u_{1}, u_{2}\right\}$. Answer. $\left[e_{1}\right]_{B}=\left[\begin{array}{l}1 / \sqrt{2} \\ 1 / \sqrt{2}\end{array}\right],\left[e_{2}\right]_{B}=\left[\begin{array}{r}-1 / \sqrt{2} \\ 1 / \sqrt{2}\end{array}\right]$.
2. Verify that the vectors $u_{1}=\frac{1}{\sqrt{3}}\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right], u_{2}=\frac{1}{\sqrt{6}}\left[\begin{array}{r}1 \\ -2 \\ 1\end{array}\right], u_{3}=\frac{1}{\sqrt{2}}\left[\begin{array}{r}1 \\ 0 \\ -1\end{array}\right]$ form an orthonormal basis of $R^{3}$. Then find coordinates of the vectors $w_{1}=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right], w_{2}=\left[\begin{array}{r}-3 \\ 0 \\ 3\end{array}\right]$, and of the coordinate vector $e_{2}$, with respect to this basis $B=\left\{u_{1}, u_{2}, u_{3}\right\}$.
Answer. $\left[w_{1}\right]_{B}=\left[\begin{array}{c}\sqrt{3} \\ 0 \\ 0\end{array}\right],\left[w_{2}\right]_{B}=\left[\begin{array}{c}0 \\ 0 \\ -\frac{6}{\sqrt{2}}\end{array}\right],\left[e_{2}\right]_{B}=\left[\begin{array}{c}\frac{1}{\sqrt{3}} \\ -\frac{2}{\sqrt{6}} \\ 0\end{array}\right]$.
3. Let $v_{1}=\left[\begin{array}{r}2 \\ -1 \\ 2\end{array}\right], v_{2}=\left[\begin{array}{r}1 \\ 0 \\ -1\end{array}\right], b=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$, and $W=\operatorname{Span}\left\{v_{1}, v_{2}\right\}$.
a. Verify that the vectors $v_{1}$ and $v_{2}$ are orthogonal, and explain why these vectors form an orthogonal basis of $W$.
b. Calculate $\operatorname{Proj}_{W} b$. Does $b$ belong to $W$ ?
c. Calculate the coordinates of $w=\left[\begin{array}{r}1 \\ 1 \\ -5\end{array}\right]$ with respect to the basis $B=\left\{v_{1}, v_{2}\right\} . \quad$ Answer. $[w]_{B}=\left[\begin{array}{r}-1 \\ 3\end{array}\right]$.
d. Calculate $\operatorname{Proj}_{W} u$. Does $u$ belong to $W$ ?
e. Describe geometrically the subspace $W$.
f. Find $W^{\perp}$, the orthogonal complement of $W$, and describe it geometrically. 4. Let $u_{1}=\frac{1}{2}\left[\begin{array}{l}1 \\ 1 \\ 1 \\ 1\end{array}\right], u_{2}=\frac{1}{2}\left[\begin{array}{r}1 \\ 1 \\ -1 \\ -1\end{array}\right], u_{3}=\frac{1}{2}\left[\begin{array}{r}1 \\ -1 \\ -1 \\ 1\end{array}\right], b=\left[\begin{array}{r}2 \\ -1 \\ 0 \\ -2\end{array}\right]$, and $W=\operatorname{Span}\left\{u_{1}, u_{2}, u_{3}\right\}$.
a. Verify that the vectors $u_{1}, u_{2}, u_{3}$ are orthonormal, and explain why these vectors form an orthonormal basis of $W$.
b. Calculate $\operatorname{Proj}_{W} b$.
c. Does $b$ belong to $W$ ? If not, what is the point in $W$ that is closest to $b$ ?
d. What is the distance from $b$ to $W$ ?
5. Let $W$ be a subspace of $R^{n}$ of dimension $k$. Show that $\operatorname{dim} W^{\perp}=n-k$.
6. Let $W$ be a subspace of $R^{n}$. Show that $\left(W^{\perp}\right)^{\perp}=W$.
7. Let $q_{1}, q_{2}, \ldots, q_{k}$ be orthonormal vectors, and $a=a_{1} q_{1}+a_{2} q_{2}+\cdots+a_{k} q_{k}$ their linear combination. Justify the Pythagorean theorem

$$
\|a\|^{2}=a_{1}^{2}+a_{2}^{2}+\cdots+a_{k}^{2}
$$

Hint. $\|a\|^{2}=a \cdot a=a_{1}^{2} q_{1} \cdot q_{1}+a_{1} a_{2} q_{1} \cdot q_{2}+\cdots$.
8. Let $W$ be a subspace of $R^{n}$, and $b \notin W$. Show that $\operatorname{Proj}_{W} b$ gives the vector in $W$ that is closest to $b$.
Hint. Let $z$ be any vector in $W$. Then

$$
\begin{gathered}
\|b-z\|^{2}=\left\|\left(b-\operatorname{Proj}_{W} b\right)+\left(\operatorname{Proj}_{W} b-z\right)\right\|^{2} \\
=\left\|b-\operatorname{Proj}_{W} b\right\|^{2}+\left\|\operatorname{Proj}_{W} b-z\right\|^{2},
\end{gathered}
$$

22 by the Pythagorean theorem. (Observe that the vectors $b-\operatorname{Proj}_{W} b \in W^{\perp}$ and $\operatorname{Proj}_{W} b-z \in W$ are orthogonal.) Then $\|b-z\|^{2} \geq\left\|b-\operatorname{Proj}_{W} b\right\|^{2}$.

9 . Let $A$ be an $m \times n$ matrix with linearly independent columns. Show that the matrix $A^{T} A$ is square, invertible, and symmetric.

Hint. Assume that $A^{T} A x=0$ for some $x \in R^{n}$. Then $0=x^{T} A^{T} A x=$ $(A x)^{T} A x=\|A x\|^{2}$, so that $A x=0$. This implies that $x=0$, since the columns of $A$ are linearly independent. It follows that $A^{T} A$ is invertible.
10. Let $w_{1}, w_{2}, \ldots, w_{n}$ be vectors in $R^{m}$. The following $n \times n$ determinant

$$
G=\left|\begin{array}{cccc}
w_{1} \cdot w_{1} & w_{1} \cdot w_{2} & \ldots & w_{1} \cdot w_{n} \\
w_{2} \cdot w_{1} & w_{2} \cdot w_{2} & \ldots & w_{2} \cdot w_{n} \\
\ldots & \ldots & \ldots & \ldots \\
w_{n} \cdot w_{1} & w_{n} \cdot w_{2} & \ldots & w_{n} \cdot w_{n}
\end{array}\right|
$$

is called the Gram determinant or the Gramian.
a. Show that $w_{1}, w_{2}, \ldots, w_{n}$ are linearly dependent if and only if the Gramian $G=0$.
b. Let $A$ be an $m \times n$ matrix with linearly independent columns. Show again that the square matrix $A^{T} A$ is invertible and symmetric.

Hint. The determinant $\left|A^{T} A\right|$ is the Gramian of the columns of $A$.
11. Consider the system

$$
\begin{gathered}
2 x_{1}+x_{2}=3 \\
x_{1}-2 x_{2}=4 \\
2 x_{1}-x_{2}=-5 .
\end{gathered}
$$

a. Verify that this system is inconsistent.
b. Calculate the least squares solution. Answer. $\bar{x}_{1}=0, \bar{x}_{2}=0$.
c. Calculate the projection $p$ of the vector $b=\left[\begin{array}{r}3 \\ 4 \\ -5\end{array}\right]$ on the column space
${ }_{7} C(A)$ of the matrix of this system, and conclude that $b \in C(A)^{\perp}$.
Answer. $p=\left[\begin{array}{l}0 \\ 0 \\ 0\end{array}\right]$.

### 5.3 Gram-Schmidt Orthogonalization

A given set of linearly independent vectors $w_{1}, w_{2}, \ldots, w_{p}$ in $R^{n}$ forms a basis for the subspace $W$ that they span. It is desirable to have an orthogonal basis of the subspace $W=\operatorname{Span}\left\{w_{1}, w_{2}, \ldots, w_{p}\right\}$. With an orthogonal basis it is easy to calculate the coordinates of any vector $w \in W$, and if a vector $b$ is not in $W$, it is easy to calculate the projection of $b$ on $W$. Given an arbitrary basis of a subspace $W$, our goal is to produce an orthonormal basis spanning the same subspace $W$.

The Gram-Schmidt orthogonalization process produces an orthogonal basis $v_{1}, v_{2}, \ldots, v_{p}$ of the subspace $W=\operatorname{Span}\left\{w_{1}, w_{2}, \ldots, w_{p}\right\}$ as follows

$$
\begin{gathered}
v_{1}=w_{1} \\
v_{2}=w_{2}-\frac{w_{2} \cdot v_{1}}{\left\|v_{1}\right\|^{2}} v_{1} \\
v_{3}=w_{3}-\frac{w_{3} \cdot v_{1}}{\left\|v_{1}\right\|^{2}} v_{1}-\frac{w_{3} \cdot v_{2}}{\left\|v_{2}\right\|^{2}} v_{2} \\
\cdots \cdot \\
v_{p}=w_{p}-\frac{w_{p} \cdot v_{1}}{\left\|v_{1}\right\|^{2}} v_{1}-\frac{w_{p} \cdot v_{2}}{\left\|v_{2}\right\|^{2}} v_{2}-\cdots-\frac{w_{p} \cdot v_{p-1}}{\left\|v_{p-1}\right\|^{2}} v_{p-1}
\end{gathered}
$$

The first vector $w_{1}$ is included in the new basis as $v_{1}$. To obtain $v_{2}$, we subtract from $w_{2}$ its projection on $v_{1}$. It follows that $v_{2}$ is orthogonal to $v_{1}$. To obtain $v_{3}$, we subtract from $w_{3}$ its projection on the previously constructed vectors $v_{1}$ and $v_{2}$, in other words, we subtract from $w_{3}$ its projection on the subspace spanned by $v_{1}$ and $v_{2}$. By the definition of projection on a subspace and Theorem 5.2.2, $v_{3}$ is orthogonal to that subspace, and in particular, $v_{3}$ is orthogonal to $v_{1}$ and $v_{2}$. In general, to obtain $v_{p}$, we subtract from $w_{p}$ its projection on the previously constructed vectors $v_{1}, v_{2}, \ldots, v_{p-1}$. By the definition of projection on a subspace and Theorem 5.2.2, $v_{p}$ is orthogonal to $v_{1}, v_{2}, \ldots, v_{p-1}$.

The new vectors $v_{i}$ belong to the subspace $W$ because they are linear combinations of the old vectors $w_{i}$. The vectors $v_{1}, v_{2}, \ldots, v_{p}$ are linearly independent, because they form an orthogonal set, and since their number is $p$, they form a basis of $W$, an orthogonal basis of $W$.

Once the orthogonal basis $v_{1}, v_{2}, \ldots, v_{p}$ is constructed, one can obtain an orthonormal basis $u_{1}, u_{2}, \ldots, u_{p}$ by normalization, taking $u_{i}=\frac{v_{i}}{\left\|v_{i}\right\|}$.
${ }_{1}$ Example 1 Let $w_{1}=\left[\begin{array}{r}1 \\ -1 \\ -1 \\ 1\end{array}\right], w_{2}=\left[\begin{array}{r}1 \\ -2 \\ 2 \\ 3\end{array}\right], w_{3}=\left[\begin{array}{l}0 \\ 1 \\ 1 \\ 2\end{array}\right]$. It is easy 2 to check that these vectors are linearly independent, and hence they form a ${ }_{3}$ basis of $W=\operatorname{Span}\left\{w_{1}, w_{2}, w_{3}\right\}$. We now use the Gram-Schmidt process to 4 obtain an orthonormal basis of $W$.

5 Start with $v_{1}=w_{1}=\left[\begin{array}{r}1 \\ -1 \\ -1 \\ 1\end{array}\right]$. Calculate $\left\|v_{1}\right\|^{2}=\left\|w_{1}\right\|^{2}=4, w_{2} \cdot v_{1}=$
${ }_{6} w_{2} \cdot w_{1}=4$. Obtain

$$
v_{2}=w_{2}-\frac{w_{2} \cdot v_{1}}{\left\|v_{1}\right\|^{2}} v_{1}=w_{2}-\frac{4}{4} v_{1}=\left[\begin{array}{r}
1 \\
-2 \\
2 \\
3
\end{array}\right]-\left[\begin{array}{r}
1 \\
-1 \\
-1 \\
1
\end{array}\right]=\left[\begin{array}{r}
0 \\
-1 \\
3 \\
2
\end{array}\right] .
$$

${ }_{7}$ Next, $w_{3} \cdot v_{1}=0, w_{3} \cdot v_{2}=6,\left\|v_{2}\right\|^{2}=14$, and then

$$
\begin{gathered}
v_{3}=w_{3}-\frac{w_{3} \cdot v_{1}}{\left\|v_{1}\right\|^{2}} v_{1}-\frac{w_{3} \cdot v_{2}}{\left\|v_{2}\right\|^{2}} v_{2} \\
=w_{3}-0 \cdot v_{1}-\frac{6}{14} v_{2}=\left[\begin{array}{l}
0 \\
1 \\
1 \\
2
\end{array}\right]-\frac{3}{7}\left[\begin{array}{r}
0 \\
-1 \\
3 \\
2
\end{array}\right]=\left[\begin{array}{c}
0 \\
10 / 7 \\
-2 / 7 \\
8 / 7
\end{array}\right] .
\end{gathered}
$$

8 The orthogonal basis of $W$ is

$$
v_{1}=\left[\begin{array}{r}
1 \\
-1 \\
-1 \\
1
\end{array}\right], \quad v_{2}=\left[\begin{array}{r}
0 \\
-1 \\
3 \\
2
\end{array}\right], \quad v_{3}=\frac{1}{7}\left[\begin{array}{r}
0 \\
10 \\
-2 \\
8
\end{array}\right]
$$

9 Calculate $\left\|v_{1}\right\|=2,\left\|v_{2}\right\|=\sqrt{14},\left\|v_{3}\right\|=\frac{1}{7} \sqrt{168}$. The orthonormal basis of ${ }^{10} W$ is obtained by normalization:

$$
u_{1}=\frac{1}{2}\left[\begin{array}{r}
1 \\
-1 \\
-1 \\
1
\end{array}\right], u_{2}=\frac{1}{\sqrt{14}}\left[\begin{array}{r}
0 \\
-1 \\
3 \\
2
\end{array}\right], \quad u_{3}=\frac{1}{\sqrt{168}}\left[\begin{array}{r}
0 \\
10 \\
-2 \\
8
\end{array}\right] .
$$

### 5.3.1 QR Factorization

Let $A=\left[w_{1} w_{2} \ldots w_{n}\right]$ be an $m \times n$ matrix, and assume that its columns $w_{1}, w_{2}, \ldots, w_{n}$ are linearly independent. Then they form a basis of the column space $C(A)$. Applying Gram-Schmidt process to the columns of $A$ produces an orthonormal basis $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ of $C(A)$. Form an $m \times n$ matrix

$$
Q=\left[u_{1} u_{2} \ldots u_{n}\right],
$$

using these orthonormal columns.
Turning to matrix $R$, from the first line of Gram-Schmidt process express the vector $w_{1}$ as a multiple of $u_{1}$

$$
\begin{equation*}
w_{1}=r_{11} u_{1} \tag{3.1}
\end{equation*}
$$

with the coefficient denoted by $r_{11}\left(r_{11}=w_{1} \cdot u_{1}=\left\|w_{1}\right\|\right)$. From the second line of Gram-Schmidt process express $w_{2}$ as a linear combination of $v_{1}$ and $v_{2}$, and then of $u_{1}$ and $u_{2}$

$$
\begin{equation*}
w_{2}=r_{12} u_{1}+r_{22} u_{2} \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
A=Q R \tag{3.3}
\end{equation*}
$$

We now justify the formula (3.3) by comparing the corresponding columns of the matrices $A$ and $Q R$. The first column of $A$ is $w_{1}$, while the first column of $Q R$ is the product of $Q$ and the vector $\left[\begin{array}{c}r_{11} \\ 0 \\ \vdots \\ 0\end{array}\right]$ (the first column of
$R$ ), which gives $r_{11} u_{1}$, and by (3.1) the first columns are equal. The second
column of $A$ is $w_{2}$, while the second column of $Q R$ is the product of $Q$ and
the vector $\left[\begin{array}{c}r_{12} \\ r_{22} \\ \vdots \\ 0\end{array}\right]$ (the second column of $R$ ), which is $r_{12} u_{1}+r_{22} u_{2}$, and by (3.2) the second columns are equal. Similarly, all other columns are equal.

8 Example 2 Let us find the $Q R$ decomposition of

$$
A=\left[\begin{array}{rrr}
1 & 1 & 0 \\
-1 & -2 & 1 \\
-1 & 2 & 1 \\
1 & 3 & 2
\end{array}\right]
$$

9 The columns of $A$ are the vectors $w_{1}, w_{2}, w_{3}$ from Example 1 above. Therefore the matrix $Q=\left[u_{1} u_{2} u_{3}\right]$ has the orthonormal columns $u_{1}, u_{2}, u_{3}$ produced in Example 1. To obtain the entries of the matrix $R$, we "reverse" our calculations in Example 1, expressing $w_{1}, w_{2}, w_{3}$ first through $v_{1}, v_{2}, v_{3}$, and then through $u_{1}, u_{2}, u_{3}$. Recall that

$$
w_{1}=v_{1}=\left\|v_{1}\right\| u_{1}=2 u_{1},
$$

14 so that $r_{11}=2$. Similarly,

$$
w_{2}=v_{1}+v_{2}=\left\|v_{1}\right\| u_{1}+\left\|v_{2}\right\| u_{2}=2 u_{1}+\sqrt{14} u_{2},
$$

15

$$
w_{3}=0 v_{1}+\frac{3}{7} v_{2}+v_{3}=0 u_{1}+\frac{3}{7}\left\|v_{2}\right\| u_{2}+\left\|v_{3}\right\| u_{3}=0 u_{1}+\frac{3}{7} \sqrt{14} u_{2}+\frac{\sqrt{168}}{7} u_{3},
$$

16 so that $r_{13}=0, r_{23}=\frac{3}{7} \sqrt{14}, r_{33}=\frac{\sqrt{168}}{7}$. Then $R=\left[\begin{array}{rrc}2 & 2 & 0 \\ 0 & \sqrt{14} & \frac{3}{7} \sqrt{14} \\ 0 & 0 & \frac{\sqrt{168}}{7}\end{array}\right]$,

1 and the $Q R$ factorization is

$$
\left[\begin{array}{rrr}
1 & 1 & 0 \\
-1 & -2 & 1 \\
-1 & 2 & 1 \\
1 & 3 & 2
\end{array}\right]=\left[\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
-\frac{1}{2} & -\frac{1}{\sqrt{14}} & \frac{10}{\sqrt{168}} \\
-\frac{1}{2} & \frac{3}{\sqrt{14}} & -\frac{2}{\sqrt{168}} \\
\frac{1}{2} & \frac{2}{\sqrt{14}} & \frac{8}{\sqrt{168}}
\end{array}\right]\left[\begin{array}{ccc}
2 & 2 & 0 \\
0 & \sqrt{14} & \frac{3}{7} \sqrt{14} \\
0 & 0 & \frac{\sqrt{168}}{7}
\end{array}\right] .
$$

Since the vectors $u_{1}, u_{2}, u_{3}$ are orthonormal, one has (as mentioned 3 above)

$$
\begin{gathered}
w_{1}=\left(w_{1} \cdot u_{1}\right) u_{1} \\
w_{2}=\left(w_{2} \cdot u_{1}\right) u_{1}+\left(w_{2} \cdot u_{2}\right) u_{2} \\
w_{3}=\left(w_{3} \cdot u_{1}\right) u_{1}+\left(w_{3} \cdot u_{2}\right) u_{2}+\left(w_{3} \cdot u_{3}\right) u_{3} .
\end{gathered}
$$

4 Then

$$
R=\left[\begin{array}{ccc}
w_{1} \cdot u_{1} & w_{2} \cdot u_{1} & w_{3} \cdot u_{1} \\
0 & w_{2} \cdot u_{2} & w_{3} \cdot u_{2} \\
0 & 0 & w_{3} \cdot u_{3}
\end{array}\right]
$$

5 gives an alternative way to calculate $R$.

## 6 5.3.2 Orthogonal Matrices

${ }_{7}$ The matrix $Q=\left[u_{1} u_{2} \ldots u_{n}\right]$ in the $Q R$ decomposition has orthonormal
8 columns. If $Q$ is of size $m \times n$, its transpose $Q^{T}$ is an $n \times m$ matrix with the
9 rows $u_{1}^{T}, u_{2}^{T}, \ldots, u_{n}^{T}$, so that $Q^{T}=\left[\begin{array}{c}u_{1}^{T} \\ u_{2}^{T} \\ \vdots \\ u_{n}^{T}\end{array}\right]$. The product $Q^{T} Q$ is an $n \times n$
10 matrix, and we claim that ( $I$ is the $n \times n$ identity matrix)

$$
\begin{equation*}
Q^{T} Q=I \tag{3.4}
\end{equation*}
$$

${ }_{11}$ Indeed, the diagonal entries of the product

$$
Q^{T} Q=\left[\begin{array}{c}
u_{1}^{T} \\
u_{2}^{T} \\
\vdots \\
u_{n}^{T}
\end{array}\right]\left[\begin{array}{llll} 
& u_{1} u_{2} \ldots u_{n}
\end{array}\right]
$$

are $u_{i}^{T} u_{i}=u_{i} \cdot u_{i}=\left\|u_{i}\right\|^{2}=1$, while the off-diagonal entries are $u_{i}^{T} u_{j}=$ $u_{i} \cdot u_{j}=0$ for $i \neq j$.

A square $n \times n$ matrix with orthonormal columns is called orthogonal matrix. For orthogonal matrices the formula (3.4) implies that

$$
\begin{equation*}
Q^{T}=Q^{-1} \tag{3.5}
\end{equation*}
$$

Conversely, if the formula (3.5) holds, then $Q^{T} Q=I$ so that $Q$ has orthonormal columns. We conclude that matrix $Q$ is orthogonal if and only if (3.5) holds. The formula (3.5) provides an alternative definition of orthogonal matrices.

We claim that

$$
\|Q x\|=\|x\|,
$$

for any orthogonal matrix $Q$, and all $x \in R^{n}$. Indeed,

$$
\|Q x\|^{2}=Q x \cdot Q x=x \cdot Q^{T} Q x=x \cdot Q^{-1} Q x=x \cdot I x=\|x\|^{2} .
$$

Equating the determinants of both sides of (3.5), obtain $\left|Q^{T}\right|=\left|Q^{-1}\right|$, giving $|Q|=\frac{1}{|Q|}$ or $|Q|^{2}=1$, which implies that

$$
|Q|= \pm 1,
$$

for any orthogonal matrix $Q$.
A product of two orthogonal matrices $P$ and $Q$ is also an orthogonal matrix. Indeed, since $P^{T}=P^{-1}$ and $Q^{T}=Q^{-1}$, obtain

$$
(P Q)^{T}=Q^{T} P^{T}=Q^{-1} P^{-1}=(P Q)^{-1}
$$

proving that $P Q$ is orthogonal.
If $P$ is a $2 \times 2$ orthogonal matrix, it turns out that either $P=\left[\begin{array}{rr}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right]$
or $P=\left[\begin{array}{rr}\cos \theta & \sin \theta \\ \sin \theta & -\cos \theta\end{array}\right]$, for some number $\theta$. Indeed, let $P=\left[\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right]$ be

1 any orthogonal matrix. We know that the determinant $|P|=\alpha \delta-\beta \gamma= \pm 1$.
2 Let us assume first that $|P|=\alpha \delta-\beta \gamma=1$. Then

$$
P^{-1}=\frac{1}{\alpha \delta-\beta \gamma}\left[\begin{array}{rr}
\delta & -\beta \\
-\gamma & \alpha
\end{array}\right]=\left[\begin{array}{rr}
\delta & -\beta \\
-\gamma & \alpha
\end{array}\right],
$$

and also

$$
P^{T}=\left[\begin{array}{ll}
\alpha & \gamma \\
\beta & \delta
\end{array}\right]
$$

4 Since $P^{-1}=P^{T}$, it follows that $\delta=\alpha$ and $\beta=-\gamma$, so that $P=\left[\begin{array}{rr}\alpha & -\gamma \\ \gamma & \alpha\end{array}\right]$.
5 The columns of the orthogonal matrix $P$ are of unit length, so that $\alpha^{2}+\gamma^{2}=$
6 1. We can then find a number $\theta$ so that $\alpha=\cos \theta$ and $\gamma=\sin \theta$, and conclude
, that $P=\left[\begin{array}{rr}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right]$.
8 In the other case, when $|P|=-1$, observe that the product of two , orthogonal matrices $\left[\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right] P$ is an orthogonal matrix with determinant 10 equal to 1. By the above, $\left[\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right] P=\left[\begin{array}{rr}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right]$ for some $\theta$. ${ }_{11}$ Then, with $\theta=-\varphi$,

$$
\begin{gathered}
P=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right]^{-1}\left[\begin{array}{rr}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right]\left[\begin{array}{rr}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right] \\
=\left[\begin{array}{rr}
\cos \theta & -\sin \theta \\
-\sin \theta & -\cos \theta
\end{array}\right]=\left[\begin{array}{rr}
\cos \varphi & \sin \varphi \\
\sin \varphi & -\cos \varphi
\end{array}\right] .
\end{gathered}
$$

## Exercises

1. Use the Gram-Schmidt process to find an orthonormal basis for the
a. $w_{1}=\left[\begin{array}{l}1 \\ 0 \\ 1\end{array}\right], w_{2}=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$.
${ }^{7}$ Answer. $u_{1}=\left[\begin{array}{c}\frac{1}{\sqrt{2}} \\ 0 \\ \frac{1}{\sqrt{2}}\end{array}\right], u_{2}=\left[\begin{array}{l}0 \\ 1 \\ 0\end{array}\right]$.
b. $w_{1}=\left[\begin{array}{r}1 \\ -2 \\ 2\end{array}\right], w_{2}=\left[\begin{array}{r}-1 \\ 2 \\ 1\end{array}\right]$.
${ }_{2}$ Answer. $u_{1}=\frac{1}{3}\left[\begin{array}{r}1 \\ -2 \\ 2\end{array}\right], u_{2}=\frac{1}{3 \sqrt{5}}\left[\begin{array}{r}-2 \\ 4 \\ 5\end{array}\right]$.

3
c. $w_{1}=\left[\begin{array}{r}2 \\ 1 \\ -1 \\ 0\end{array}\right], w_{2}=\left[\begin{array}{r}3 \\ 2 \\ -4 \\ 1\end{array}\right], w_{3}=\left[\begin{array}{r}1 \\ 1 \\ 0 \\ -2\end{array}\right]$.

4 Answer. $u_{1}=\frac{1}{\sqrt{6}}\left[\begin{array}{r}2 \\ 1 \\ -1 \\ 0\end{array}\right], u_{2}=\frac{1}{\sqrt{6}}\left[\begin{array}{r}-1 \\ 0 \\ -2 \\ 1\end{array}\right], u_{3}=\frac{1}{2 \sqrt{3}}\left[\begin{array}{r}-1 \\ 1 \\ -1 \\ -3\end{array}\right]$.
$5 \quad$ d. $w_{1}=\left[\begin{array}{r}1 \\ 1 \\ -1 \\ -1\end{array}\right], w_{2}=\left[\begin{array}{l}1 \\ 0 \\ 0 \\ 1\end{array}\right], w_{3}=\left[\begin{array}{l}1 \\ 1 \\ 0 \\ 0\end{array}\right]$.
6 Answer. $u_{1}=\frac{1}{2}\left[\begin{array}{r}1 \\ 1 \\ -1 \\ -1\end{array}\right], u_{2}=\frac{1}{\sqrt{2}}\left[\begin{array}{l}1 \\ 0 \\ 0 \\ 1\end{array}\right], u_{3}=\frac{1}{\sqrt{2}}\left[\begin{array}{l}0 \\ 1 \\ 1 \\ 0\end{array}\right]$.
, e. $w_{1}=\left[\begin{array}{r}3 \\ -2 \\ 1 \\ 1 \\ -1\end{array}\right], w_{2}=\left[\begin{array}{r}-1 \\ 0 \\ 0 \\ 0 \\ 1\end{array}\right]$. Answer. $u_{1}=\frac{1}{4}\left[\begin{array}{r}3 \\ -2 \\ 1 \\ 1 \\ -1\end{array}\right], u_{2}=\frac{1}{4}\left[\begin{array}{r}-1 \\ -2 \\ 1 \\ 1 \\ 3\end{array}\right]$.
9 f. Let $W=\operatorname{Span}\left\{w_{1}, w_{2}\right\}$, where $w_{1}, w_{2} \in R^{5}$ are the vectors from the ${ }^{10}$ preceding exercise (e), and $b=\left[\begin{array}{r}1 \\ 0 \\ 1 \\ -1 \\ -1\end{array}\right]$. Find the projection $\operatorname{Proj}_{W} b$.
${ }_{11} \quad$ Answer. $\operatorname{Proj}_{W} b=u_{1}-u_{2}$.
12 2. Find an orthogonal basis for the null-space $N(A)$ of the following matri13 ces.

1 Hint. Find a basis of $N(A)$, then apply the Gram-Schmidt process.
a. $A=\left[\begin{array}{rrrr}0 & 2 & -1 & 0 \\ -2 & 1 & 2 & 1 \\ -2 & 3 & 1 & 1\end{array}\right]$.

3 Answer. $u_{1}=\frac{1}{\sqrt{5}}\left[\begin{array}{l}1 \\ 0 \\ 0 \\ 2\end{array}\right], u_{2}=\frac{1}{\sqrt{10}}\left[\begin{array}{r}2 \\ 1 \\ 2 \\ -1\end{array}\right]$.
${ }^{4} \quad$ b. $A=\left[\begin{array}{rrr}1 & -1 & 0 \\ 1 & 2 & -3\end{array}\right] . \quad$ Answer. $u_{1}=\frac{1}{\sqrt{3}}\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$.
5 c. $A=\left[\begin{array}{llll}1 & -1 & 0 & 1\end{array}\right]$.
6 Answer. $u_{1}=\frac{1}{\sqrt{2}}\left[\begin{array}{r}-1 \\ 0 \\ 0 \\ 1\end{array}\right], u_{2}=\left[\begin{array}{l}0 \\ 0 \\ 1 \\ 0\end{array}\right], u_{3}=\frac{1}{\sqrt{6}}\left[\begin{array}{l}1 \\ 2 \\ 0 \\ 1\end{array}\right]$.
7 3. Let $A=Q R$ be the $Q R$ decomposition of $A$.
8 a. Assume that $A$ is a non-singular square matrix. Show that $R$ is also 9 non-singular, and all of its diagonal entries are positive.

10
b. Show that $R=Q^{T} A$ (which gives an alternative way to calculate $R$ ).

11

12
a. $A=\left[\begin{array}{cc}3 & -1 \\ 4 & 0\end{array}\right]$.

13 Answer. $Q=\left[\begin{array}{cc}\frac{3}{5} & -\frac{4}{5} \\ \frac{4}{5} & \frac{3}{5}\end{array}\right], R=\left[\begin{array}{cc}w_{1} \cdot u_{1} & w_{2} \cdot u_{1} \\ 0 & w_{2} \cdot u_{2}\end{array}\right]=\left[\begin{array}{cc}5 & -\frac{3}{5} \\ 0 & \frac{4}{5}\end{array}\right]$.
${ }^{14} \quad$ b. $A=\left[\begin{array}{rr}2 & -1 \\ -1 & 1 \\ 2 & 0\end{array}\right]$.
${ }^{15}$ Answer. $Q=\left[\begin{array}{cc}\frac{2}{3} & -\frac{1}{3} \\ -\frac{1}{3} & \frac{2}{3} \\ \frac{2}{3} & \frac{2}{3}\end{array}\right], R=\left[\begin{array}{cc}3 & -1 \\ 0 & 1\end{array}\right]$.
c. $A=\left[\begin{array}{rr}1 & -1 \\ -1 & 1 \\ 1 & 0 \\ 1 & 2\end{array}\right]$.

2

3
Answer. $Q=\left[\begin{array}{cc}\frac{1}{2} & -\frac{1}{\sqrt{6}} \\ -\frac{1}{2} & \frac{1}{\sqrt{6}} \\ \frac{1}{2} & 0 \\ \frac{1}{2} & \frac{2}{\sqrt{6}}\end{array}\right], R=\left[\begin{array}{cc}2 & 0 \\ 0 & \sqrt{6}\end{array}\right]$.
4. d. $A=\left[\begin{array}{rrr}1 & 0 & 0 \\ -2 & 1 & 0 \\ 2 & 0 & 1\end{array}\right]$.

5 Answer. $Q=\left[\begin{array}{ccc}\frac{1}{3} & \frac{2}{3 \sqrt{5}} & -\frac{2}{\sqrt{5}} \\ -\frac{2}{3} & \frac{\sqrt{5}}{3} & 0 \\ \frac{2}{3} & \frac{4}{3 \sqrt{5}} & \frac{1}{\sqrt{5}}\end{array}\right], R=\left[\begin{array}{ccc}3 & -\frac{2}{3} & \frac{2}{3} \\ 0 & \frac{\sqrt{5}}{3} & \frac{4}{3 \sqrt{5}} \\ 0 & 0 & \frac{1}{\sqrt{5}}\end{array}\right]$.
6 $\quad$ e. $A=\left[\begin{array}{rrr}1 & 1 & -1 \\ -1 & 0 & -1 \\ -1 & -1 & 1 \\ 1 & 2 & -1\end{array}\right]$.
Answer. $Q=\left[\begin{array}{rrr}\frac{1}{2} & 0 & -\frac{1}{2} \\ -\frac{1}{2} & \frac{1}{\sqrt{2}} & -\frac{1}{2} \\ -\frac{1}{2} & 0 & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{\sqrt{2}} & \frac{1}{2}\end{array}\right], R=\left[\begin{array}{rrr}2 & 2 & -1 \\ 0 & \sqrt{2} & -\sqrt{2} \\ 0 & 0 & 1\end{array}\right]$.
8 5 . Let $Q$ be an orthogonal matrix.
9 a. Show that $Q^{T}$ is orthogonal.
10 b. Show that an orthogonal matrix has orthonormal rows.
11 c. Show that $Q^{-1}$ is orthogonal.
${ }^{12}$. Fill in the missing entries of the following $3 \times 3$ orthogonal matrix

$$
Q=\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & * \\
\sin \theta & \cos \theta & * \\
* & * & *
\end{array}\right] .
$$

13 7. a. If an orthogonal matrix $Q$ has a real eigenvalue $\lambda$ show that $\lambda= \pm 1$.

Hint. If $Q x=\lambda x$, then $\lambda^{2} x \cdot x=Q x \cdot Q x=x \cdot Q^{T} Q x$.
b. Give an example of an orthogonal matrix without real eigenvalues.
c. Describe all orthogonal matrices that are upper triangular.
8. The matrix $\left[\begin{array}{rrr}-1 & 1 & 1 \\ 1 & -1 & 1 \\ 1 & 1 & -1\end{array}\right]$ has eigenvalues $\lambda_{1}=\lambda_{2}=-2, \lambda_{3}=1$. Find an orthonormal basis of the eigenspace corresponding to $\lambda_{1}=\lambda_{2}=-2$.
9. For the factorization $A=Q R$ assume that $w_{1}, w_{2}, \ldots, w_{n}$ in $R^{m}$ are the columns of $A$, and $u_{1}, u_{2}, \ldots, u_{n}$ are the columns of $Q$. Show that

$$
R=\left[\begin{array}{ccccc}
w_{1} \cdot u_{1} & w_{2} \cdot u_{1} & w_{3} \cdot u_{1} & \ldots & w_{n} \cdot u_{1} \\
0 & w_{2} \cdot u_{2} & w_{3} \cdot u_{2} & \ldots & w_{n} \cdot u_{2} \\
0 & 0 & w_{3} \cdot u_{3} & \ldots & w_{n} \cdot u_{3} \\
& \ldots & & \ldots & \\
0 & 0 & 0 & \ldots & w_{n} \cdot u_{n}
\end{array}\right]
$$

10. Let $A$ be an $n \times n$ matrix, with mutually orthogonal columns $v_{1}, v_{2}, \ldots, v_{n}$. Show that

$$
\operatorname{det} A= \pm\left\|v_{1}\right\|\left\|v_{2}\right\| \cdots\left\|v_{n}\right\|
$$

Hint. Consider the $A=Q R$ decomposition, where $Q$ is an orthogonal matrix with $\operatorname{det} Q= \pm 1$. Observe that $R$ is a diagonal matrix with the diagonal entries $\left\|v_{1}\right\|,\left\|v_{2}\right\|, \ldots,\left\|v_{n}\right\|$.
11. a. Let $A$ be an $n \times n$ matrix, with linearly independent columns $a_{1}, a_{2}, \ldots, a_{n}$. Justify Hadamard's inequality

$$
|\operatorname{det} A| \leq\left\|a_{1}\right\|\left\|a_{2}\right\| \cdots\left\|a_{n}\right\|
$$

Hint. Consider the $A=Q R$ decomposition, where $Q$ is an orthogonal matrix with the orthonormal columns $q_{1}, q_{2}, \ldots, q_{n}$, and $r_{i j}$ are the entries of $R$. Then $a_{j}=r_{1 j} q_{1}+r_{2 j} q_{2}+\cdots+r_{j j} q_{j}$. By the Pythagorean theorem $\left\|a_{j}\right\|^{2}=r_{1 j}^{2}+r_{2 j}^{2}+\cdots+r_{j j}^{2} \geq r_{j j}^{2}$, so that $\left|r_{j j}\right| \leq\left\|a_{j}\right\|$. It follows that

$$
|\operatorname{det} A|=|\operatorname{det} Q||\operatorname{det} R|=1 \cdot\left(\left|r_{11}\right|\left|r_{22}\right| \cdots\left|r_{n n}\right|\right) \leq\left\|a _ { 1 } \left|\left\|| | a_{2}| | \cdots\right\| a_{n} \| .\right.\right.
$$

b. Give geometrical interpretation of Hadamard's inequality in case of three vectors $a_{1}, a_{2}, a_{3}$ in $R^{3}$.
Hint. In that case the matrix $A$ is of size $3 \times 3$, and $|\operatorname{det} A|$ gives the volume of the parallelepiped spanned by the vectors $a_{1}, a_{2}, a_{3}$ (by a property of triple products from Calculus), while the right hand side of Hadamard's inequality gives the volume of the rectangular parallelepiped (a box) with edges of the same length.

### 5.4 Linear Transformations

Suppose $A$ is an $m \times n$ matrix, $x \in R^{n}$. Then the product $A x$ defines a transformation of vectors $x \in R^{n}$ into the vectors $A x \in R^{m}$. Transformations often have geometrical significance as the following examples show.

Let $x=\left[\begin{array}{c}x_{1} \\ x_{2}\end{array}\right]$ be any vector in $R^{2}$. If $A=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$, then $A x=\left[\begin{array}{c}x_{1} \\ 0\end{array}\right]$, gives the projection of $x$ on the $x_{1}$-axis. For $B=\left[\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right], B x=\left[\begin{array}{r}x_{1} \\ -x_{2}\end{array}\right]$, provides the reflection of $x$ across the $x_{1}$-axis. If $C=\left[\begin{array}{rr}-2 & 0 \\ 0 & -2\end{array}\right]$, then $C x=\left[\begin{array}{l}-2 x_{1} \\ -2 x_{2}\end{array}\right]$, so that $x$ is transformed into a vector of the opposite direction, which is also stretched in length by a factor of 2 .

Suppose that we have a transformation (a function) taking each vector $x$ in $R^{n}$ into a unique vector $T(x)$ in $R^{m}$, with common notation $T(x): R^{n} \rightarrow$ $R^{m}$. We say that $T(x)$ is a linear transformation if for any vectors $u$ and $v$ in $R^{n}$ and any scalar $c$
(i) $\quad T(c u)=c T(u) \quad(T$ is homogeneous $)$
(ii) $T(u+v)=T(u)+T(v) \cdot(T$ is additive $)$

The property (ii) holds true for arbitrary number of vectors, as follows by applying it to two vectors at a time. Taking $c=0$ in (i), we see that $T(0)=0$ for any linear transformation. ( $T(x)$ takes the zero vector in $R^{n}$ into the zero vector in $R^{m}$.) It follows that in case $T(0) \neq 0$ the transformation $T(x)$ is not linear. For example, the transformation $T(x): R^{3} \rightarrow R^{2}$ given by $T\left(\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]\right)=\left[\begin{array}{c}2 x_{1}-x_{2}+5 x_{3} \\ x_{1}+x_{2}+1\end{array}\right]$ is not linear, because $T\left(\left[\begin{array}{l}0 \\ 0 \\ 0\end{array}\right]\right)=$ $\left[\begin{array}{l}0 \\ 1\end{array}\right]$, is not equal to the zero vector $\left[\begin{array}{l}0 \\ 0\end{array}\right]$.

If $A$ is any $m \times n$ matrix, and $x \in R^{n}$, then $T(x)=A x$ is a linear transformation from $R^{n}$ to $R^{m}$, since the properties (i) and (ii) clearly hold. The $2 \times 2$ matrices $A, B$ and $C$ above provided examples of linear transformations from $R^{2}$ to $R^{2}$.

It turns out that any linear transformation $T(x): R^{n} \rightarrow R^{m}$ can be

1 represented by a matrix. Indeed, let $e_{1}=\left[\begin{array}{c}1 \\ 0 \\ \vdots \\ 0\end{array}\right], e_{2}=\left[\begin{array}{c}0 \\ 1 \\ \vdots \\ 0\end{array}\right], \ldots, e_{n}=$ $2\left[\begin{array}{c}0 \\ 0 \\ \vdots \\ 1\end{array}\right]$ be the standard basis of $R^{n}$. Any $x=\left[\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{n}\end{array}\right]$ in $R^{n}$ can be written

$$
x=x_{1} e_{1}+x_{2} e_{2}+\cdots+x_{n} e_{n}
$$

${ }_{4}$ We assume that the vectors $T(x) \in R^{m}$ are also represented through their coordinates with respect to the standard basis in $R^{m}$. By linearity of the transformation $T(x)$

$$
\begin{equation*}
T(x)=x_{1} T\left(e_{1}\right)+x_{2} T\left(e_{2}\right)+\cdots+x_{n} T\left(e_{n}\right) \tag{4.1}
\end{equation*}
$$

7 Form the $m \times n$ matrix $A=\left[T\left(e_{1}\right) T\left(e_{2}\right) \ldots T\left(e_{n}\right)\right]$, by using the vectors ${ }_{8} T\left(e_{i}\right)$ 's as its columns. Then (4.1) implies that

$$
T(x)=A x
$$

9 by the definition of matrix product. One says that $A$ is the matrix of linear transformation $T(x)$.
Example 1 Let $T(x): R^{2} \rightarrow R^{2}$ be the rotation of any vector $x \in R^{2}$ by the angle $\theta$, counterclockwise. Clearly, this transformation is linear (it does not matter if you stretch a vector by a factor of $c$ and then rotate the result, or if the same vector is rotated first, and then is stretched). The standard basis in $R^{2}$ is $e_{1}=\left[\begin{array}{l}1 \\ 0\end{array}\right], e_{2}=\left[\begin{array}{l}0 \\ 1\end{array}\right] . T\left(e_{1}\right)$ is the rotation of $e_{1}$, which is a unit vector at the angle $\theta$ with the $x_{1}$-axis, so that $T\left(e_{1}\right)=\left[\begin{array}{c}\cos \theta \\ \sin \theta\end{array}\right]$. Similarly, $T\left(e_{2}\right)$ is a vector in the second quarter at the angle $\theta$ with the $x_{2}$-axis, so that $T\left(e_{2}\right)=\left[\begin{array}{r}-\sin \theta \\ \cos \theta\end{array}\right]$. Then

$$
A=\left[T\left(e_{1}\right) T\left(e_{2}\right)\right]=\left[\begin{array}{rr}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]
$$

the rotation matrix. Observe that this matrix is orthogonal. Conclusion: $T(x)=A x$, so that rotation can be performed through matrix multiplica-

1 tion. If $x=\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]$, then the vector

$$
\left[\begin{array}{rr}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]
$$

2 is the rotation of $x$ by the angle $\theta$, counterclockwise. If we take $\theta=\frac{\pi}{2}$, then
${ }^{3} \quad A=\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right]$, and

$$
\left[\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{r}
-x_{2} \\
x_{1}
\end{array}\right]
$$

4 is the rotation of $x=\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]$ by the angle $\frac{\pi}{2}$ counterclockwise.
5 Matrix representation of a linear transformation depends on the basis 6 used. For example, consider a new basis of $R^{2},\left\{e_{2}, e_{1}\right\}$, obtained by changing 7 the order of elements in the standard basis. Then the matrix of rotation in 8 the new basis is

$$
B=\left[T\left(e_{2}\right) T\left(e_{1}\right)\right]=\left[\begin{array}{rr}
-\sin \theta & \cos \theta \\
\cos \theta & \sin \theta
\end{array}\right]
$$

9 Example 2 Let $T(x): R^{3} \rightarrow R^{3}$ be rotation of any vector $x=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ around the $x_{3}$-axis by an angle $\theta$, counterclockwise.

It is straightforward to verify that $T(x)$ is a linear transformation. Let $e_{1}, e_{2}, e_{3}$ be the standard basis in $R^{3}$. Similarly to Example $1, T\left(e_{1}\right)=$ $\left[\begin{array}{c}\cos \theta \\ \sin \theta \\ 0\end{array}\right], T\left(e_{2}\right)=\left[\begin{array}{c}-\sin \theta \\ \cos \theta \\ 0\end{array}\right]$, because for vectors lying in the $x_{1} x_{2}$-plane ${ }_{14} T(x)$ is just a rotation in that plane. Clearly, $T\left(e_{3}\right)=e_{3}=\left[\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]$. Then 15 the matrix of this transformation is

$$
A=\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right]
$$

$$
\begin{equation*}
\operatorname{Proj}_{a} x=a \frac{a \cdot x}{\|a\|^{2}}=\frac{a a^{T} x}{\|a\|^{2}}=\frac{a a^{T}}{\|a\|^{2}} x \tag{4.2}
\end{equation*}
$$

Sometimes one can find the matrix of a linear transformation $T(x)$ without evaluating $T(x)$ on the elements of a basis. For example, fix a vector $a \in R^{n}$ and define $T(x)=\operatorname{Proj}_{a} x$, the projection of any vector $x \in R^{n}$ on $a$. It is straightforward to verify that $T(x)$ is a linear transformation. Recall that $\operatorname{Proj}_{a} x=\frac{x \cdot a}{\|a\|^{2}} a$, which we can rewrite as

Define an $n \times n$ matrix $P=\frac{a a^{T}}{\|a\|^{2}}$, the projection matrix. Then $\operatorname{Proj}{ }_{a} x=P x$.
Example 3 Let $a=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right] \in R^{3}$. Then the matrix that projects on the line through $a$ is

$$
P=\frac{1}{3}\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right]=\frac{1}{3}\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right]
$$

For any $x \in R^{3}, P x=\operatorname{Proj}_{a} x$.
We say that a linear transformation $T(x): R^{n} \rightarrow R^{n}$ has an eigenvector $x$, corresponding to the eigenvalue $\lambda$ if

$$
T(x)=\lambda x, \quad x \neq 0
$$

Theorem 5.4.1 Vector $x$ is an eigenvector of $T(x)$ if and only if it is an eigenvector of the corresponding matrix representation $A$ (with respect to any basis). The corresponding eigenvalues are the same.

Proof: Follows immediately from the relation $T(x)=A x$.
In Example 2, the vector $e_{3}$ is an eigenvector for both the rotation $T(x)$ and its $3 \times 3$ matrix $A$, corresponding to $\lambda=1$. For Example 3 , the vector $a$ is an eigenvector for both the projection on $a$ and its matrix $P$, corresponding to $\lambda=1$.

Suppose that we have a linear transformation $T_{1}(x): R^{n} \rightarrow R^{m}$ with the corresponding $m \times n$ matrix $A$, and a linear transformation $T_{2}(x): R^{m} \rightarrow R^{k}$ with the corresponding $k \times m$ matrix $B$, so that $T_{1}(x)=A x$ and $T_{2}(x)=B x$.
${ }_{1}$ It is straightforward to show that the composition $T_{2}\left(T_{1}(x)\right): R^{n} \rightarrow R^{k}$ is a linear transformation. We have

$$
T_{2}\left(T_{1}(x)\right)=B T_{1}(x)=B A x
$$

so that $k \times n$ product matrix $B A$ is the matrix of composition $T_{2}\left(T_{1}(x)\right)$.

4

## Exercises

5 1. Is the following map $T(x): R^{2} \rightarrow R^{3}$ a linear transformation? In case it 6 is a linear transformation, write down its matrix $A$.
a. $T\left(\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]\right)=\left[\begin{array}{c}2 x_{1}-x_{2} \\ x_{1}+x_{2}+1 \\ 3 x_{1}\end{array}\right]$.

8 Answer. No, $T(0) \neq 0$.

9
b. $T\left(\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]\right)=\left[\begin{array}{c}2 x_{1}-x_{2} \\ x_{1}+x_{2} \\ 0\end{array}\right]$.

Answer. Yes, $T(x)$ is both homogeneous and additive. $A=\left[\begin{array}{rr}2 & -1 \\ 1 & 1 \\ 0 & 0\end{array}\right]$.

11
c. $T\left(\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]\right)=\left[\begin{array}{c}-5 x_{2} \\ 2 x_{1}+x_{2} \\ 3 x_{1}-3 x_{2}\end{array}\right]$.

12 Answer. Yes. $A=\left[\begin{array}{rr}0 & -5 \\ 2 & 1 \\ 3 & -3\end{array}\right]$.

13
d. $T\left(\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]\right)=\left[\begin{array}{c}2 x_{1}-x_{2} \\ x_{1} \\ 3\end{array}\right]$.

14
Answer. No.
e. $T\left(\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]\right)=\left[\begin{array}{l}a x_{1}+b x_{2} \\ c x_{1}+d x_{2} \\ e x_{1}+f x_{2}\end{array}\right]$. Here $a, b, c, d, e, f$ are arbitrary scalars.
${ }^{1}$ Answer. Yes. $A=\left[\begin{array}{ll}a & b \\ c & d \\ e & f\end{array}\right]$.
2 f. $T\left(\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]\right)=\left[\begin{array}{c}x_{1} x_{2} \\ 0 \\ 0\end{array}\right]$.
3 Answer. No.
4 2. Determine the matrices of the following linear transformations.
5 a. $T\left(\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3} \\ x_{4}\end{array}\right]\right)=\left[\begin{array}{l}x_{4} \\ x_{3} \\ x_{2} \\ x_{1}\end{array}\right]$. Answer. $A=\left[\begin{array}{cccc}0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0\end{array}\right]$.
${ }^{6}$ b. $T\left(\left[\begin{array}{c}x_{1} \\ x_{2} \\ x_{3} \\ x_{4}\end{array}\right]\right)=\left[\begin{array}{c}x_{1}-2 x_{3}-x_{4} \\ -x_{1}+5 x_{2}+x_{3}-2 x_{4} \\ 5 x_{2}+2 x_{3}-4 x_{4}\end{array}\right]$. Answer. $A=\left[\begin{array}{rrrr}1 & 0 & -2 & -1 \\ -1 & 5 & 1 & -2 \\ 0 & 5 & 2 & -4\end{array}\right]$.
8 c. $T\left(\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]\right)=\left[\begin{array}{c}x_{1}+x_{2}-2 x_{3} \\ -2 x_{1}+3 x_{2}+x_{3} \\ 0 \\ 2 x_{1}+6 x_{2}-2 x_{3}\end{array}\right]$. Answer. $A=\left[\begin{array}{rrr}1 & 1 & -2 \\ -2 & 3 & 1 \\ 0 & 0 & 0 \\ 2 & 6 & -2\end{array}\right]$.

10
d. $T\left(\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]\right)=7 x_{1}+3 x_{2}-2 x_{3} . \quad$ Answer. $A=\left[\begin{array}{lll}7 & 3 & -2\end{array}\right]$.
e. $T(x)$ projects $x \in R^{3}$ on the $x_{1} x_{2}$-plane, then reflects the result with respect to the origin, and finally doubles the length.
Answer. $A=\left[\begin{array}{rrr}-2 & 0 & 0 \\ 0 & -2 & 0 \\ 0 & 0 & 0\end{array}\right]$.
14
15
16 Answer. $A=\left[\begin{array}{ccc}\cos \theta & -\sin \theta & 0 \\ \sin \theta & \cos \theta & 0 \\ 0 & 0 & 3\end{array}\right]$.
${ }_{7} \mathrm{~g}$. $T(x)$ reflects $x \in R^{3}$ with respect to the $x_{1} x_{3}$ plane, and then doubles
18 the length.
${ }^{1}$ Answer. $A=\left[\begin{array}{rrr}2 & 0 & 0 \\ 0 & -2 & 0 \\ 0 & 0 & 2\end{array}\right]$.
h. $T(x)$ projects $x \in R^{4}$ on the subspace spanned by $a=\left[\begin{array}{r}1 \\ -1 \\ 1 \\ -1\end{array}\right]$.

Hint. Use (4.2).
3. Show that the composition of two linear transformations is a linear transformation.
Hint. $T_{2}\left(T_{1}\left(x_{1}+x_{2}\right)\right)=T_{2}\left(T_{1}\left(x_{1}\right)+T_{1}\left(x_{2}\right)\right)=T_{2}\left(T_{1}\left(x_{1}\right)\right)+T_{2}\left(T_{1}\left(x_{2}\right)\right)$.
7 4. A linear transformation $T(u): R^{n} \rightarrow R^{m}$ is said to be one-to-one if
${ }_{8} T\left(u_{1}\right)=T\left(u_{2}\right)$ implies that $u_{1}=u_{2}$.
a. Show that $T(u)$ is one-to-one if and only if $T(u)=0$ implies that $u=0$.
b. Assume that $n>m$. Show that $T(u)$ cannot be one-to-one.

Hint. Represent $T(u)=A u$ with an $m \times n$ matrix $A$. The system $A u=0$ has non-trivial solutions.
5. A linear transformation $T(x): R^{n} \rightarrow R^{m}$ is said to be onto if for every $y \in R^{m}$ there is $x \in R^{n}$ such that $y=T(x)$. (So that $R^{m}$ is the range of $T(x)$.)
a. Let $A$ be matrix of $T(x)$. Show that $T(x)$ is onto if and only if rank $A=m$.
b. Assume that $m>n$. Show that $T(x)$ cannot be onto.
6. Assume that a linear transformation $T(x): R^{n} \rightarrow R^{n}$ has an invertible matrix $A$.
a. Show that $T(x)$ is both one-to-one and onto.
b. Show that for any $y \in R^{n}$ the equation $T(x)=y$ has a unique solution $x \in R^{n}$. The map $y \rightarrow x$ is called the inverse transformation, and is denoted by $x=T^{-1}(y)$.
c. Show that $T^{-1}(y)$ is a linear transformation.
7. A linear transformation $T(x): R^{3} \rightarrow R^{3}$ projects vector $x$ on $\left[\begin{array}{r}1 \\ 2 \\ -1\end{array}\right]$.
a. Is $T(x)$ one-to-one? (Or is it "many-to-one"?)
b. Is $T(x)$ onto?
c. Determine the matrix $A$ of this transformation. Hint. Use (4.2).
d. Calculate $N(A)$ and $C(A)$, and relate them to parts a and b.
8. Consider an orthogonal matrix $P=\left[\begin{array}{rr}\cos \theta & -\sin \theta \\ -\sin \theta & -\cos \theta\end{array}\right]$.
a. Show that $P^{-1}=P$ for any $\theta$.
b. Show that $P$ is the matrix of the following linear transformation: rotate $x \in R^{2}$ by an angle $\theta$ counterclockwise, then reflect the result with respect to $x_{1}$ axis.
c. Explain geometrically why $P P=I$.
d. Show that $P=\left[\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right]\left[\begin{array}{rr}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right]$, the product of the rotation matrix and the matrix representing reflection with respect to $x_{1}$ axis.
e. Let $Q$ be the matrix of the following linear transformation: reflect $x \in R^{2}$ with respect to $x_{1}$ axis, then rotate the result by an angle $\theta$ counterclockwise.
Show that $Q=\left[\begin{array}{rr}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right]\left[\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right]=\left[\begin{array}{rr}\cos \theta & \sin \theta \\ \sin \theta & -\cos \theta\end{array}\right]$.
f. Explain geometrically why $Q Q=I$.

### 5.5 Symmetric Transformations

$A$ square matrix $A$ is called symmetric if $A^{T}=A$. If $a_{i j}$ denote the entries of $A$, then symmetric matrices satisfy

$$
a_{i j}=a_{j i}, \text { for all } i \text { and } j
$$

(Symmetric off-diagonal elements are equal, while the diagonal elements are not restricted.) For example, the matrix $A=\left[\begin{array}{rrr}1 & 3 & -4 \\ 3 & -1 & 0 \\ -4 & 0 & 0\end{array}\right]$ is symmetric.

Symmetric matrices have a number of nice properties. For example,

$$
\begin{equation*}
A x \cdot y=x \cdot A y \tag{5.1}
\end{equation*}
$$

1 Indeed, by a property of inner product

$$
A x \cdot y=x \cdot A^{T} y=x \cdot A y .
$$

2 Theorem 5.5.1 All eigenvalues of a symmetric matrix $A$ are real, and eigenvectors corresponding to different eigenvalues are orthogonal.

4 Proof: Let us prove the orthogonality part first. Let $x \neq 0$ and $\lambda$ be an eigenvector-eigenvalue pair, so that

$$
\begin{equation*}
A x=\lambda x . \tag{5.2}
\end{equation*}
$$

$$
\begin{equation*}
A y=\mu y \tag{5.3}
\end{equation*}
$$

and assume that $\lambda \neq \mu$. Take inner product of both sides of (5.2) with $y$ :

$$
\begin{equation*}
A x \cdot y=\lambda x \cdot y \tag{5.4}
\end{equation*}
$$

8 Similarly, take the inner product of $x$ with both sides of (5.3):

$$
\begin{equation*}
x \cdot A y=\mu x \cdot y . \tag{5.5}
\end{equation*}
$$

From (5.4) subtract (5.5), and use (5.1)

$$
0=(\lambda-\mu) x \cdot y
$$

Since $\lambda-\mu \neq 0$, it follows that $x \cdot y=0$, proving that $x$ and $y$ are orthogonal.

Turning to all eigenvalues being real, assume that on the contrary $\lambda=$ $a+i b$, with $b \neq 0$, is a complex eigenvalue and $z=\left[\begin{array}{c}z_{1} \\ z_{2} \\ \vdots \\ z_{n}\end{array}\right]$ is a corresponding eigenvector with complex valued entries. By Theorem 4.2.2, $\bar{\lambda}=a-i b$ is also an eigenvalue, which is different from $\lambda=a+i b$, and $\bar{z}=\left[\begin{array}{c}\bar{z}_{1} \\ \bar{z}_{2} \\ \vdots \\ \bar{z}_{n}\end{array}\right]$ is a corresponding eigenvector. We just proved that $z \cdot \bar{z}=0$. In components

$$
z \cdot \bar{z}=z_{1} \bar{z}_{1}+z_{2} \bar{z}_{2}+\cdots+z_{n} \bar{z}_{n}=\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}+\cdots+\left|z_{n}\right|^{2}=0 .
$$

But then $z_{1}=z_{2}=\cdots=z_{n}=0$, so that $z$ is the zero vector, a contradiction, because an eigenvector cannot be the zero vector. It follows that all eigenvalues are real.

For the rest of this section $W$ will denote a subspace of $R^{n}$, of dimension $p$. Let $T(x): R^{n} \rightarrow R^{n}$ be a linear transformation. We say that $W$ is an invariant subspace of $T(x)$ if $T(x) \in W$, for any $x \in W$. In other words, $T(x)$ maps $W$ into itself, $T(x): W \rightarrow W$.

Observe that for an $n \times n$ matrix $A$, and any two coordinate vectors $e_{i}$ and $e_{j}$ in $R^{n}$, one has $A e_{j} \cdot e_{i}=(A)_{i j}$ - the $i, j$ entry of $A$.

A linear transformation $T(x): W \rightarrow W$ is called self-adjoint if

$$
T(x) \cdot y=x \cdot T(y), \text { for all } x, y \in W
$$

Using matrix representation $T(x)=A x$, relative to some basis $w_{1}, w_{2}, \ldots, w_{p}$ of $W$, we can write this definition as

$$
\begin{equation*}
A x \cdot y=x \cdot A y=A^{T} x \cdot y, \text { for all } x, y \in R^{p} \tag{5.6}
\end{equation*}
$$

If $A$ is symmetric, so that $A=A^{T}$, then (5.6) holds and $T(x)$ is self-adjoint. Conversely, if $T(x)$ is self-adjoint, then (5.6) holds. Taking $x=e_{j} \in R^{p}$ and $y=e_{i} \in R^{p}$ in (5.6) gives $(A)_{i j}=\left(A^{T}\right)_{i j}$, so that $A=A^{T}$, and $A$ is symmetric. We conclude that a linear transformation $T(x)$ is self-adjoint if and only if its matrix (in any basis) $A$ is symmetric.

Theorem 5.5.2 A self-adjoint transformation $T(x): W \rightarrow W$ has at least one eigenvector $x \in W$.

Proof: Let symmetric matrix $A$ be a matrix representation of $T(x)$ on $W$. Eigenvalues of $A$ are the roots of its characteristic equation, and by the fundamental theorem of algebra there is at least one root. Since $A$ is symmetric that root is real, and the corresponding eigenvector has real entries. By Theorem 5.4.1, $T(x)$ has the same eigenvector.

The following theorem describes one of the central facts of Linear Algebra.

Theorem 5.5.3 Any symmetric $n \times n$ matrix $A$ has a complete set of $n$ mutually orthogonal eigenvectors.

Proof: Consider the self-adjoint transformation $T(x)=A x: R^{n} \rightarrow R^{n}$. By the preceding theorem, $T(x)$ has an eigenvector, denoted by $f_{1}$, and
let $\lambda_{1}$ be the corresponding eigenvalue. By Theorem 5.4.1, $A f_{1}=\lambda_{1} f_{1}$. Consider the ( $n-1$ )-dimensional subspace $W=f_{1}^{\perp}$, consisting of $x \in R^{n}$ such that $x \cdot f_{1}=0$ ( $W$ is the orthogonal complement of $f_{1}$ ). We claim that for any $x \in W$, one has $T(x) \cdot f_{1}=0$, so that $T(x) \in W$, and $W$ is an invariant subspace of $T(x)$. Indeed,

$$
T(x) \cdot f_{1}=A x \cdot f_{1}=x \cdot A f_{1}=\lambda_{1} x \cdot f_{1}=0 .
$$

We now restrict $T(x)$ to the subspace $W, T(x): W \rightarrow W$. Clearly, $T(x)$ is self-adjoint on $W$. By the preceding theorem $T(x)$ has an eigenvector $f_{2}$ on $W$, and by its construction $f_{2}$ is orthogonal to $f_{1}$. Then we restrict $T(x)$ to the $(n-2)$-dimensional subspace $W_{1}=f_{2}^{\perp}$, the orthogonal complement of $f_{2}$ in $W$. Similarly to the above, one shows that $W_{1}$ is an invariant subspace of $T(x)$, so that $T(x)$ has an eigenvector $f_{3} \in W_{1}$, which by its construction is orthogonal to both $f_{1}$ and $f_{2}$. Continuing this process, we obtain an orthogonal set of eigenvectors $f_{1}, f_{2}, \ldots, f_{n}$ of $T(x)$, which by Theorem 5.4.1 are eigenvectors of $A$ too.

Was it necessary to replace the matrix $A$ by its "abstract" version $T(x)$ ? Yes. Any matrix representation of $T(x)$ on $W$ is of size $(n-1) \times(n-1)$, and definitely is not equal to $A$. The above process does not work for $A$.

Since symmetric matrices have a complete set of eigenvectors they are diagonalizable.

Theorem 5.5.4 Let $A$ be a symmetric matrix. There is an orthogonal matrix $P$ so that

$$
\begin{equation*}
P^{-1} A P=D . \tag{5.7}
\end{equation*}
$$

The entries of the diagonal matrix $D$ are the eigenvalues of $A$, while the columns of $P$ are the corresponding normalized eigenvectors.

Proof: By the preceding theorem, $A$ has a complete orthogonal set of eigenvectors. Normalize these eigenvectors of $A$, and use them as columns of the diagonalizing matrix $P$. The columns of $P$ are orthonormal, so that $P$ is an orthogonal matrix.

Recall that one can rewrite (5.7) as $A=P D P^{-1}$. Since $P$ is orthogonal, $P^{-1}=P^{T}$, and both of these relations can be further rewritten as $P^{T} A P=$ $D$, and

$$
\begin{equation*}
A=P D P^{T} \tag{5.8}
\end{equation*}
$$

${ }_{1}$ Example The matrix $A=\left[\begin{array}{rr}0 & -2 \\ -2 & 3\end{array}\right]$ is symmetric. It has an eigenvalue $\lambda_{1}=4$ with the corresponding normalized eigenvector $\frac{1}{\sqrt{5}}\left[\begin{array}{r}-1 \\ 2\end{array}\right]$, and an eigenvalue $\lambda_{2}=-1$ with the corresponding normalized eigenvector $\frac{1}{\sqrt{5}}\left[\begin{array}{l}2 \\ 1\end{array}\right]$, Then $P=\frac{1}{\sqrt{5}}\left[\begin{array}{rr}-1 & 2 \\ 2 & 1\end{array}\right]$ is the orthogonal diagonalizing matrix. A calculation shows that $P^{-1}=\frac{1}{\sqrt{5}}\left[\begin{array}{rr}-1 & 2 \\ 2 & 1\end{array}\right]$ (this is a very rare example of a matrix equal to its inverse). The formula (5.7) becomes

$$
\frac{1}{\sqrt{5}}\left[\begin{array}{rr}
-1 & 2 \\
2 & 1
\end{array}\right]\left[\begin{array}{rr}
0 & -2 \\
-2 & 3
\end{array}\right] \frac{1}{\sqrt{5}}\left[\begin{array}{rr}
-1 & 2 \\
2 & 1
\end{array}\right]=\left[\begin{array}{rr}
4 & 0 \\
0 & -1
\end{array}\right] .
$$
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$$
\begin{equation*}
A x \cdot x>0, \text { for all } x \neq 0\left(x \in R^{n}\right) \tag{5.9}
\end{equation*}
$$

Proof: If $A$ is positive definite, then $A=P D P^{T}$ by (5.8), where the matrix $P$ is orthogonal, and the diagonal matrix $D=\left[\begin{array}{cccc}\lambda_{1} & 0 & \ldots & 0 \\ 0 & \lambda_{2} & \ldots & 0 \\ \vdots & \vdots & & \vdots \\ 0 & 0 & \ldots & \lambda_{n}\end{array}\right]$ has positive diagonal entries. For any $x \neq 0$, consider the vector $y=P^{T} x$, $y=\left[\begin{array}{c}y_{1} \\ y_{2} \\ \vdots \\ y_{n}\end{array}\right]$. Observe that $y \neq 0$, for otherwise $P^{T} x=0$, or $P^{-1} x=0$, so that $x=P 0=0$, a contradiction. Then for any $x \neq 0$ $A x \cdot x=P D P^{T} x \cdot x=D P^{T} x \cdot P^{T} x=D y \cdot y=\lambda_{1} y_{1}^{2}+\lambda_{2} y_{2}^{2}+\cdots+\lambda_{n} y_{n}^{2}>0$.

Conversely, assume that (5.9) holds, while $\lambda$ and $x \neq 0$ is an eigenvalueeigenvector pair:

$$
A x=\lambda x .
$$

1

Taking inner product of both sides with $x$, gives $A x \cdot x=\lambda\|x\|^{2}$, so that

$$
\lambda=\frac{A x \cdot x}{\|x\|^{2}}>0
$$

proving that all eigenvalues are positive, so that $A$ is positive definite.
The formula (5.9) provides an alternative definition of positive definite matrices, which is often more convenient to use. Similarly, a symmetric matrix is positive semi-definite if and only if $A x \cdot x \geq 0$, for all $x \in R^{n}$.

Write a positive definite matrix $A$ in the form

$$
A=P D P^{T}=P\left[\begin{array}{cccc}
\lambda_{1} & 0 & \ldots & 0 \\
0 & \lambda_{2} & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & \lambda_{n}
\end{array}\right] P^{T}
$$

One can define square root of $A$ as follows

$$
\sqrt{A}=P\left[\begin{array}{cccc}
\sqrt{\lambda_{1}} & 0 & \cdots & 0 \\
0 & \sqrt{\lambda_{2}} & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & \sqrt{\lambda_{n}}
\end{array}\right] P^{T}
$$

using that all eigenvalues are positive. It follows that $(\sqrt{A})^{2}=A$, by squaring the diagonal entries. (Other choices for $\sqrt{A}$ can be obtained replacing $\sqrt{\lambda_{i}}$ by $\pm \sqrt{\lambda_{i}}$.)

If $A$ is any non-singular $n \times n$ matrix (not necessarily symmetric), then the matrix $A^{T} A$ is positive definite. Indeed, $\left(A^{T} A\right)^{T}=A^{T}\left(A^{T}\right)^{T}=A^{T} A$, so that this matrix is symmetric, and for any vector $x \neq 0\left(x \in R^{n}\right)$

$$
A^{T} A x \cdot x=A x \cdot\left(A^{T}\right)^{T} x=A x \cdot A x=\|A x\|^{2}>0
$$

because $A x \neq 0$ (if $A x=0$, then $x=A^{-1} 0=0$, contrary to $x \neq 0$ ). By Theorem 5.5.5, the matrix $A^{T} A$ is positive definite. Let now $A$ be an $m \times n$ matrix. Then $A^{T} A$ is a square $n \times n$ matrix, and a similar argument shows that $A^{T} A$ is symmetric and positive semidefinite.

$$
\begin{equation*}
\|A x\|^{2}=\lambda \tag{5.11}
\end{equation*}
$$

justifying the second claim. For the final claim, we are given that $A^{T} A x_{2}=$ $\lambda_{2} x_{2}$ for some number $\lambda_{2}$ and non-zero vector $x_{2} \in R^{n}$, and moreover that $x_{1} \cdot x_{2}=0$. Then

$$
A x_{1} \cdot A x_{2}=x_{1} \cdot A^{T} A x_{2}=\lambda_{2} x_{1} \cdot x_{2}=0
$$

proving the orthogonality of $A x_{1}$ and $A x_{2}$.

$$
A=Q_{1}\left[\begin{array}{rr}
\sigma_{1} & 0  \tag{5.12}\\
0 & \sigma_{2} \\
0 & 0
\end{array}\right] Q_{2}^{T} .
$$

Indeed, since $Q^{T}=Q^{-1}$ for orthogonal matrices, it suffices to justify an equivalent formula

$$
Q_{1}^{T} A Q_{2}=\left[\begin{array}{rr}
\sigma_{1} & 0  \tag{5.13}\\
0 & \sigma_{2} \\
0 & 0
\end{array}\right]
$$

The $i, j$ entry on the left is (here $1 \leq i \leq 3,1 \leq j \leq 2$ )

$$
q_{i}^{T} A x_{j}=\sigma_{j} q_{i}^{T} q_{j}
$$

which is equal to $\sigma_{1}$ if $i=j=1$, it is equal to $\sigma_{2}$ if $i=j=2$, and to zero for all other $i, j$. The matrix on the right in (5.13) has the same entries. Thus (5.12) is justified.

Let us now consider the case when $\sigma_{1}=A x_{1} \neq 0$, but $A x_{2}=0$. Define $q_{1}=\frac{A x_{1}}{\sigma_{1}}$, as above. Form a $3 \times 3$ orthogonal matrix $Q_{1}=\left[q_{1} q_{2} q_{3}\right]$, where $q_{2}$ and $q_{2}$ are chosen to be orthonormal vectors that are both perpendicular to $q_{1}$. With $Q_{2}=\left[x_{1} x_{2}\right]$, as above, we claim that

$$
A=Q_{1}\left[\begin{array}{rr}
\sigma_{1} & 0 \\
0 & 0 \\
0 & 0
\end{array}\right] Q_{2}^{T} .
$$

Indeed, in the equivalent formula (5.13) the $i, 2$ element is now

$$
q_{i}^{T} A x_{2}=0
$$

so that all elements of the second column are zero.
We now consider general $m \times n$ matrices that map $R^{n} \rightarrow R^{m}$. If $x_{1}, x_{2}, \ldots, x_{n}$ are orthonormal eigenvectors of $A^{T} A$, define an $n \times n$ orthogonal matrix $Q_{2}=\left[x_{1} x_{2} \ldots x_{n}\right]$. Assume that there are exactly $r \leq n$ positive singular values $\sigma_{1}=A x_{1}, \sigma_{2}=A x_{2}, \ldots, \sigma_{r}=A x_{r}$ (which means that in case $r<n$ one has $A x_{i}=0$ for $\left.i>r\right)$. Define $q_{1}=\frac{A x_{1}}{\sigma_{1}}, \ldots, q_{r}=\frac{A x_{r}}{\sigma_{r}}$. These vectors are mutually orthogonal by Lemma 5.5.1. If $r=m$ these vectors form a basis of $R^{m}$. If $r<m$, we augment these vectors with $m-r$ orthonormal vectors to obtain an orthonormal basis $q_{1}, q_{2}, \ldots, q_{m}$ in $R^{m}$. (The case $r>m$ is not possible, since the $r$ vectors $q_{i} \in R^{m}$ are linearly independent.) Define an $m \times m$ orthogonal matrix $Q_{1}=\left[q_{1} q_{2} \ldots q_{m}\right]$. As above,

$$
A=Q_{1} \Sigma Q_{2}^{T}
$$

where $\Sigma$ is an $m \times n$ diagonal matrix with $r$ positive diagonal entries $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{r}$, and the rest of the diagonal entries of $\Sigma$ are zero. It is customary to arrange singular values in decreasing order $\sigma_{1} \geq \sigma_{2} \geq \cdots \sigma_{r}>0$.

Singular value decomposition is useful in image processing. Suppose that a spaceship is taking a picture on the planet Jupiter, and encodes it, pixel by pixel, in a large $m \times n$ matrix $A$. Assume that $A$ has $r$ positive singular values ( $r$ may be smaller than $m$ and $n$ ). Observe that

$$
A=Q_{1} \Sigma Q_{2}^{T}=\sigma_{1} q_{1} x_{1}^{T}+\sigma_{2} q_{2} x_{2}^{T}+\cdots+\sigma_{r} q_{r} x_{r}^{T}
$$

which is similar to the spectral decomposition of square matrices considered in Exercises. Then it is sufficient to send to the Earth $2 r$ vectors, $x_{i}$ 's and $q_{i}$ 's, and $r$ positive singular values $\sigma_{i}$.
${ }^{17}$ Answer. $P=\left[\begin{array}{rrr}-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\ 0 & 0 & 1\end{array}\right], D=\left[\begin{array}{rrr}-2 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 5\end{array}\right]$, not p.d.
d. $A=\left[\begin{array}{rrr}2 & -1 & 1 \\ -1 & 2 & -1 \\ 1 & -1 & 2\end{array}\right]$.

9 Answer. $P=\left[\begin{array}{rrr}\frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ -\frac{1}{\sqrt{3}} & 0 & \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{2}} & 0\end{array}\right], D=\left[\begin{array}{lll}4 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$, p.d.
5. Let an $n \times n$ matrix $A$ be skew-symmetric, so that $A^{T}=-A$.
a. Show that each eigenvalue is either zero or purely imaginary number.

Hint. If $A x=\lambda x$ and $\lambda$ is real, then $x \cdot x>0$ and $\lambda x \cdot x=A x \cdot x=x \cdot A^{T} x=$ ${ }^{23}-x \cdot A x=-\lambda x \cdot x$, so that $\lambda=0$. If $A z=\lambda z$ and $\lambda$ is complex, then $A \bar{z}=\bar{\lambda} \bar{z}$
and $z \cdot \bar{z}>0$. Obtain $\lambda z \cdot \bar{z}=A z \cdot \bar{z}=z \cdot A^{T} \bar{z}=-z \cdot A \bar{z}=-\bar{\lambda} z \cdot \bar{z}$, so that $\lambda=-\bar{\lambda}$.

4 Hint. What is $|A|$ ?
5 c. Show that the matrix $I+A$ is non-singular.
6 Hint. What are the eigenvalues of this matrix?
7 d. Show that the matrix $(I-A)(I+A)^{-1}$ is orthogonal.
8 6 . Given an arbitrary square matrix $A$, show that the matrix $A^{T} A+I$ is - positive definite.
7. Assume that a matrix $A$ is symmetric and invertible. Show that $A^{-1}$ is 1 symmetric.

2 8. Let

$$
\begin{equation*}
A=\lambda_{1} u_{1} u_{1}^{T}+\lambda_{2} u_{2} u_{2}^{T}+\cdots+\lambda_{n} u_{n} u_{n}^{T} \tag{5.14}
\end{equation*}
$$

where the vectors $u_{1}, u_{2}, \ldots, u_{n} \in R^{n}$ form an orthonormal set, and $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are real numbers, not necessarily different.
a. Show that $A$ is an $n \times n$ symmetric matrix.
b. Show that $u_{1}, u_{2}, \ldots, u_{n} \in R^{n}$ are the eigenvectors of $A$, and $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the corresponding eigenvalues of $A$.

ร. For any $x \in R^{n}$ show that

$$
A x=\lambda_{1} \operatorname{Proj}_{u_{1}} x+\lambda_{2} \operatorname{Proj}_{u_{2}} x+\cdots+\lambda_{n} \operatorname{Proj}_{u_{n}} x .
$$

9 (The formula (5.14) is known as the spectral decomposition of $A$, and the

Hint. Let $x=e_{1}$, then $A x \cdot x=-5$.
b. Show that all diagonal entries of a positive definite matrix are positive.

Hint. $0<A e_{k} \cdot e_{k}=a_{k k}$.
10. Assume that a matrix $A$ is positive definite, and $S$ is a non-singular matrix of the same size. Show that the matrix $S^{T} A S$ is positive definite.
11. Let $A=\left[a_{i j}\right]$ and $U=\left[u_{i j}\right]$ be positive definite $n \times n$ matrices. Show that $\sum_{i, j=1}^{n} a_{i j} u_{i j}>0$.
Hint. Diagonalize $A=P D P^{-1}$, where the entries of the diagonal matrix $D$ are the positive eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ of $A$. Let $V=P U P^{-1}$. The matrix $V=\left[v_{i j}\right]$ is positive definite, and hence its diagonal entries are positive, $v_{i i}>0$. Since similar matrices have the same trace, obtain: $\sum_{i, j=1}^{n} a_{i j} u_{i j}=\operatorname{tr}(A U)=\operatorname{tr}\left(P A U P^{-1}\right)=\operatorname{tr}\left(P A P^{-1} P U P^{-1}\right)=$ $\operatorname{tr}(D V)=\lambda_{1} v_{11}+\lambda_{2} v_{22}+\cdots+\lambda_{n} v_{n n}>0$.
12. Calculate the singular value decomposition of $A=\left[\begin{array}{rl}2 & -4 \\ -2 & -8 \\ 1 & -8\end{array}\right]$.

Answer. $A=\left[\begin{array}{rrr}1 / 3 & 2 / 3 & 2 / 3 \\ 2 / 3 & -2 / 3 & 1 / 3 \\ 2 / 3 & 1 / 3 & -2 / 3\end{array}\right]\left[\begin{array}{rr}12 & 0 \\ 0 & 3 \\ 0 & 0\end{array}\right]\left[\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right]^{T}$.

### 5.6 Quadratic Forms

All terms of the function $f\left(x_{1}, x_{2}\right)=x_{1}^{2}-3 x_{1} x_{2}+5 x_{2}^{2}$ are quadratic in its variables $x_{1}$ and $x_{2}$, giving an example of a quadratic form. If $x=\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]$ and $A=\left[\begin{array}{rr}1 & -\frac{3}{2} \\ -\frac{3}{2} & 5\end{array}\right]$, it is easy to verify that

$$
f\left(x_{1}, x_{2}\right)=A x \cdot x .
$$

This symmetric matrix $A$ is called the matrix of the quadratic form $f\left(x_{1}, x_{2}\right)$. The quadratic form $g\left(x_{1}, x_{2}\right)=x_{1}^{2}+5 x_{2}^{2}$ involves only a sum of squares. Its matrix is diagonal $\left[\begin{array}{ll}1 & 0 \\ 0 & 5\end{array}\right]$. Such quadratic forms are easier to analyze.
For example, the equation

$$
x_{1}^{2}+5 x_{2}^{2}=1
$$

defines an ellipse in the $x_{1} x_{2}$-plane, with the principal axes going along the $x_{1}$ and $x_{2}$ axes. We shall see in this section that the graph of

$$
x_{1}^{2}-3 x_{1} x_{2}+5 x_{2}^{2}=1
$$

12
is also an ellipse, with rotated principal axes.
2 In general, given a symmetric $n \times n$ matrix $A$ and $x=\left[\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{n}\end{array}\right]_{n} \in R^{n}$, gives the component $i$ of $A x$, and then

$$
A x \cdot x=\sum_{i=1}^{n} x_{i} \sum_{j=1}^{n} a_{i j} x_{j}=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} x_{i} x_{j}
$$

This sum is equal to $\sum_{j=1}^{n} \sum_{i=1}^{n} a_{i j} x_{i} x_{j}$, and one often writes $A x \cdot x=\sum_{i, j=1}^{n} a_{i j} x_{i} x_{j}$, meaning double summation in any order. If a quadratic form includes a term $k x_{i} x_{j}$, with the coefficient $k$, then its matrix $A$ has the entries $a_{i j}=a_{j i}=\frac{k}{2}$, so that $A$ is symmetric.

A quadratic form is called positive definite if its matrix $A$ is positive definite, which implies that $A x \cdot x>0$ for all $x \neq 0$ by Theorem 5.5.5.

Example 1 Consider the quadratic form

$$
A x \cdot x=x_{1}^{2}+2 x_{2}^{2}+3 x_{3}^{2}-2 x_{1} x_{2}+2 x_{2} x_{3}
$$

where $\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right] \in R^{3}$. The matrix of this form is $A=\left[\begin{array}{rrr}1 & -1 & 0 \\ -1 & 2 & 1 \\ 0 & 1 & 3\end{array}\right]$. To see if $A$ is positive definite, let us calculate its eigenvalues. Expanding the characteristic polynomial $|A-\lambda I|$ in the first row, gives the characteristic equation

$$
\lambda^{3}-6 \lambda^{2}+9 \lambda-2=0
$$

Guessing a root, $\lambda_{1}=2$, allows one to factor the characteristic equation:

$$
(\lambda-2)\left(\lambda^{2}-4 \lambda+1\right)=0
$$

so that $\lambda_{2}=2-\sqrt{3}$ and $\lambda_{3}=2+\sqrt{3}$. All eigenvalues are positive, therefore $A$ is positive definite. By Theorem 5.5.5, $A x \cdot x>0$ for all $x \neq 0$, which is the same as saying that

$$
x_{1}^{2}+2 x_{2}^{2}+3 x_{3}^{2}-2 x_{1} x_{2}+2 x_{2} x_{3}>0
$$

$$
D=\left[\begin{array}{cccc}
\lambda_{1} & 0 & \ldots & 0  \tag{6.1}\\
0 & \lambda_{2} & \ldots & 0 \\
\vdots & \vdots & \ldots & \vdots \\
0 & 0 & \ldots & \lambda_{n}
\end{array}\right]
$$

the corresponding quadratic form

$$
D x \cdot x=\lambda_{1} x_{1}^{2}+\lambda_{2} x_{2}^{2}+\cdots+\lambda_{n} x_{n}^{2} .
$$

is a sum of squares. In fact, a quadratic form is a sum of squares if and only if its matrix is diagonal.

It is often advantageous to make a change of variables $x=S y$ in a quadratic form $A x \cdot x$, using an invertible $n \times n$ matrix $S$. The old variables $x_{1}, x_{2}, \ldots, x_{n}$ are replaced by the new variables $y_{1}, y_{2}, \ldots, y_{n}$. (One can express the new variables through the old ones by the transformation $y=$ $S^{-1} x$.) The quadratic form changes as follows

$$
\begin{equation*}
A x \cdot x=A S y \cdot S y=S^{T} A S y \cdot y \tag{6.2}
\end{equation*}
$$

The matrices $S^{T} A S$ and $A$ are called congruent. They represent the same quadratic form in different variables.

Recall that for any symmetric matrix $A$ one can find an orthogonal matrix $P$, so that $P^{T} A P=D$, where $D$ is the diagonal matrix in (6.1). The entries of $D$ are the eigenvalues of $A$, and the columns of $P$ are the normalized eigenvectors of $A$ (see (5.8)). Let now $x=P y$. Using (6.2)

$$
A x \cdot x=P^{T} A P y \cdot y=D y \cdot y=\lambda_{1} y_{1}^{2}+\lambda_{2} y_{2}^{2}+\cdots+\lambda_{n} y_{n}^{2} .
$$

It follows that any quadratic form can be reduced to a sum of squares by an orthogonal change of variables. In other words, any quadratic form can be diagonalized.
Example 2 Let us return to the quadratic form $x_{1}^{2}-3 x_{1} x_{2}+5 x_{2}^{2}$, with its matrix $A=\left[\begin{array}{rr}1 & -\frac{3}{2} \\ -\frac{3}{2} & 5\end{array}\right]$. One calculates that $A$ has an eigenvalue ${ }_{22} \quad \lambda_{1}=\frac{11}{2}$ with the corresponding normalized eigenvector $\frac{1}{\sqrt{10}}\left[\begin{array}{r}-1 \\ 3\end{array}\right]$, and an
${ }^{1}$ eigenvalue $\lambda_{2}=\frac{1}{2}$ with the corresponding normalized eigenvector $\frac{1}{\sqrt{10}}\left[\begin{array}{l}3 \\ 1\end{array}\right]$, Then $P=\frac{1}{\sqrt{10}}\left[\begin{array}{rr}-1 & 3 \\ 3 & 1\end{array}\right]$ is the orthogonal diagonalizing matrix. Write the change of variables $x=P y$, which is $\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]=\frac{1}{\sqrt{10}}\left[\begin{array}{rr}-1 & 3 \\ 3 & 1\end{array}\right]\left[\begin{array}{l}y_{1} \\ y_{2}\end{array}\right]$, in 4 components as

$$
\begin{align*}
x_{1} & =\frac{1}{\sqrt{10}}\left(-y_{1}+3 y_{2}\right)  \tag{6.3}\\
x_{2} & =\frac{1}{\sqrt{10}}\left(3 y_{1}+y_{2}\right) .
\end{align*}
$$

${ }_{5}$ Substituting these expressions into the quadratic form $x_{1}^{2}-3 x_{1} x_{2}+5 x_{2}^{2}$, and simplifying, obtain

$$
x_{1}^{2}-3 x_{1} x_{2}+5 x_{2}^{2}=\frac{11}{2} y_{1}^{2}+\frac{1}{2} y_{2}^{2},
$$

7 so that the quadratic form is a sum of squares in the new coordinates.
We can now identify the curve

$$
\begin{equation*}
x_{1}^{2}-3 x_{1} x_{2}+5 x_{2}^{2}=1 \tag{6.4}
\end{equation*}
$$

as an ellipse, because in the $y_{1}, y_{2}$ coordinates

$$
\begin{equation*}
\frac{11}{2} y_{1}^{2}+\frac{1}{2} y_{2}^{2}=1 \tag{6.5}
\end{equation*}
$$

is clearly an ellipse. The principal axes of the ellipse (6.5) are $y_{1}=0$ and $y_{2}=0$. Corresponding to $y_{2}=0$ (or the $y_{1}$ axis), obtain from (6.3)

$$
\begin{align*}
& x_{1}=-\frac{1}{\sqrt{10}} y_{1}  \tag{6.6}\\
& x_{2}=3 \frac{1}{\sqrt{10}} y_{1},
\end{align*}
$$

12 a principal axis for (6.4), which is a line through the origin in the $x_{1} x_{2}$-plane parallel to the vector $\frac{1}{\sqrt{10}}\left[\begin{array}{r}-1 \\ 3\end{array}\right]$ (one of the eigenvectors of $A$ ), with $y_{1}$ serving as a parameter on this line. This principal axis can also be written in the form $x_{2}=-3 x_{1}$, making it easy to plot in the $x_{1} x_{2}$-plane. Similarly, the line $x_{2}=\frac{1}{3} x_{1}$ through the other eigenvector of $A$ gives the second principal axis (it is obtained by setting $y_{1}=0$ in (6.3)). Observe that the principal
axes are perpendicular (orthogonal) to each other, as the eigenvectors of a symmetric matrix. (Here $P$ is an orthogonal $2 \times 2$ matrix with determinant $|P|=-1$. Hence, $P$ is of the form $\left[\begin{array}{rr}\cos \theta & \sin \theta \\ \sin \theta & -\cos \theta\end{array}\right]$, which corresponds to reflection with respect to $x_{1}$ axis followed by a rotation. The change of variables $x=P y$ produces the principal axes in the $x_{1} x_{2}$-coordinates from the principal axes in the $y_{1} y_{2}$-coordinates through reflection followed by a rotation.)
Example 3 Let us diagonalize the quadratic form $-x_{1}^{2}-3 x_{1} x_{2}+3 x_{2}^{2}$, with the matrix $B=\left[\begin{array}{rr}-1 & -\frac{3}{2} \\ -\frac{3}{2} & 3\end{array}\right]$. The matrix $B$ has the same eigenvectors as the matrix $A$ in the Example 2 (observe that $B=A-2 I$ ). Hence the diagonalizing matrix $P$ is the same, and we use the same change of variable (6.3) to obtain

$$
-x_{1}^{2}-3 x_{1} x_{2}+3 x_{2}^{2}=\frac{7}{2} y_{1}^{2}-\frac{3}{2} y_{2}^{2} .
$$

The equation

$$
\frac{7}{2} y_{1}^{2}-\frac{3}{2} y_{2}^{2}=1
$$

gives a hyperbola in the $y_{1} y_{2}$-plane ( $y_{2}= \pm \sqrt{\frac{7}{3} y_{1}^{2}-\frac{2}{3}}$ ), extending along the $y_{2}$-axis. It follows that the curve

$$
-x_{1}^{2}-3 x_{1} x_{2}+3 x_{2}^{2}=1
$$

is also a hyperbola, with the principal axes $x_{2}=-3 x_{1}$ and $x_{2}=\frac{1}{3} x_{1}$. (This hyperbola extends along the $x_{2}=\frac{1}{3} x_{1}$ axis.)

## Simultaneous Diagonalization

Suppose that we have two quadratic forms $A x \cdot x$ and $B x \cdot x$, with $x \in R^{n}$. Each form can be diagonalized, or reduced to a sum of squares. Is it possible to diagonalize both forms simultaneously, by using the same non-singular change of variables?

Theorem 5.6.1 Two quadratic forms can be simultaneously diagonalized, provided that one of them is positive definite.

Proof: Assume that $A$ is a positive definite matrix. By a change of variables $x=S_{1} y$ (where $S_{1}$ is an orthogonal matrix), we can diagonalize the corresponding quadratic form:

$$
A x \cdot x=\lambda_{1} y_{1}^{2}+\lambda_{2} y_{2}^{2}+\cdots+\lambda_{n} y_{n}^{2}
$$

Since $A$ is positive definite, its eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are positive. We now make a further change of variables $y_{1}=\frac{1}{\sqrt{\lambda_{1}}} z_{1}, y_{2}=\frac{1}{\sqrt{\lambda_{2}}} z_{2}, \ldots, y_{n}=$ $\frac{1}{\sqrt{\lambda_{n}}} z_{n}$, or in matrix form $y=S_{2} z$, where

$$
S_{2}=\left[\begin{array}{cccc}
\frac{1}{\sqrt{\lambda_{1}}} & 0 & \ldots & 0 \\
0 & \frac{1}{\sqrt{\lambda_{2}}} & \ldots & 0 \\
\vdots & \vdots & \ldots & \vdots \\
0 & 0 & \cdots & \frac{1}{\sqrt{\lambda_{n}}}
\end{array}\right]
$$

a diagonal matrix. Then

$$
\begin{equation*}
A x \cdot x=z_{1}^{2}+z_{2}^{2}+\cdots+z_{n}^{2}=z \cdot z \tag{6.7}
\end{equation*}
$$

Denote $S=S_{1} S_{2}$. The change of variables we used to achieve (6.7) is $x=S_{1} y=S_{1} S_{2} z=S z$.

By the same change of variables $x=S z$, the second quadratic form $B x \cdot x$ is transformed to a new quadratic form $S^{T} B S z \cdot z$. Let us now diagonalize this new quadratic form by a change of variables $z=P u$, where $P$ is an orthogonal matrix. With the second quadratic form now diagonalized, let us see what happens to the first quadratic form after the last change of variables. Since $P^{T}=P^{-1}$ for orthogonal matrices, obtain in view of (6.7):

$$
A x \cdot x=z \cdot z=P u \cdot P u=u \cdot P^{T} P u=u \cdot u=u_{1}^{2}+u_{2}^{2}+\cdots+u_{n}^{2}
$$

so that the first quadratic form is also diagonalized. (The change of variables that diagonalized both quadratic forms is $x=S z=S P u=S_{1} S_{2} P u$.) $\diamond$

## The Law of Inertia

Recall that diagonalization of a quadratic form $A x \cdot x$ is a sum of square terms $\sum_{i=1}^{n} \lambda_{i} y_{i}^{2}$, where $\lambda_{i}$ 's are the eigenvalues of the $n \times n$ matrix $A$. The number of positive eigenvalues of $A$ determines the number of positive terms in the diagonalization. A non-singular change of variables $x=S z$ transforms the quadratic forms $A x \cdot x$ into $S^{T} A S z \cdot z$, with a congruent matrix $S^{T} A S$. The diagonalization of $S^{T} A S z \cdot z$ will be different from that of $A x \cdot x$, however the number of positive and negative terms will remain the same. This fact is known as the law of inertia, and it is justified next.
Theorem 5.6.2 If $|S| \neq 0$, then the congruent matrix $S^{T} A S$ has the same number of positive eigenvalues, and the same number of negative eigenvalues as $A$.

Proof: The idea of the proof is to gradually change the matrix $S$ to an orthogonal matrix $Q$ through a family $S(t)$, while preserving the number of positive, negative and zero eigenvalues of the matrix $S(t)^{T} A S(t)$ in the process. Once $S(t)=Q$, this matrix becomes $Q^{-1} A Q$, which is a similar matrix to $A$, with the same eigenvalues.

Assume first that $|A| \neq 0$, so that $A$ has no zero eigenvalue. Write down $S=Q R$ decomposition. Observe that $|R| \neq 0$ (because $|Q||R|=$ $|S| \neq 0$ ), and hence all diagonal entries of the upper triangular matrix $R$ are positive. Consider two families of matrices $S(t)=Q[(1-t) I+t R]$ and $F(t)=S^{T}(t) A S(t)$ depending on a parameter $t$, with $0 \leq t \leq 1$. Observe that $|S(t)| \neq 0$ for all $t \in[0,1]$, because $|Q|= \pm 1$, while the matrix $(1-t) I+t R$ is an upper triangular matrix with positive diagonal entries, and hence its determinant is positive. It follows that $|F(t)| \neq 0$ for all $t \in[0,1]$. As $t$ varies from 0 to 1 , the eigenvalues of $F(t)$ change continuously. These eigenvalues cannot be zero, since zero eigenvalue would imply $|F(t)|=0$, which is not possible. It follows that the number of positive eigenvalues of $F(t)$ remains the same for all $t$. When $t=0, S(0)=Q$ and then $F(0)=Q^{T}(t) A Q(t)=Q^{-1}(t) A Q(t)$, which is a matrix similar to $A$, and hence $F(0)$ has the same eigenvalues as $A$, and in particular the same number of positive eigenvalues as $A$. At $t=1, F(1)=S^{T} A S$, since $S(1)=S$. We conclude that the matrices $A$ and $S^{T} A S$ have the same number of positive eigenvalues. The same argument shows that the matrices $A$ and $S^{T} A S$ have the same number of negative eigenvalues.

We now turn to the case $|A|=0$, so that $A$ has zero eigenvalue(s). If $\epsilon>0$ is small enough, then the matrix $A-\epsilon I$ has no zero eigenvalue, and it has the same number of positive eigenvalues as $A$, which by above is the same as the number of positive eigenvalues of $S^{T}(A-\epsilon I) S$, which in turn is the same as the number of positive eigenvalues of $S^{T} A S$ (decreasing $\epsilon$, if necessary). Considering $A+\epsilon I$, with small $\epsilon>0$, one shows similarly that the number of negative eigenvalues of $S^{T} A S$ and $A$ is the same.

## Rayleigh Quotient

It is often desirable to find the minimum and the maximum values of a quadratic form $A x \cdot x$ over all unit vectors $x$ in $R^{n}$ (i.e., over the unit ball $\|x\|=1$ in $R^{n}$ ). Since all eigenvalues of a symmetric $n \times n$ matrix $A$ are real, let us arrange them in increasing order $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$, with some eigenvalues possibly repeated. Even with repeated eigenvalues, a symmetric matrix $A$ has a complete set of $n$ orthonormal eigenvectors $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$,
according to Theorem 5.5.3. Here $A \xi_{1}=\lambda_{1} \xi_{1}, A \xi_{2}=\lambda_{2} \xi_{2}, \ldots, A \xi_{n}=\lambda_{n} \xi_{n}$, and $\left\|\xi_{i}\right\|=1$ for all $i$.

When $x=\xi_{1}$ the quadratic form $A x \cdot x$ is equal to

$$
A \xi_{1} \cdot \xi_{1}=\lambda_{1} \xi_{1} \cdot \xi_{1}=\lambda_{1}
$$

which turns out to be the minimum value of $A x \cdot x$. Similarly, the maximum value of $A x \cdot x$ will be shown to be $\lambda_{n}$, and it occurs at $x=\xi_{n}$.

Proposition 5.6.1 The extreme values of $A x \cdot x$ over the set of all unit vectors are the smallest and the largest eigenvalues of $A$ :

$$
\begin{array}{ll}
\min _{\|x\|=1} A x \cdot x=\lambda_{1}, & \text { it occurs at } x=\xi_{1}, \\
\max _{\|x\|=1} A x \cdot x=\lambda_{n}, & \text { taken on at } x=\xi_{n} .
\end{array}
$$

Proof: Since $A \xi_{1} \cdot \xi_{1}=\lambda_{1}$ and $A \xi_{n} \cdot \xi_{n}=\lambda_{n}$, it suffices to show that for all unit vectors $x$

$$
\begin{equation*}
\lambda_{1} \leq A x \cdot x \leq \lambda_{n} . \tag{6.8}
\end{equation*}
$$

Since the eigenvectors $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ form an orthonormal basis of $R^{n}$, we may represent

$$
x=c_{1} \xi_{1}+c_{2} \xi_{2}+\cdots+c_{n} \xi_{n},
$$

and by the Pythagorean theorem

$$
\begin{equation*}
c_{1}^{2}+c_{2}^{2}+\cdots+c_{n}^{2}=\|x\|^{2}=1 . \tag{6.9}
\end{equation*}
$$

Also

$$
A x=c_{1} A \xi_{1}+c_{2} A \xi_{2}+\cdots+c_{n} A \xi_{n}=c_{1} \lambda_{1} \xi_{1}+c_{2} \lambda_{2} \xi_{2}+\cdots+c_{n} \lambda_{n} \xi_{n}
$$

Then, using that $\xi_{i} \cdot \xi_{j}=0$ for $i \neq j$, and $\xi_{i} \cdot \xi_{i}=\left\|\xi_{i}\right\|^{2}=1$, obtain

$$
\begin{gathered}
A x \cdot x=\left(c_{1} \lambda_{1} \xi_{1}+c_{2} \lambda_{2} \xi_{2}+\cdots+c_{n} \lambda_{n} \xi_{n}\right) \cdot\left(c_{1} \xi_{1}+c_{2} \xi_{2}+\cdots+c_{n} \xi_{n}\right) \\
=\lambda_{1} c_{1}^{2}+\lambda_{2} c_{2}^{2}+\cdots+\lambda_{n} c_{n}^{2} \leq \lambda_{n}\left(c_{1}^{2}+c_{2}^{2}+\cdots+c_{n}^{2}\right)=\lambda_{n}
\end{gathered}
$$ using (6.9), and the other inequality is proved similarly.

The ratio $\frac{A x \cdot x}{x \cdot x}$ is called the Rayleigh quotient, where the vector $x$ is no longer assumed to be unit. Set $\alpha=\|x\|$. The vector $z=\frac{1}{\alpha} x$ is unit, and then (since $x=\alpha z$ )

$$
\frac{A x \cdot x}{x \cdot x}=\frac{A z \cdot z}{z \cdot z}=A z \cdot z .
$$

Suppose that $A x_{1}=\lambda_{1} x_{1}, A x_{n}=\lambda_{n} x_{n}$, and eigenvectors $x_{1}, x_{n}$ are not assumed to be unit.

1
Theorem 5.6.3 The extreme values of the Rayleigh quotient are

$$
\begin{aligned}
& \min _{x \in R^{n}} \frac{A x \cdot x}{x \cdot x}=\lambda_{1}, \quad \text { it occurs at } x=x_{1}\left(\text { or at } x=\alpha \xi_{1}, \text { for any } \alpha \neq 0\right), \\
& \max _{x \in R^{n}} \frac{A x \cdot x}{x \cdot x}=\lambda_{n}, \quad \text { it occurs at } x=x_{n}\left(\text { or at } x=\alpha \xi_{n}, \text { for any } \alpha \neq 0\right) .
\end{aligned}
$$

2
${ }_{3}$ Proof: In view of Proposition 5.6.1, with $z=\frac{1}{\|x\|} x$, obtain

$$
\min _{x \in R^{n}} \frac{A x \cdot x}{x \cdot x}=\min _{\|z\|=1} A z \cdot z=\lambda_{1} .
$$

4 The minimum occurs at $z=\xi_{1}$, or at $x=\alpha \xi_{1}$ with any $\alpha$. The second part is justified similarly.

## Exercises

1. Given a matrix $A$, write down the corresponding quadratic form $A x \cdot x$.
a. $A=\left[\begin{array}{rr}2 & -1 \\ -1 & -3\end{array}\right] . \quad$ Answer. $2 x_{1}^{2}-2 x_{1} x_{2}-3 x_{2}^{2}$.
b. $A=\left[\begin{array}{rr}-1 & \frac{3}{2} \\ \frac{3}{2} & 0\end{array}\right] . \quad$ Answer. $-x_{1}^{2}+3 x_{1} x_{2}$.
c. $A=\left[\begin{array}{rrr}0 & -\frac{3}{2} & -3 \\ -\frac{3}{2} & 1 & 2 \\ -3 & 2 & -2\end{array}\right]$. Answer. $x_{2}^{2}-3 x_{1} x_{2}-6 x_{1} x_{3}+4 x_{2} x_{3}-2 x_{3}^{2}$.
2. Write down the matrix $A$ of the following quadratic forms.
a. $\quad 2 x_{1}^{2}-6 x_{1} x_{2}+5 x_{2}^{2}$. Answer. $A=\left[\begin{array}{rr}2 & -3 \\ -3 & 5\end{array}\right]$.
b. $\quad-x_{1} x_{2}-4 x_{2}^{2}$. Answer. $A=\left[\begin{array}{rr}0 & -\frac{1}{2} \\ -\frac{1}{2} & -4\end{array}\right]$.
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c. $\quad 3 x_{1}^{2}-2 x_{1} x_{2}+8 x_{2} x_{3}+x_{2}^{2}-5 x_{3}^{2}$. Answer. $A=\left[\begin{array}{rrr}3 & -1 & 0 \\ -1 & 1 & 4 \\ 0 & 4 & -5\end{array}\right]$.
d. $3 x_{1} x_{2}-6 x_{1} x_{3}+4 x_{2} x_{3}$. Answer. $A=\left[\begin{array}{rrr}0 & \frac{3}{2} & -3 \\ \frac{3}{2} & 0 & 2 \\ -3 & 2 & 0\end{array}\right]$.
e. $-x_{1}^{2}+4 x_{2}^{2}+2 x_{3}^{2}-5 x_{1} x_{2}-4 x_{1} x_{3}+4 x_{2} x_{3}-8 x_{3} x_{4}$.

Answer. $A=\left[\begin{array}{rrrr}-1 & -\frac{5}{2} & -2 & 0 \\ -\frac{5}{2} & 4 & 2 & 0 \\ -2 & 2 & 2 & -4 \\ 0 & 0 & -4 & 0\end{array}\right]$.
3. Let $A$ be a $20 \times 20$ matrix with $a_{i j}=i+j$.
a. Show that $A$ is symmetric.

5 b. In the quadratic form $A x \cdot x$ find the coefficient of the $x_{3} x_{8}$ term.
6 Answer. 22.
c. How many terms can the form $A x \cdot x$ contain? Answer. $\frac{20 \cdot 21}{2}=210$.
4. Diagonalize the following quadratic forms.
a. $3 x_{1}^{2}+2 x_{1} x_{2}+3 x_{2}^{2}$.

Answer. $P=\frac{1}{\sqrt{2}}\left[\begin{array}{rr}-1 & 1 \\ 1 & 1\end{array}\right]$, the change of variables $x=P y$ gives $2 y_{1}^{2}+4 y_{2}^{2}$.
b. $\quad-4 x_{1} x_{2}+3 x_{2}^{2}$.

Answer. $P=\frac{1}{\sqrt{5}}\left[\begin{array}{rr}2 & -1 \\ 1 & 2\end{array}\right]$, obtain $-y_{1}^{2}+4 y_{2}^{2}$.
c. $3 x_{1}^{2}+x_{2}^{2}-2 x_{3}^{2}+4 x_{2} x_{3}$.

Answer. $P=\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & -\frac{1}{\sqrt{5}} & \frac{2}{\sqrt{5}} \\ 0 & \frac{2}{\sqrt{5}} & \frac{1}{\sqrt{5}}\end{array}\right]$, the change of variables $x_{1}=y_{1}, x_{2}=$
$-\frac{1}{\sqrt{5}} y_{2}+\frac{2}{\sqrt{5}} y_{3}, x_{3}=\frac{2}{\sqrt{5}} y_{2}+\frac{1}{\sqrt{5}} y_{3}$ produces $3 y_{1}^{2}-3 y_{2}^{2}+2 y_{3}^{2}$.
d. $-x_{1}^{2}-x_{2}^{2}-x_{3}^{2}+2 x_{1} x_{2}+2 x_{1} x_{3}+2 x_{2} x_{3}$.

18 Hint. The matrix of the quadratic form has eigenvalues $-2,-2,1$. The eigen-
19 value -2 has two linearly independent eigenvectors. One needs to apply
${ }_{20}$ Gram-Schmidt process to these eigenvectors to obtain the first two columns
${ }_{21}$ of the orthogonal matrix P.

Answer. The orthogonal $P=\left[\begin{array}{rrr}-\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}} \\ 0 & \frac{2}{\sqrt{6}} & \frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}}\end{array}\right]$, the change of variables $x_{1}=-\frac{1}{\sqrt{2}} y_{1}-\frac{1}{\sqrt{6}} y_{2}+\frac{1}{\sqrt{3}} y_{3}, x_{2}=\frac{2}{\sqrt{6}} y_{2}+\frac{1}{\sqrt{3}} y_{3}, x_{3}=\frac{1}{\sqrt{2}} y_{1}-\frac{1}{\sqrt{6}} y_{2}+\frac{1}{\sqrt{3}} y_{3}$ produces $-2 y_{1}^{2}-2 y_{2}^{2}+y_{3}^{2}$.
5. Consider congruent matrices $A$ and $S^{T} A S$, with $|S| \neq 0$. Assume that $A$ has zero eigenvalue. Show that $S^{T} A S$ also has zero eigenvalue of the same multiplicity as $A$.

Hint. By the law of inertia, the matrices $S^{T} A S$ and $A$ have the same number of positive eigenvalues, and the same number of negative eigenvalues.
6. a. Let $A$ be a $3 \times 3$ symmetric matrix with the eigenvalues $\lambda_{1}>0, \lambda_{2}>0$, and $\lambda_{3}=0$. Show that $A x \cdot x \geq 0$ for all $x \in R^{3}$. Show also that there is a vector $x_{0} \in R^{3}$ such that $A x_{0} \cdot x_{0}=0$.

Hint. If $P$ is the orthogonal diagonalizing matrix for $A$, and $x=P y$, then $A x \cdot x=\lambda_{1} y_{1}^{2}+\lambda_{2} y_{2}^{2} \geq 0$.
b. Recall that a symmetric $n \times n$ matrix is called positive semi-definite if $A x \cdot x \geq 0$ for all $x \in R^{n}$. Using quadratic forms, show that a symmetric matrix $A$ is positive semi-definite if and only if all eigenvalues of $A$ are non-negative.
c. Show that a positive semi-definite matrix with non-zero determinant is positive definite.
d. A symmetric $n \times n$ matrix is called negative semi-definite if $A x \cdot x \leq 0$ for all $x \in R^{n}$. Show that a symmetric matrix $A$ is negative semi-definite if and only if all eigenvalues of $A$ are non-positive.
7. An $n \times n$ matrix with the entries $a_{i j}=\frac{1}{i+j-1}$ is known as the Hilbert
matrix

$$
A=\left[\begin{array}{ccccc}
1 & \frac{1}{2} & \frac{1}{3} & \cdots & \frac{1}{n} \\
\frac{1}{2} & \frac{1}{3} & \frac{1}{4} & \cdots & \frac{1}{n+1} \\
\frac{1}{3} & \frac{1}{4} & \frac{1}{5} & \cdots & \frac{1}{n+2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{1}{n} & \frac{1}{n+1} & \frac{1}{n+2} & \cdots & \frac{1}{2 n-1}
\end{array}\right] .
$$

Show that $A$ is positive definite.

Hint. For any $x \in R^{n}, x \neq 0$,

$$
\begin{gathered}
A x \cdot x=\sum_{i, j=1}^{n} \frac{x_{i} x_{j}}{i+j-1}=\sum_{i, j=1}^{n} x_{i} x_{j} \int_{0}^{1} t^{i+j-2} d t \\
=\int_{0}^{1}\left(\sum_{i=1}^{n} x_{i} t^{i-1}\right)^{2} d t>0 .
\end{gathered}
$$

### 5.7 Vector Spaces

Vectors in $R^{n}$ can be added, and multiplied by scalars. There are other mathematical objects that can be added and multiplied by numbers (scalars), for example matrices or functions. We shall refer to such objects as vectors, belonging to abstract vector spaces, provided that the operations of addition and scalar multiplication satisfy the familiar properties of vectors in $R^{n}$.

Definition $A$ vector space $V$ is a collection of objects called vectors, which may be added together and multiplied by numbers. So that for any $x, y \in V$ and any number $c$, one has $x+y \in V$ and $c x \in V$. Moreover, addition and scalar multiplication are required to satisfy the following natural rules, also called axioms (which hold for all vectors $x, y, z \in V$ and any numbers
$\left.c, c_{1}, c_{2}\right)$ :

$$
\begin{aligned}
x+y & =y+x, \\
x+(y+z) & =(x+y)+z,
\end{aligned}
$$

there is a unique "zero vector", denoted $\mathbf{0}$, such that $x+\mathbf{0}=x$, for each $x$ in $V$ there is a unique vector $-x$ such that $x+(-x)=\mathbf{0}$,

$$
\begin{gathered}
1 x=x, \\
\left(c_{1} c_{2}\right) x=c_{1}\left(c_{2} x\right), \\
c(x+y)=c x+c y, \\
\left(c_{1}+c_{2}\right) x=c_{1} x+c_{2} x .
\end{gathered}
$$

2 The following additional rules can be easily deduced from the above axioms:

$$
\begin{gathered}
0 x=\mathbf{0}, \\
c \mathbf{0}=\mathbf{0}, \\
(-1) x=-x .
\end{gathered}
$$

Any subspace in $R^{n}$ provides an example of a vector space. In particular, any plane through the origin in $R^{3}$ is a vector space. Other examples of vector spaces involve matrices and polynomials.
Example 1 Two by two matrices can be added and multiplied by scalars, and the above axioms are clearly satisfied, so that $2 \times 2$ matrices form a vector space, denoted by $M_{2 \times 2}$. Each $2 \times 2$ matrix is now regarded as $a$ vector in $M_{2 \times 2}$. The role of the zero vector $\mathbf{0}$ is played by the zero matrix $O=\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right]$.
The standard basis for $M_{2 \times 2}$ is provided by the matrices $E_{11}=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$, $E_{12}=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right], E_{21}=\left[\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right]$, and $E_{22}=\left[\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right]$, so that the vector space $M_{2 \times 2}$ is four-dimensional. Indeed, given an arbitrary $A=$ $\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right] \in M_{2 \times 2}$, one can decompose

$$
A=a_{11} E_{11}+a_{12} E_{12}+a_{21} E_{21}+a_{22} E_{22}
$$

so that $a_{11}, a_{12}, a_{21}, a_{22}$ are the coordinates of $A$ with respect to the standard basis.

One defines similarly the vector space $M_{m \times n}$ of $m \times n$ matrices. The dimension of $M_{m \times n}$ is $m n$.

Example 2 One checks that the above axioms apply for polynomials of power $n$ of the form $a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots+a_{2} x^{2}+a_{1} x+a_{0}$, with numerical coefficients $a_{0}, a_{1}, a_{2}, \ldots, a_{n}$. Hence, these polynomials form a vector space, denoted by $P_{n}$. Particular polynomials are regarded as vectors in $P_{n}$. The vectors $1, x, x^{2}, \ldots, x^{n}$ form the standard basis of $P_{n}$, so that $P_{n}$ is an $(n+1)$-dimensional vector space.

Example 3 The vector space $P_{n}(-1,1)$ consists of polynomials of power $n$, which are considered only on the interval $x \in(-1,1)$. What is the reason for restricting polynomials to an interval? We can now define the notion of an inner (scalar) product. Given two vectors $p(x), q(x) \in P_{n}(-1,1)$ define their inner product as

$$
p(x) \cdot q(x)=\int_{-1}^{1} p(x) q(x) d x
$$

The norm (or the "magnitude") $\|p(x)\|$ of a vector $p(x) \in P_{n}(-1,1)$ is defined by the relation

$$
\|p(x)\|^{2}=p(x) \cdot p(x)=\int_{-1}^{1} p^{2}(x) d x
$$

so that $\|p(x)\|=\sqrt{p(x) \cdot p(x)}$. If $p(x) \cdot q(x)=0$, we say that the polynomials are orthogonal. For example, the vectors $p(x)=x$ and $q(x)=x^{2}$ are orthogonal, because

$$
x \cdot x^{2}=\int_{-1}^{1} x^{3} d x=0
$$

Calculate

$$
\|1\|^{2}=1 \cdot 1=\int_{-1}^{1} 1 d x=2
$$

so that the norm of the vector $p(x)=1$ is $\|1\|=\sqrt{2}$. The projection of $q(x)$ on $p(x)$

$$
\operatorname{Proj}_{p(x)} q(x)=\frac{p(x) \cdot q(x)}{p(x) \cdot p(x)} p(x)
$$

is defined similarly to vectors in $R^{n}$. For example, the projection of $x^{2}$ on 1

$$
\operatorname{Proj}_{1} x^{2}=\frac{x^{2} \cdot 1}{1 \cdot 1} 1=\frac{1}{3}
$$

since $x^{2} \cdot 1=\int_{-1}^{1} x^{2} d x=\frac{2}{3}$.
The standard basis $1, x, x^{2}, \ldots, x^{n}$ of $P_{n}(-1,1)$ is not orthogonal. While the vectors 1 and $x$ are orthogonal, the vectors 1 and $x^{2}$ are not. We now apply the Gram-Schmidt process to produce an orthogonal basis $p_{0}(x), p_{1}(x), p_{2}(x), \ldots, p_{n}(x)$, but instead of normalization it is customary to standardize the polynomials by requiring that $p_{i}(1)=1$ for all $i$. Set $p_{0}(x)=$ 1. Since the second element $x$ of the standard basis is orthogonal to $p_{0}(x)$, we take $p_{1}(x)=x$. (Observe that $p_{0}(x)$ and $p_{1}(x)$ are already standardized.) According to the Gram-Schmidt process, calculate (subtracting from $x^{2}$ its projections on 1 , and on $x$ )

$$
x^{2}-\frac{x^{2} \cdot 1}{1 \cdot 1} 1-\frac{x^{2} \cdot x}{x \cdot x} x=x^{2}-\frac{1}{3} .
$$

Multiply this polynomial by $\frac{3}{2}$, to obtain $p_{2}(x)=\frac{1}{2}\left(3 x^{2}-1\right)$, with $p_{2}(1)=$ 1. The next step of the Gram-Schmidt process involves (subtracting from $x^{3}$ its projections on $\left.p_{0}(x), p_{1}(x), p_{2}(x)\right)$

$$
x^{3}-\frac{x^{3} \cdot 1}{1 \cdot 1} 1-\frac{x^{3} \cdot x}{x \cdot x} x-\frac{x^{3} \cdot p_{2}(x)}{p_{2}(x) \cdot p_{2}(x)} p_{2}(x)=x^{3}-\frac{3}{5} x .
$$

Multiply this polynomial by $\frac{5}{2}$, to obtain $p_{3}(x)=\frac{1}{2}\left(5 x^{3}-3 x\right)$, with $p_{3}(1)=$ 1 , and so on. The orthogonal polynomials $p_{0}(x), p_{1}(x), p_{2}(x), p_{3}(x), \ldots$ are known as the Legendre polynomials. They have many applications.

Next, we discuss linear transformations and their matrices. Let $V_{1}, V_{2}$ be two vector spaces. We say that a map $T: V_{1} \rightarrow V_{2}$ is a linear transformation if for any $x, x_{1}, x_{2} \in V_{1}$, and any number $c$

$$
\begin{gathered}
T(c x)=c T(x) \\
T\left(x_{1}+x_{2}\right)=T\left(x_{1}\right)+T\left(x_{2}\right) .
\end{gathered}
$$

Clearly the second of these properties applies to any number of terms. Letting $c=0$, we conclude that any linear transformation satisfies $T(\mathbf{0})=\mathbf{0}$ ( $T(x)$ takes the zero vector in $V_{1}$ into the zero vector in $V_{2}$ ). It follows that in case $T(\mathbf{0}) \neq \mathbf{0}$, the map is not a linear transformation. For example, the map $T: M_{2 \times 2} \rightarrow M_{2 \times 2}$ given by $T(A)=3 A-I$ is not a linear transformation, because $T(O)=-I \neq O$.
Example 4 Let $D: P_{4} \rightarrow P_{3}$ be a transformation taking any polynomial $p(x)=a_{4} x^{4}+a_{3} x^{3}+a_{2} x^{2}+a_{1} x+a_{0}$ into

$$
D(p(x))=4 a_{4} x^{3}+3 a_{3} x^{2}+2 a_{2} x+a_{1} .
$$

5 with the coordinates $[x]_{B_{1}}=\left[\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{p}\end{array}\right] \in R^{p}$. Any vector $y \in V_{2}$ can be 6 written as

$$
y=y_{1} z_{1}+y_{2} z_{2}+\cdots+y_{s} z_{s}
$$

with the coordinates $[y]_{B_{2}}=\left[\begin{array}{c}y_{1} \\ y_{2} \\ \vdots \\ y_{s}\end{array}\right] \in R^{s}$. We show next that the coordinate vectors $[x]_{B_{1}} \in R^{p}$ and $[T(x)]_{B_{2}} \in R^{s}$ are related by a matrix multiplication. By the linearity of transformation $T(x)$

$$
T(x)=x_{1} T\left(e_{1}\right)+x_{2} T\left(e_{2}\right)+\cdots+x_{p} T\left(e_{p}\right)
$$

In coordinates (here $[T(x)]_{B_{2}}$ is a vector in $R^{s}$ )

$$
\begin{equation*}
[T(x)]_{B_{2}}=x_{1}\left[T\left(e_{1}\right)\right]_{B_{2}}+x_{2}\left[T\left(e_{2}\right)\right]_{B_{2}}+\cdots+x_{p}\left[T\left(e_{p}\right)\right]_{B_{2}} \tag{7.1}
\end{equation*}
$$

1 Form a matrix $A=\left[\left[T\left(e_{1}\right)\right]_{B_{2}}\left[T\left(e_{2}\right)\right]_{B_{2}} \ldots\left[T\left(e_{p}\right)\right]_{B_{2}}\right]$, of size $s \times p$, by using the vectors $\left[T\left(e_{i}\right)\right]_{B_{2}}$ as its columns. Then (7.1) implies that

$$
[T(x)]_{B_{2}}=A[x]_{B_{1}}
$$

by the definition of matrix multiplication. One says that $A$ is the matrix of linear transformation $T(x)$.

Example 5 Let us return to the differentiation $D: P_{4} \rightarrow P_{3}$, and use the standard bases $B_{1}=\left\{1, x, x^{2}, x^{3}, x^{4}\right\}$ of $P_{4}$, and $B_{2}=\left\{1, x, x^{2}, x^{3}\right\}$ of $P_{3}$. Since

$$
D(1)=0=0 \times 1+0 \times x+0 \times x^{2}+0 \times x^{3}
$$

1 obtain the coordinates $[D(1)]_{B_{2}}=\left[\begin{array}{l}0 \\ 0 \\ 0 \\ 0\end{array}\right]$. (Here $0 \times 1$ means zero times the
2 vector $1,0 \times x$ is zero times the vector $x$, etc.) Similarly,

$$
D(x)=1=1 \times 1+0 \times x+0 \times x^{2}+0 \times x^{3},
$$

${ }^{3}$ giving $[D(x)]_{B_{2}}=\left[\begin{array}{l}1 \\ 0 \\ 0 \\ 0\end{array}\right]$. Next, $D\left(x^{2}\right)=2 x$, giving $\left[D\left(x^{2}\right)\right]_{B_{2}}=\left[\begin{array}{l}0 \\ 2 \\ 0 \\ 0\end{array}\right]$,
${ }^{4} D\left(x^{3}\right)=3 x^{2}$, giving $\left[D\left(x^{3}\right)\right]_{B_{2}}=\left[\begin{array}{l}0 \\ 0 \\ 3 \\ 0\end{array}\right], D\left(x^{4}\right)=4 x^{3}$, giving $\left[D\left(x^{4}\right)\right]_{B_{2}}=$ $5\left[\begin{array}{l}0 \\ 0 \\ 0 \\ 4\end{array}\right]$. The matrix of the transformation $D$ is then

$$
A=\left[\begin{array}{lllll}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 3 & 0 \\
0 & 0 & 0 & 0 & 4
\end{array}\right]
$$

6 This matrix $A$ allows one to perform differentiation of polynomials in $P_{4}$
7 through matrix multiplication. For example, let $p(x)=-2 x^{4}+x^{3}+5 x-6$,
8 with $p^{\prime}(x)=-8 x^{3}+3 x^{2}+5$. Then $[p(x)]_{B_{1}}=\left[\begin{array}{r}-6 \\ 5 \\ 0 \\ 1 \\ -2\end{array}\right],\left[p^{\prime}(x)\right]_{B_{2}}=\left[\begin{array}{r}5 \\ 0 \\ 3 \\ -8\end{array}\right]$,
9 and one verifies that

$$
\left[\begin{array}{r}
5 \\
0 \\
3 \\
-8
\end{array}\right]=\left[\begin{array}{lllll}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 3 & 0 \\
0 & 0 & 0 & 0 & 4
\end{array}\right]\left[\begin{array}{r}
-6 \\
5 \\
0 \\
1 \\
-2
\end{array}\right] .
$$

10 The matrix $A$ transforms the coefficients of $p(x)$ into those of $p^{\prime}(x)$.

3 of $A=\left[\begin{array}{rrr}1 & -3 & 2 \\ -5 & 0 & 4\end{array}\right]$ with respect to this basis.
${ }_{4}$ Answer. $E_{11}=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 0 & 0\end{array}\right], E_{12}=\left[\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 0\end{array}\right], E_{13}=\left[\begin{array}{lll}0 & 0 & 1 \\ 0 & 0 & 0\end{array}\right], E_{21}=$
${ }_{5}\left[\begin{array}{lll}0 & 0 & 0 \\ 1 & 0 & 0\end{array}\right], E_{22}=\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 1 & 0\end{array}\right], E_{23}=\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 1\end{array}\right] ;[A]_{S}=\left[\begin{array}{r}1 \\ -3 \\ 2 \\ -5 \\ 0 \\ 4\end{array}\right]$.
6 2. a. Show that the matrices $A_{1}=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right], A_{2}=\left[\begin{array}{ll}1 & 2 \\ 0 & 0\end{array}\right]$ and $A_{3}=$ $7\left[\begin{array}{ll}1 & 2 \\ 3 & 0\end{array}\right]$ are linearly independent vectors of $M_{2 \times 2}$.

8 b. Let $C=\left[\begin{array}{ll}3 & 4 \\ 3 & 0\end{array}\right]$. Show that the matrices $A_{1}, A_{2}, A_{3}, C$ are linearly
9 dependent vectors of $M_{2 \times 2}$.
10
11
12
■
${ }^{13}$ Answer. $[F]_{B}=\left[\begin{array}{r}1 \\ 2 \\ 0 \\ -7\end{array}\right]$.
14 3. Calculate the norm of the following vectors in $P_{2}(-1,1)$.
a. $x$. Hint. $\|x\|^{2}=x \cdot x=\int_{-1}^{1} x^{2} d x$.

16
b. $p(x)=x^{2}-1$. Answer. $\left\|x^{2}-1\right\|=\frac{4}{\sqrt{15}}$.
c. $q(x)=\sqrt{2}$. Answer. $\|\sqrt{2}\|=2$.

1 4. Apply the Gram-Schmidt process to the vectors $1, x+2, x^{2}-x$ of $P_{2}(-1,1)$, to obtain a standardized orthogonal basis of $P_{2}(-1,1)$.
5. Let $I: P_{3} \rightarrow P_{4}$ be a map taking any polynomial $p(x)=a_{3} x^{3}+a_{2} x^{2}+$ $a_{1} x+a_{0}$ into $I(p(x))=a_{3} \frac{x^{4}}{4}+a_{2} \frac{x^{3}}{3}+a_{1} \frac{x^{2}}{2}+a_{0} x$.
5 a. Identify $I$ with a calculus operation, and explain why $I$ is a linear transformation.
b. Find the matrix representation of $I$ (using the standard bases in both $P_{3}$ and $P_{4}$ ).
9 Answer. $\left[\begin{array}{cccc}0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 / 2 & 0 & 0 \\ 0 & 0 & 1 / 3 & 0 \\ 0 & 0 & 0 & 1 / 4\end{array}\right]$.

15 Answer. $\left[\begin{array}{cccc}0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 2 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0\end{array}\right]$.
7. Let $T: M_{2 \times 2} \rightarrow M_{2 \times 2}$ be a map taking matrices $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ into $T(A)=\left[\begin{array}{ll}c & a \\ 1 & b\end{array}\right]$. Show that $T$ is not a linear transformation.
Hint. Consider $T(O)$.
8. Justify Rodrigues' formula for Legendre polynomials

$$
P_{n}(x)=\frac{1}{2^{n} n!} \frac{d^{n}}{d x^{n}}\left[\left(x^{2}-1\right)^{n}\right]
$$

6. Let $T: M_{2 \times 2} \rightarrow M_{2 \times 2}$ be a map taking matrices $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ into $T(A)=\left[\begin{array}{rr}2 c & 2 d \\ a & b\end{array}\right]$
a. Show that $T$ is a linear transformation.
b. Find the matrix representation of $T$ (using the standard bases).

Hint. Differentiations produce a polynomial of degree $n$, with $P_{n}(0)=1$. To see that $\int_{-1}^{1} P_{n}(x) P_{m}(x) d x=0$, with $n<m$, perform $m$ integrations by parts, shifting all derivatives on $P_{n}(x)$.

