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[^0]
## 0 Qubit quantum mechanics

We review here the basic rules of quantum mechanics as applied to a finite collection of qubits. We emphasize a tensor product formalism that simplifies many of the things we will do from now on in the course. It will be used extensively in the analysis of quantum algorithms later on and is an indispensable tool for the analysis of systems of many qubits.

### 0.1 Basic computations in quantum mechanics

The language of quantum mechanics is complex linear algebra. So in this subsection I quickly and compactly review the essential rules of complex linear algebra and state the rules of quantum mechanics in this language. This consists of three parts: Hilbert spaces (complex vector spaces with an inner product), linear operators (in particular hermitian, unitary, and projection operators and their spectral representations), and the physical rules of quantum mechanics. All the bold faced words and phrases in this subsection are concepts which are essential to any discussion of quantum mechanics, and should be mastered. A short (8-page) article designed specifically to introduce these essentials to computer scientists which you might find helpful is "From Cbits to Qbits: Teaching computer scientists quantum mechanics," by N. David Mermin, Am. J. Phys. 71 (2003) 23-30.

To start, I assume that you are familiar with the basic algorithms of matrix algebra. These are, for square matrices, computing determinants, matrix inverses, eigenvalues, and eigenvectors; and for column vectors the Gram-Schmidt orthogonalization procedure for producing an orthogonal set of vectors with the same span as any given set of linearly independent vectors. For $3 \times 3$ and larger matrices or 3 -component or larger vectors these algorithms are usually best done with the help of a computer algebra system (e.g., Mathematica), but in the $2 \times 2$ case you should be able to rapidly carry out these calculations by hand.

## Hilbert space review

Recall that an $N$-dimensional Hilbert space, $\mathcal{H}_{N}$, is the complex vector space $\mathbb{C}^{N}$ with an inner product. We denote vectors in a Hilbert space by kets, $|\psi\rangle$, and their hermitian conjugates by bras, $(|\chi\rangle)^{\dagger}=\langle\chi|$, where hermitian conjugation acts by complex conjugation of scalars,

$$
\begin{equation*}
(\alpha|\psi\rangle+\beta|\chi\rangle)^{\dagger}=\alpha^{*}\langle\psi|+\beta^{*}\langle\chi| . \tag{1}
\end{equation*}
$$

Here $\alpha$ and $\beta$ denote arbitrary complex numbers, $\alpha, \beta \in \mathbb{C}$. We denote the inner product by the bracket $\langle\chi \mid \psi\rangle$. Recall that the bracket is a complex number, $\langle\chi \mid \psi\rangle \in \mathbb{C}$, and satisfies

$$
\begin{align*}
\langle\chi \mid \psi\rangle & =\langle\psi \mid \chi\rangle^{*}, & & \text { conjugation symmetry, } \\
\langle\psi|(\alpha|\phi\rangle+\beta|\xi\rangle) & =\alpha\langle\psi \mid \phi\rangle+\beta\langle\psi \mid \xi\rangle, & & \alpha, \beta \in \mathbb{C}, \tag{2}
\end{align*}
$$

The norm of a vector is $\|\psi\|:=\sqrt{\langle\psi \mid \psi\rangle}$. The inner product is the complex analog of the dot product of real vectors.

A qubit is a vector in a 2-dimensional Hilbert space, $\mathcal{H}_{2}$, of norm 1, i.e., $|\psi\rangle \in \mathbb{C}^{2}$ and $\langle\psi \mid \psi\rangle=1$. Vectors of norm 1 are called normalized, and normalized vectors are also called states.

We choose an orthonormal basis $|0\rangle$ and $|1\rangle$ of $\mathcal{H}_{2}$, which means that $\langle 0 \mid 0\rangle=\langle 1 \mid 1\rangle=1$ and $\langle 0 \mid 1\rangle=0$. Writing the basis as $|a\rangle, a=0,1$, this orthonormality can be written more compactly as

$$
\begin{equation*}
\langle a \mid b\rangle=\delta_{a b} \tag{3}
\end{equation*}
$$

where $\delta_{a b}$ is the Kronecker delta symbol: $\delta_{a b}=1$ if $a=b$ and is zero otherwise. That $\{|a\rangle, a=1,2\}$ is a basis of $\mathcal{H}_{2}$ means any vector in $\mathcal{H}_{2}$ can be written uniquely as a linear combination,

$$
\begin{equation*}
|\psi\rangle=\psi_{0}|0\rangle+\psi_{1}|1\rangle=\sum_{a \in\{0,1\}} \psi_{a}|a\rangle, \tag{4}
\end{equation*}
$$

for some complex numbers $\psi_{0}, \psi_{1}$. Then

$$
\begin{equation*}
\langle\psi \mid \psi\rangle=\left(\sum_{a} \psi_{a}^{*}\langle a|\right)\left(\sum_{b} \psi_{b}|b\rangle\right)=\sum_{a b} \psi_{a}^{*} \psi_{b}\langle a \mid b\rangle=\sum_{a b} \psi_{a}^{*} \psi_{b} \delta_{a b}=\sum_{a} \psi_{a}^{*} \psi_{a}=\sum_{a}\left|\psi_{a}\right|^{2} \tag{5}
\end{equation*}
$$

Thus $|\psi\rangle$ is a qubit if it has unit norm, ie,

$$
\begin{equation*}
\left|\psi_{0}\right|^{2}+\left|\psi_{1}\right|^{2}=1 \tag{6}
\end{equation*}
$$

The $\psi_{a}$ are the components of the state $|\psi\rangle$ in the $\{|0\rangle,|1\rangle\}$ basis, and are given by

$$
\begin{equation*}
\langle a \mid \psi\rangle=\langle a|\left(\sum_{b} \psi_{b}|b\rangle\right)=\sum_{b} \psi_{b}\langle a \mid b\rangle=\sum_{b} \psi_{b} \delta_{a b}=\psi_{a} . \tag{7}
\end{equation*}
$$

We also say that $\psi_{a}$ is the amplitude for the qubit $|\psi\rangle$ to be in state $|a\rangle$.
The fact that $\{|0\rangle,|1\rangle\}$ is an orthonormal basis can be encoded in the completeness relation

$$
\begin{equation*}
1=\sum_{a \in\{0,1\}}|a\rangle\langle a|=|0\rangle\langle 0|+|1\rangle\langle 1|, \tag{8}
\end{equation*}
$$

where the " 1 " on the left stands for the identity operator: $|\psi\rangle=1|\psi\rangle$. Indeed, using the completeness relation, this becomes

$$
\begin{equation*}
|\psi\rangle=|0\rangle\langle 0 \mid \psi\rangle+|1\rangle\langle 1 \mid \psi\rangle=\psi_{0}|0\rangle+\psi_{1}|1\rangle . \tag{9}
\end{equation*}
$$

There are infinitely many other orthonormal sets of basis vectors in $\mathcal{H}_{2}$ and some will be useful shortly.

Exercise 0.1 Show that

$$
\begin{align*}
& \left|0^{\prime}\right\rangle=\alpha|0\rangle+\beta|1\rangle \\
& \left|1^{\prime}\right\rangle=\beta^{*}|0\rangle-\alpha^{*}|1\rangle \tag{10}
\end{align*}
$$

is an orthonormal basis of $\mathcal{H}_{2}$ for any complex numbers $\alpha, \beta$, such that $|\alpha|^{2}+|\beta|^{2}=1$.

The "original" orthonormal basis, $\{|0\rangle,|1\rangle\}$, will be referred to as the computational basis from now on.

Orthonormal bases, components, and completeness relations all apply in a similar fashion to general $N$-dimensional Hilbert spaces, $\mathcal{H}_{N}$, not just the 2-dimensional space $\mathcal{H}_{2}$ of qubits.

## Linear operator review

We now want to learn how to go from one orthonormal basis to another. We will discuss this in the context of qubits, but, again, the discussion generalizes immediately to arbitrary Hilbert spaces. Suppose that we have two sets $\left\{^{2}\right.$ of orthonormal basis vectors, $\{|0\rangle,|1\rangle\}$ and $\left\{\left|0^{\prime}\right\rangle,\left|1^{\prime}\right\rangle\right\}$. We write them as $|a\rangle$, and $\left|a^{\prime}\right\rangle, a \in\{0,1\}$. We are looking for a linear operator, $A: \mathcal{H}_{2} \rightarrow \mathcal{H}_{2}$, that maps one basis to the other

$$
\begin{equation*}
A|a\rangle=\left|a^{\prime}\right\rangle, \quad a \in\{0,1\} \tag{11}
\end{equation*}
$$

Recall that a linear operator (also called a linear transformation) maps vectors to vectors, $A:|\psi\rangle \mapsto\left|\psi^{\prime}\right\rangle=A|\psi\rangle$, in a linear way, $A(\alpha|\psi\rangle+\beta|\chi\rangle)=\alpha A|\psi\rangle+\beta A|\chi\rangle$. By linearity, if we know the action of an operator on a basis, as in (11), then we know it on all states: $A|\psi\rangle=A\left(\psi_{0}|0\rangle+\psi_{1}|1\rangle\right)=\psi_{0} A|0\rangle+\psi_{1} A|1\rangle=\psi_{0}\left|0^{\prime}\right\rangle+\psi_{1}\left|1^{\prime}\right\rangle:=\left|\psi^{\prime}\right\rangle$.

We call the set of complex numbers $A_{a b}:=\langle a| A|b\rangle$ the matrix elements of $A$. We can see why by noting that if on an arbitrary state $A|\psi\rangle=|\chi\rangle$, then in components

$$
\begin{equation*}
\chi_{a}:=\langle a \mid \chi\rangle=\langle a| A|\psi\rangle=\langle a| A\left(\sum_{b}|b\rangle\langle b|\right)|\psi\rangle=\sum_{b}\langle a| A|b\rangle\langle b \mid \psi\rangle=\sum_{b} A_{a b} \psi_{b}, \tag{12}
\end{equation*}
$$

where we have used the definition (7) and the completeness relation (7). Let us now collect the 4 complex numbers $A_{a b}$ as the $2 \times 2$ complex matrix

$$
\mathbf{A}=\left(\begin{array}{ll}
A_{00} & A_{01}  \tag{13}\\
A_{10} & A_{11}
\end{array}\right)
$$

and the pairs of complex numbers $\psi_{a}$ and $\chi_{a}$ as the column vectors

$$
\begin{equation*}
\boldsymbol{\psi}=\binom{\psi_{0}}{\psi_{1}}, \quad \boldsymbol{\chi}=\binom{\chi_{0}}{\chi_{1}} \tag{14}
\end{equation*}
$$

Then (12) just becomes the matrix equation $\boldsymbol{\chi}=\mathbf{A} \boldsymbol{\psi}$. Also, the matrix elements of a product of operators $C=A B$ are given by $C_{a b}=\langle a| C|b\rangle=\langle a| A B|b\rangle=\sum_{c}\langle a| A|c\rangle\langle c| B|b\rangle=$ $\sum_{c} A_{a c} B_{c b}$ which is simply the matrix expression $\mathbf{C}=\mathbf{A B}$. Finally, observe that the matrix elements of the hermitian conjugate operator are given by

$$
\begin{equation*}
\left(A^{\dagger}\right)_{a b}=\langle a| A^{\dagger}|b\rangle=\langle b| A|a\rangle^{*}=A_{b a}^{*}, \tag{15}
\end{equation*}
$$

which is just $\mathbf{A}^{\dagger}:=\left(\mathbf{A}^{*}\right)^{\mathbf{t}}$, i.e., the complex conjugate transpose matrix. The middle equality in (15) is actually the definition of what is meant by hermitian conjugation of an operator. An important consequence is that hermitian conjugation of products reverses order, so

$$
\begin{equation*}
(A B)^{\dagger}=B^{\dagger} A^{\dagger}, \quad(A|\psi\rangle)^{\dagger}=\langle\psi| A^{\dagger}, \quad(|\phi\rangle\langle\psi|)^{\dagger}=|\psi\rangle\langle\phi| \tag{16}
\end{equation*}
$$

[^1]These considerations show that kets and operators can be represented by complex column matrices and complex square matrices, respectively. But it is important to recognize that this association of vectors and operators to matrices only makes sense relative to a choice of basis. If one were to choose a different basis, then the matrices would change even though the vector or operator is unaffected. We have emphasized this distinction by making the matrix symbols boldface. But we will not do this from now on, and denote operators and their matrix representations by the same symbols; we thus rely on context to figure out with respect to which basis the matrix elements are computed.

Return now to the special operator $A$ which transforms the $|a\rangle$ orthonormal basis into the $\left|a^{\prime}\right\rangle$ orthonormal basis, (11). From the completeness relation and (11) we have

$$
\begin{equation*}
\left|b^{\prime}\right\rangle=\sum_{a \in\{0,1\}}|a\rangle\left\langle a \mid b^{\prime}\right\rangle=\sum_{a}|a\rangle\langle a| A|b\rangle:=\sum_{a}|a\rangle A_{a b} . \tag{17}
\end{equation*}
$$

Since $\left\{\left|b^{\prime}\right\rangle, b^{\prime} \in\{0,1\}\right\}$ is an orthonormal basis, (3) gives

$$
\begin{equation*}
\delta_{b c}=\left\langle b^{\prime} \mid c^{\prime}\right\rangle=\left(\sum_{a}\langle a| A_{a b}^{*}\right)\left(\sum_{d}|d\rangle A_{d c}\right)=\sum_{a d} \delta_{a d} A_{a b}^{*} A_{d c}=\sum_{a} A_{a b}^{*} A_{a c} . \tag{18}
\end{equation*}
$$

These are the matrix components of the operator equation

$$
\begin{equation*}
A A^{\dagger}=A^{\dagger} A=1 \tag{19}
\end{equation*}
$$

Exercise 0.2 Verify this.
An operator or matrix satisfying (19) is called unitary. Note that $A$ unitary implies $A^{-1}=A^{\dagger}$. So we have shown that operators that take one orthonormal basis to another are unitary. The converse is also true: all unitary operators transform orthonormal bases to other orthonormal bases. Unitary operators are the complex analogs of rotation operators in real vector spaces. Just as rotations preserve the dot products of vectors, so unitary operators preserve the inner products of kets.

Exercise 0.3 Show that unitary transformations preserve the inner product, i.e., if $A|\psi\rangle=$ $\left|\psi^{\prime}\right\rangle$ and $A|\phi\rangle=\left|\phi^{\prime}\right\rangle$, then $\left\langle\psi^{\prime} \mid \phi^{\prime}\right\rangle=\langle\psi \mid \phi\rangle$.

The unitary operators on qubits (or, equivalently, the $2 \times 2$ unitary matrices) have many nice properties and useful representations. They are summarized in section 4.2 (pp 174-177) of [ NC ], and will be used from time to time in later sections.

Mathematical aside: unitary groups. Consider the set of unitary $2 \times 2$ matrices. We call this set $U(2)$. It is easy to show that this set is closed under matrix multiplication, that matrix multiplication is associative, and that the matrix inverse of a unitary matrix is also unitary. We summarize these properties by saying that $U(2)$ is a group, the unitary group in 2 dimensions.
There is an important relation between hermitian (also known as self-adjoint) operators and unitary operators. Recall that a hermitian operator is one which satisfies

$$
\begin{equation*}
A^{\dagger}=A \tag{20}
\end{equation*}
$$

In quantum mechanics, hermitian operators are also called observables. Unlike unitary operators, hermitian operators do not form a group. But hermitian operators and unitary operators both satisfy the spectral representation theorem $3^{3}$

If $A$ is unitary or hermitian, then it has an orthonormal basis of eigenvectors, $A|x\rangle=\lambda_{x}|x\rangle$ with $\langle x \mid y\rangle=\delta_{x y}$, and

$$
\begin{equation*}
A=\sum_{x} \lambda_{x}|x\rangle\langle x| . \tag{21}
\end{equation*}
$$

The summation is on $x \in\{0, \ldots, N-1\}$, where $N$ is the dimension of the Hilbert space.

Though the spectrum - the set of eigenvalues $\left\{\lambda_{x}, x=0, \ldots, N-1\right\}$ - is a unique property of $A$, the orthonormal basis of eigenvectors is not unique. Nevertheless, the spectral representation (21) holds for any choice of orthonormal eigenbasis. Note that matrix elements of $A$ in the orthonormal eigenbasis form a diagonal matrix with the eigenvalues as the diagonal entries.

Another important property of hermitian and unitary operators (which follows fairly easily from the spectral representation theorem) states:

Two hermitian or unitary operators $A$ and $B$ commute if and only if they share an orthonormal basis of eigenvectors.

This is often sloppily summarized as: "commuting operators can be simultaneously diagonalized".

Exercise 0.4 Show that the eigenvalues of hermitian operators are real and those of unitary operators have norm 1. That is, if $A|\psi\rangle=\lambda|\psi\rangle$, then if $A$ is hermitian show that $\lambda=\lambda^{*}$ and if $A$ is unitary show that $\lambda \lambda^{*}=1$.

Unitary and hermitian operators are closely related by exponentiation. In particular, $U$ is unitary if and only if there is a hermitian matrix, $A$, such that $U=e^{i A}$.

Proof: If $A=A^{\dagger}$ then $\left(e^{i A}\right)^{\dagger}=e^{-i A^{\dagger}}=e^{-i A}=\left(e^{i A}\right)^{-1}$, so $U=e^{i A}$ is unitary. Conversely, a unitary $U$ has the spectral representation $U=\sum_{x} e^{i \theta_{x}}|x\rangle\langle x|$, for some real $\theta_{x}$, since the eigenvalues of $U$ have norm 1. Define $A=\sum_{x} \theta_{x}|x\rangle\langle x|$. It is easy to check that $A=A^{\dagger}$ and, using the orthonormality of the $|x\rangle$ that $A^{n}=\sum_{x}\left(\theta_{x}\right)^{n}|x\rangle\langle x|$ for all positive integers $n$. Then $e^{i A}:=\sum_{n=0}^{\infty} \frac{1}{n!}(i A)^{n}=\sum_{n} \frac{i^{n}}{n!} \sum_{x}\left(\theta_{x}\right)^{n}|x\rangle\langle x|=\sum_{x}\left(\sum_{n} \frac{i^{n}}{n!}\left(\theta_{x}\right)^{n}\right)|x\rangle\langle x|=\sum_{x} e^{i \theta_{x}}|x\rangle\langle x|=U$.

An important subset of hermitian operators are the projection operators, or projectors for short. They are operators satisfying

$$
\begin{equation*}
P=P^{\dagger} \quad \text { and } \quad P P=P \tag{22}
\end{equation*}
$$

Exercise 0.5 Show that the eigenvalues of a projector can only be 0 or 1 .

[^2]If follows from the spectral representation theorem that a projector can be written as

$$
\begin{equation*}
P=\sum_{x \in E_{1}}|x\rangle\langle x|, \tag{23}
\end{equation*}
$$

where $\{|x\rangle, x=0, \ldots, N-1\}$ is an orthonormal eigenbasis of $P$ and $E_{1} \subset\{0, \ldots, N-1\}$ is the subset for which $|x\rangle$ are eigenvectors with eigenvalue 1 . The set $\left\{|x\rangle, x \in E_{1}\right\}$ is an orthonormal basis for a subspace of $\mathcal{H}_{N}$, called the eigenspace of eigenvalue 1 , and denoted $V_{1} \subset \mathcal{H}_{N}$. Denote by $E_{0}$ the complement of $E_{1}$, i.e., $E_{0}:=\left\{x \mid x \notin E_{1}\right\}$. Then $\left\{|x\rangle, x \in E_{0}\right\}$ is an orthonormal basis for another subspace $V_{0} \subset \mathcal{H}_{N}$ which is the eigenspace of $P$ of eigenvalue 0 .

Exercise 0.6 By the definition of the subspace $V_{1}$, a general vector $|\psi\rangle \in V_{1}$ can be written as $|\psi\rangle=\sum_{x \in E_{1}} \psi_{x}|x\rangle$ for some complex numbers $\psi_{x}$. Show that $|\psi\rangle$ is an eigenvector of $P$ with eigenvalue 1.

Exercise 0.7 Show that for any ket $|\psi\rangle \in \mathcal{H}_{N}$, then $P|\psi\rangle \in V_{1}$, and if $|\psi\rangle \in V_{1}$, then $P|\psi\rangle=|\psi\rangle$. Thus $P$ "projects" vectors onto the subspace $V_{1}$.

Exercise 0.8 If $P$ is a projector, show that $Q:=1-P$ is also a projector, that $Q P=P Q=$ 0 , and that $Q$ projects vectors onto the subspace $V_{0}$.

Exercise 0.9 Show that $V_{0}$ and $V_{1}$ are orthogonal subspaces, i.e., if $|\psi\rangle \in V_{0}$ and $|\phi\rangle \in V_{1}$, then $\langle\psi \mid \phi\rangle=0$.

In general, for any diagonalizable operator $A$ (e.g., any hermitian or unitary operator), with distinct eigenvalues $\left\{\lambda_{q}\right\}$ and orthonormal eigenbasis $\{|x\rangle, x=0, \ldots, N-1\}$, we define the sets $E_{\lambda_{q}} \subset\{0, \ldots, N-1\}$ as the subset for which $|x\rangle$ with $x \in E_{\lambda_{q}}$ are eigenvectors with eigenvalue $\lambda_{q}$. We call $d_{\lambda_{q}}:=\left|E_{\lambda_{q}}\right|$ (i.e., the number of elements in the set $E_{\lambda_{q}}$ ) the degeneracy of the eigenvalue $\lambda_{q}$. The corresponding eigenspace of eigenvalue $\lambda_{q}$ is denoted $V_{\lambda_{q}} \subset \mathcal{H}_{N}$. Thus the dimension of $V_{\lambda_{q}}$ is the degeneracy of $\lambda_{q}$. The spectral representation of $A$ is then

$$
\begin{equation*}
A=\sum_{q} \lambda_{q}\left(\sum_{x \in E_{\lambda_{q}}}|x\rangle\langle x|\right)=\sum_{q} \lambda_{q} P_{\lambda_{q}} \tag{24}
\end{equation*}
$$

where we have defined the projector onto the eigenspace $V_{\lambda_{q}}$ by

$$
\begin{equation*}
P_{\lambda_{q}}:=\sum_{i \in E_{\lambda_{q}}}|x\rangle\langle x| . \tag{25}
\end{equation*}
$$

Exercise 0.10 Show that $\left[P_{\lambda_{p}}, P_{\lambda_{q}}\right]=0$ for all $p, q$, and that $\sum_{q} P_{\lambda_{q}}=1$.
We say that the $P_{\lambda_{q}}$ form a complete orthogonal set of projectors.
Exercise 0.11 Show that $V_{\lambda_{p}}$ is orthogonal to $V_{\lambda_{q}}$ for all $p \neq q$.

The eigenspaces provide an orthogonal decomposition of $\mathcal{H}_{N}$, which we write as follows. If there are $M \leq N$ distinct eigenvalues, then

$$
\begin{equation*}
\mathcal{H}_{N}=V_{\lambda_{1}} \oplus V_{\lambda_{2}} \oplus \cdots \oplus V_{\lambda_{M}}, \tag{26}
\end{equation*}
$$

where the $\oplus$ denotes the direct sum of vector spaces. Note that vector space dimensions add under direct sum, so $N=\sum_{p=1}^{M} d_{\lambda_{p}}$.

Exercise 0.12 Consider a 3 -dimensional Hilbert space, $\mathcal{H}_{3}$, with orthonormal basis $\{|j\rangle, j=$ $0,1,2\}$ with respect to which the hermitian operator $A$ has matrix elements

$$
A=\left(\begin{array}{ccc}
17 & -7(1-i) \sqrt{2} & 7 i \sqrt{3} \\
-7(1+i) \sqrt{2} & -4 & -7(1-i) \sqrt{6} \\
-7 i \sqrt{3} & -7(1+i) \sqrt{6} & 3
\end{array}\right)
$$

Find the eigenvalues, $\lambda_{a}$, and an orthonormal basis of eigenvectors, $\left\{\left|j^{\prime}\right\rangle, j=1,2,3\right\}$, of $A$. What are the degeneracies of the eigenvalues? Write the matrix elements of the projectors onto the eigenspaces, $P_{\lambda_{a}}$, in the $\{|j\rangle\}$ basis, and verify the spectral representation (24) of $A$.

## Physical interpretation of vectors and operators in quantum mechanics

All the above linear algebra is important because, in a nutshell, vectors in Hilbert spaces encode the physical state of a quantum system, hermitian operators encode the possible experimental observations on those systems, projectors encode the possible outcomes of those experiments, and unitary operators encode the dynamical evolution of systems which are isolated from outside influences (like experimental observation). We will now state this dictionary between quantum physics and linear algebra more precisely. These are often called the axioms of quantum mechanics.
I. The physical state of a system is a vector, $|\psi\rangle$, in a Hilbert space which is normalized: $\langle\psi \mid \psi\rangle=1$. The overall phase of a state vector is physically unobservable. That is, two normalized vectors $|\phi\rangle$ and $|\psi\rangle$ satisfying $|\phi\rangle=e^{i \theta}|\psi\rangle$ for any real $\theta$ describe the same physical state.
II. An observable (or, physically allowed measurement) is a choice of a hermitian operator, $M$. By the spectral theorem, $M=\sum_{a} \mu_{a} P_{\mu_{a}}$, where $\mu_{a}$ are its eigenvalues and $P_{\mu_{a}}$ are the orthogonal projection operators onto their corresponding eigenspaces.
III. The only possible outcomes of measuring $M$ are one of its eigenvalues. I denote this outcome of this measurement by " $M=\mu_{a}$ ".
IV. The probability of observing a given possible outcome, $M=\mu_{a}$, of such a measurement is the norm-squared of the projection of the state onto the eigenspace of the eigenvalue $\mu_{a}$. In formulas, this is

$$
\begin{equation*}
\mathcal{P}\left(M=\mu_{a}\right)=\langle\psi| P_{\mu_{a}}|\psi\rangle=\| P_{\mu_{a}}|\psi\rangle \|^{2} . \tag{27}
\end{equation*}
$$

V. Once we observe the outcome $M=\mu_{a}$, the state changes as a result of the measurement from its state $|\psi\rangle$ immediately before the measurement, to a new state $\left|\psi^{\prime}\right\rangle$ immediately after the measurement, given by its normalized projection onto the eigenspace corresponding to the observed eigenvalue. In formulas, this is

$$
\begin{equation*}
|\psi\rangle \xrightarrow{\text { meas. } M=\mu_{a}}\left|\psi^{\prime}\right\rangle=\frac{P_{\mu_{a}}|\psi\rangle}{\sqrt{\mathcal{P}\left(M=\mu_{a}\right)}}=\frac{P_{\mu_{a}}|\psi\rangle}{\| P_{\mu_{a}}|\psi\rangle \|} \tag{28}
\end{equation*}
$$

VI. The dynamical evolution (i.e., change with time) of the state of an isolated system (i.e., when it is not being measured or otherwise interacting with the external world) from an initial state $|\psi\rangle$ to a later state $\left|\psi^{\prime}\right\rangle$ is given by

$$
\begin{equation*}
\left|\psi^{\prime}\right\rangle=U|\psi\rangle, \tag{29}
\end{equation*}
$$

where $U$ is a unitary operator that depends on the physical system in question.
Note that the expectation value of an observable $M$ on a state $|\psi\rangle$,

$$
\begin{equation*}
\langle M\rangle=\langle\psi| M|\psi\rangle \tag{30}
\end{equation*}
$$

does not give the value of a measurement of $M$ ! Rather it gives the average value of measurements of $M$ on many identical systems all prepared in the state $|\psi\rangle$. We see this as follows. By definition, the expectation value of a measurement of $M$ is the average of its possible outcomes weighted by their probabilities. Thus, $\langle M\rangle=\sum_{a} \mu_{a} \mathcal{P}\left(M=\mu_{a}\right)=$ $\sum_{a} \mu_{a}\langle\psi| P_{\mu_{a}}|\psi\rangle=\langle\psi|\left(\sum_{a} \mu_{a} P_{\lambda_{a}}\right)|\psi\rangle=\langle\psi| M|\psi\rangle$, proving (30), where we used axioms IIIV.

There is one more rule of quantum mechanics, which governs how larger systems are built up from smaller ones:
VII. The Hilbert space, $\mathcal{H}$, describing the states of a system which is made up of two subsystems which are described by vectors in Hilbert spaces $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ is given by the tensor product

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{1} \otimes \mathcal{H}_{2} \tag{31}
\end{equation*}
$$

We will discuss tensor products of Hilbert spaces in more detail below.

### 0.2 Single qubit gates and Pauli matrices

Talking about the time evolution of a quantum system in terms of "gates" (instead of in terms of a differential equation in time, like the Schrodinger equation) is just a way to simplify the problem: we break the system into small pieces, the qubits, and their interaction into localized pieces which we call gates, and the time evolution into discrete steps. By doing this we effectively map general quantum dynamics onto a quantum analog of a classical computer: qubits replace bits, gates replace gates, and the discretized time step is the analog of the "clock rate" of a classical computer. Thus we can think of "quantum computers" and "quantum algorithms" (i.e., an arrangement of qubits and gates together with a set of
measurements) as a kind of language for describing and exploring general kinds of quantum mechanical evolution.

We have seen that a single qubit is a normalized vector $|\psi\rangle \in \mathcal{H}_{2}$ which can be written

$$
\begin{equation*}
|\psi\rangle=\alpha_{0}|0\rangle+\alpha_{1}|1\rangle=\sum_{a \in F_{2}} \alpha_{a}|a\rangle, \quad \alpha_{a} \in \mathbb{C}, \quad \sum_{a \in F_{2}}\left|\alpha_{a}\right|^{2}=1, \tag{32}
\end{equation*}
$$

where $\left\{|a\rangle, a \in F_{2}\right\}$ is some chosen orthonormal basis of $\mathcal{H}_{2}$. Here we have introduced a shorthand notation

$$
\begin{equation*}
F_{2} \equiv\{0,1\} \tag{33}
\end{equation*}
$$

the set with the two elements 0 and 1. (The name comes from the fact that this set of integers is, mathematically, the field with two elements, ie, it is closed under addition and multiplication mod 2 and their inverses.) With respect to this basis, called the computational basis, we can also represent this qubit as the column matrix

$$
\begin{equation*}
|\psi\rangle \leftrightarrow\binom{\alpha_{0}}{\alpha_{1}} \tag{34}
\end{equation*}
$$

In particular, we have $|0\rangle \leftrightarrow\binom{1}{0}$ and $|1\rangle \leftrightarrow\binom{0}{1}$.
A single qubit quantum gate is a unitary operator

$$
\begin{equation*}
U: \mathcal{H}_{2} \rightarrow \mathcal{H}_{2} \tag{35}
\end{equation*}
$$

The action of the unitary operator $U$ on a qubit tells how the qubit changes during a given time interval. The operator $U$ is completely determined by its matrix elements $U_{a b}=\langle a| U|b\rangle$ in an orthonormal basis. This is because its action on any qubit is given by

$$
\begin{align*}
U|\psi\rangle & =1 \cdot U(\alpha|0\rangle+\beta|1\rangle)=(|0\rangle\langle 0|+|1\rangle\langle 1|)(\alpha U|0\rangle+\beta U|1\rangle) \\
& =\left(U_{00} \alpha+U_{01} \beta\right)|0\rangle+\left(U_{10} \alpha+U_{11} \beta\right)|1\rangle . \tag{36}
\end{align*}
$$

In matrix notation this becomes

$$
U|\psi\rangle \leftrightarrow\left(\begin{array}{cc}
U_{00} & U_{01}  \tag{37}\\
U_{10} & U_{11}
\end{array}\right)\binom{\alpha}{\beta}
$$

We can also characterize $U$ without referring to a state which it acts on:

$$
U=1 \cdot U \cdot 1=\left(\sum_{a}|a\rangle\langle a|\right) U\left(\sum_{b}|b\rangle\langle b|\right)=\sum_{a b} U_{a b}|a\rangle\langle b| \quad \leftrightarrow \quad\left(\begin{array}{cc}
U_{00} & U_{01}  \tag{38}\\
U_{10} & U_{11}
\end{array}\right)
$$

In particular,

$$
|0\rangle\langle 0| \leftrightarrow\left(\begin{array}{ll}
1 & 0  \tag{39}\\
0 & 0
\end{array}\right), \quad|0\rangle\langle 1| \leftrightarrow\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), \quad|1\rangle\langle 0| \leftrightarrow\left(\begin{array}{cc}
0 & 0 \\
1 & 0
\end{array}\right), \quad|1\rangle\langle 1| \leftrightarrow\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) .
$$

We now list some of the commonly-used single qubit gates.

| Name | symbol | operator | matrix |
| :--- | :--- | :--- | :--- |
| Identity | - | $I=\|0\rangle\langle 0\|+\|1\rangle\langle 1\|$ | $\left(\begin{array}{cc}1 & 0 \\ 0 & 1\end{array}\right)$ |
| Pauli- $X$ | $-X$ | $X=\|1\rangle\langle 0\|+\|0\rangle\langle 1\|$ | $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ |
| Pauli- $Y$ | $-Y$ | $Y=i\|1\rangle\langle 0\|-i\|0\rangle\langle 1\|$ | $\left(\begin{array}{cc}0 & -i \\ i & 0\end{array}\right)$ |
| Pauli- $Z$ | $-Z$ | $Z=\|0\rangle\langle 0\|-\|1\rangle\langle 1\|$ | $\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$ |
| Phase | $-\quad \phi$ | $\phi=\|0\rangle\langle 0\|+e^{i \phi}\|1\rangle\langle 1\|$ | $\left(\begin{array}{cc}1 & 0 \\ 0 & i\end{array}\right)$ |
| Hadamard | $-H$ | $H=\frac{1}{\sqrt{2}} \sum_{a, b \in F_{2}}(-)^{a b}\|a\rangle\langle b\|$ | $\frac{1}{\sqrt{2}}\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$. |

You should be able to easily verify that they are all unitary.
The first four gates, $I, X, Y$, and $Z$, are especially useful. Their matrix forms are the identity matrix and the three Pauli matrices, often denoted $\sigma^{j}, j=1,2,3$ in the physics literature. It is easy to see that they form a real basis of $2 \times 2$ hermitian matrices. That is, any $2 \times 2$ hermitian matrix can be written uniquely as a real linear combination of these four matrices. Moreover, these are also unitary operators. Unlike hermitian operators, linear combinations of unitary operators are not unitary, in general. Although any unitary operator can be realized as an exponential of a hermitian operator, this is not very useful for building a quantum circuit out of Pauli gates since exponentiation involves an infinite sum of terms. There are a raft of useful Pauli matrix identities - they are always easy to check in the matrix representation. The most basic ones, which are worth memorizing, are

$$
\begin{align*}
1 & =X^{2}=Y^{2}=Z^{2} \\
X Y & =-Y X, \quad Y Z=-Z Y, \quad Z X=-X Z  \tag{40}\\
X Y & =i Z, \quad Y Z=i X, \quad Z X=i Y
\end{align*}
$$

Exercise 0.13 Verify these identities.
The Hadamard gate will also play a prominent role in what follows. Some useful identities which it satisfies are

$$
\begin{align*}
1 & =H^{2}, \\
H|a\rangle & =\frac{1}{\sqrt{2}}\left(|0\rangle+(-)^{a}|1\rangle\right) \quad \text { for } a \in F_{2},  \tag{41}\\
H & =\frac{1}{\sqrt{2}}(X+Z), \\
X & =H Z H, \quad Z=H X H .
\end{align*}
$$

Exercise 0.14 Verify these identities.
Although we have not exhaustively treated single qubit gates, we have enough to do some interesting things. We now expand our vision to deal with multiple qubit gates.

Exercise 0.15 Show that the following sequence of gates,

acting on input $|0\rangle$ gives $|\psi\rangle=\cos \theta|0\rangle+e^{i \phi} \sin \theta|1\rangle$. So this sequence of gates takes us from $|0\rangle$ to a general point on the Bloch sphere.

### 0.3 Tensor products

The tensor product operation on Hilbert spaces is how we put subsystems together to form larger systems in quantum mechanics. In particular, a quantum computer using $n$ qubits will act a Hilbert space which is the $n$-fold tensor product of single-qubit Hilbert spaces. For example, a circuit with two qubits of input is, schematically,


We write the input state of this circuit as

$$
\begin{equation*}
|\psi\rangle \otimes|\phi\rangle \equiv|\psi\rangle|\phi\rangle \equiv|\psi, \phi\rangle . \tag{44}
\end{equation*}
$$

These are three different notations for the same thing, the tensor product of the states. Note that the tensor product is not commutative:

$$
\begin{equation*}
|\phi\rangle|\psi\rangle \neq|\psi\rangle|\phi\rangle \tag{45}
\end{equation*}
$$

The order matters! A generally followed convention is that the order of factors in the tensor product from left to right is the same as the order of the qubit lines in a circuit diagram from top to bottom.

Each of the input states is in its own private $\mathcal{H}_{2}$. The space of all 2-qubit states is written

$$
\begin{equation*}
\mathcal{H}_{2} \otimes \mathcal{H}_{2} \tag{46}
\end{equation*}
$$

One important mathematical condition that we impose on this tensor product is that it is bilinear, i.e., it is linear in each of the two qubits separately. In formulas, this says that

$$
\begin{align*}
(|\psi\rangle+|\xi\rangle)|\phi\rangle & =|\psi\rangle|\phi\rangle+|\xi\rangle|\phi\rangle \\
|\psi\rangle(|\phi\rangle+|\xi\rangle) & =|\psi\rangle|\phi\rangle+|\psi\rangle|\xi\rangle  \tag{47}\\
\alpha(|\psi\rangle|\phi\rangle) & =(\alpha|\psi\rangle)|\phi\rangle=|\psi\rangle(\alpha|\phi\rangle) .
\end{align*}
$$

It follows from this that $\mathcal{H}_{2} \otimes \mathcal{H}_{2}$ is itself a vector space. In particular, if $\left\{\left|L_{a}\right\rangle, a \in F_{2}\right\}$ is a basis of the left $\mathcal{H}_{2}$ factor and $\left\{\left|R_{b}\right\rangle, b \in F_{2}\right\}$ is a basis of the right $\mathcal{H}_{2}$ factor, then $\left\{\left|L_{a}\right\rangle \otimes\right.$ $\left.\left|R_{b}\right\rangle \equiv\left|L_{a} R_{b}\right\rangle, a, b \in F_{2}\right\}$ is a basis of $\mathcal{H}_{2} \otimes \mathcal{H}_{2}$. In particular, if we take the computational bases for each $\mathcal{H}_{2}$ factor, then the computational basis for $\mathcal{H}_{2} \otimes \mathcal{H}_{2}$ is $\{|00\rangle,|01\rangle,|10\rangle,|11\rangle\}$.

This can easily be extended to an arbitrary number of tensor product factors. The tensor product of $n$ qubits, $\mathcal{H}_{2}^{\otimes n}=\mathcal{H}_{2} \otimes \cdots \otimes \mathcal{H}_{2} n$ times, has computational basis $\left\{\left|a_{1} a_{2} \cdots a_{n}\right\rangle, a_{j} \in\right.$ $\left.F_{2}\right\}$. (Recall the definition (33) of $F_{2}$.) So we see that the dimension of $\mathcal{H}_{2}^{\otimes n}$ is $2^{n}$. In general, dimensions multiply under tensor products.

Tensor products also inherit an inner product from their factors. In particular, if $\left|a_{1} \cdots a_{n}\right\rangle$ $\in \mathcal{H}_{2}^{\otimes n}$ and $\left|b_{1} \cdots b_{n}\right\rangle \in \mathcal{H}_{2}^{\otimes n}$, then we define

$$
\begin{equation*}
\left\langle a_{1} \cdots a_{n} \mid b_{1} \cdots b_{n}\right\rangle=\left\langle a_{1} \mid b_{1}\right\rangle \cdots\left\langle a_{n} \mid b_{n}\right\rangle \tag{48}
\end{equation*}
$$

and extend this to all states of $\mathcal{H}_{2}^{\otimes n}$ by linearity.
Exercise 0.16 Show that the computational basis of $\mathcal{H}_{2}^{\otimes n}$ is an orthonormal basis, ie,

$$
\begin{equation*}
\left\langle a_{1} \cdots a_{n} \mid b_{1} \cdots b_{n}\right\rangle=\delta_{a_{1} b_{1}} \cdots \delta_{a_{n} b_{n}} . \tag{49}
\end{equation*}
$$

The computation basis vectors, $\left|a_{1} a_{2} \cdots a_{n}\right\rangle$, are unwieldly to write when $n$ is large. There is a clever shorthand: each basis state is labelled by the sequence of $n 0$ 's or 1's $-a_{1} a_{2} \cdots a_{n}$ - which can be thought of as an integer in binary notation running from $00 \cdots 0$ up to $11 \cdots 1$. In other words, they run over the integers $x \in\left\{0,1,2, \ldots, 2^{n}-1\right\}$. Thus we often will notate the computational basis of $\mathcal{H}_{2}^{\otimes n}$ by the set $\left\{|x\rangle, x=0, \ldots, 2^{n}-1\right\}$. For example, when $n=3$, we write

$$
\begin{aligned}
|000\rangle & =|0\rangle \\
|001\rangle & =|1\rangle \\
|010\rangle & =|2\rangle \\
|011\rangle & =|3\rangle \\
|100\rangle & =|4\rangle \\
|101\rangle & =|5\rangle \\
|110\rangle & =|6\rangle \\
|111\rangle & =|7\rangle .
\end{aligned}
$$

Note that in this notation, the orthonormality condition (49) becomes simply $\langle x \mid y\rangle=\delta_{x, y}$.
Using this notation we can write the general state in $\mathcal{H}_{2}^{\otimes n}$ as a linear combination of its basis vectors,

$$
\begin{equation*}
|\psi\rangle=\sum_{x=0}^{2^{n}-1} \psi_{x}|x\rangle, \tag{50}
\end{equation*}
$$

for some complex numbers $\psi_{x}$. For $|\psi\rangle$ to be normalized, we must have $\sum_{x}\left|\psi_{x}\right|^{2}=1$.
Operators on tensor product spaces can be built up from operators on each factor in a similar fashion. For example, if

$$
\begin{equation*}
A: \mathcal{H}_{2} \rightarrow \mathcal{H}_{2}, \quad \text { and } \quad B: \mathcal{H}_{2} \rightarrow \mathcal{H}_{2} \tag{51}
\end{equation*}
$$

are any linear operators acting on a qubit, then a new linear operator, $A \otimes B$ acting on $\mathcal{H}_{2} \otimes \mathcal{H}_{2}$, is defined by the rule

$$
\begin{align*}
(A \otimes B)|\psi\rangle \otimes|\phi\rangle & =(A \otimes B)|\psi, \phi\rangle \\
& :=(A|\phi\rangle) \otimes(B|\psi\rangle) \tag{52}
\end{align*}
$$

for any states $|\phi\rangle,|\psi\rangle \in \mathcal{H}_{2}$, and extended by linearity to all states of $\mathcal{H}_{2} \otimes \mathcal{H}_{2}$.
Exercise 0.17 Show that

$$
\begin{align*}
(1 \otimes A)|\psi, \phi\rangle & =|\psi\rangle \otimes A|\phi\rangle \\
(A \otimes 1)|\psi, \phi\rangle & =A|\psi\rangle \otimes|\phi\rangle \\
(0 \otimes A)|\psi, \phi\rangle & =0 \tag{53}
\end{align*}
$$

Exercise 0.18 Show that if $A$ and $B$ are unitary, that $A \otimes B$ is unitary. Show that if $A$ and $B$ are hermitian, that $A \otimes B$ is hermitian.

In the computational basis, an operator $A$ is given by a $2 \times 2$ matrix $A_{a b}=\langle a| A|b\rangle$ with $a, b \in F_{2}$, and similarly for $B$,

$$
A \leftrightarrow\left(\begin{array}{cc}
A_{00} & A_{01}  \tag{54}\\
A_{10} & A_{11}
\end{array}\right), \quad B \leftrightarrow\left(\begin{array}{cc}
B_{00} & B_{01} \\
B_{10} & B_{11}
\end{array}\right) .
$$

With respect to the $|i j\rangle$ computational basis of $\mathcal{H}_{2} \otimes \mathcal{H}_{2}$, the tensor product operator $A \otimes B$ is a $4 \times 4$ matrix with matrix elements

$$
\begin{equation*}
(A \otimes B)_{a b, c d}=\langle a, b| A \otimes B|c, d\rangle=\langle a| A|c\rangle\langle b| B|d\rangle=A_{a c} B_{b d} . \tag{55}
\end{equation*}
$$

So, as a matrix, we have

$$
A \otimes B \leftrightarrow\left(\begin{array}{llll}
A_{00} B_{00} & A_{00} B_{01} & A_{01} B_{00} & A_{01} B_{01}  \tag{56}\\
A_{00} B_{10} & A_{00} B_{11} & A_{01} B_{10} & A_{01} B_{11} \\
A_{10} B_{00} & A_{10} B_{01} & A_{11} B_{00} & A_{11} B_{01} \\
A_{10} B_{10} & A_{10} B_{11} & A_{11} B_{10} & A_{11} B_{11}
\end{array}\right)
$$

which can also be written in $2 \times 2$ block form as

$$
A \otimes B \leftrightarrow\left(\begin{array}{cc}
A_{00} B & A_{01} B  \tag{57}\\
A_{10} B & A_{11} B
\end{array}\right), \quad \text { where } \quad B=\left(\begin{array}{cc}
B_{00} & B_{01} \\
B_{10} & B_{11}
\end{array}\right) .
$$

Exercise 0.19 Show that

$$
X \otimes Y=\left(\begin{array}{cccc}
0 & 0 & 0 & -i  \tag{58}\\
0 & 0 & i & 0 \\
0 & -i & 0 & 0 \\
i & 0 & 0 & 0
\end{array}\right) \quad \text { and } \quad Y \otimes X=\left(\begin{array}{cccc}
0 & 0 & 0 & -i \\
0 & 0 & -i & 0 \\
0 & i & 0 & 0 \\
i & 0 & 0 & 0
\end{array}\right)
$$

Note that this shows explicitly that $X \otimes Y \neq Y \otimes X$.
This definition and examples are easily generalized from 2 to an arbitrary number, $n$, qubits. But since the dimension of $\mathcal{H}_{2}^{\otimes n}$ increases exponentially with $n$, writing the matrix expressions for operators on tensor product spaces quickly becomes useless.

### 0.4 Entanglement

The computational basis elements of a tensor product space, like $\mathcal{H}_{2}^{\otimes n}$, are themselves tensor products of individual vectors in each factor, $\left|a_{1} a_{2} \cdots a_{n}\right\rangle=\left|a_{1}\right\rangle \otimes\left|a_{2}\right\rangle \otimes \cdots \otimes\left|a_{n}\right\rangle$. The general state in $\mathcal{H}_{2}^{\otimes n}$ is a linear combination of these basis states. Can the general state also be factorized into a tensor product of states in each factor? The answer is no.

We'll prove this in the case of $\mathcal{H}_{2} \otimes \mathcal{H}_{2}$. First, let's look at a typical example. Consider the state

$$
\begin{equation*}
\left|\beta_{00}\right\rangle:=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle) \tag{59}
\end{equation*}
$$

often called the EPR state. It and related states will play a prominent role in future sections. We ask: Do there exist states $|\phi\rangle,|\psi\rangle \in \mathcal{H}_{2}$ such that $\left|\beta_{00}\right\rangle=|\phi\rangle|\psi\rangle$ ? The most general possible form of $|\phi\rangle$ and $|\psi\rangle$ are

$$
\begin{equation*}
|\phi\rangle=\alpha|0\rangle+\beta|1\rangle, \quad \quad|\psi\rangle=\gamma|0\rangle+\delta|1\rangle \tag{60}
\end{equation*}
$$

for some complex numbers $\alpha, \beta, \gamma, \delta$. Then

$$
\begin{align*}
|\phi\rangle|\psi\rangle & =(\alpha|0\rangle+\beta|1\rangle)(\gamma|0\rangle+\delta|1\rangle) \\
& =\alpha \gamma|00\rangle+\alpha \delta|01\rangle+\beta \gamma|10\rangle+\beta \delta|11\rangle \tag{61}
\end{align*}
$$

Comparing to $(59)$, we see that $\left|\beta_{00}\right\rangle=|\phi\rangle|\psi\rangle$ if and only if there is a solution to the equations

$$
\begin{equation*}
\alpha \gamma=\beta \delta=1, \quad \text { and } \quad \alpha \delta=\beta \gamma=0 \tag{62}
\end{equation*}
$$

But the first equalities imply that none of $\alpha, \beta, \gamma, \delta$ can vanish, while the second equalities imply that at least two of them do vanish. This is a contradiction, so no solution to these equations exist, and the EPR state cannot be factorized.

A multi-qubit state which cannot be factorized into a product of states of each qubit is called an entangled state. This property of entanglement has no analog in classical mechanics. It should be thought of as a "new" feature of quantum mechanics, or as a resource that quantum computation can take advantage of that classical computers don't have access to.

We will now show that almost every state in $\mathcal{H}_{2} \otimes \mathcal{H}_{2}$ is entangled. The most general state in $\mathcal{H}_{2} \otimes \mathcal{H}_{2}$ can be written as

$$
\begin{equation*}
|\chi\rangle=\zeta_{00}|00\rangle+\zeta_{01}|01\rangle+\zeta_{10}|10\rangle+\zeta_{11}|11\rangle, \tag{63}
\end{equation*}
$$

for some complex numbers $\zeta_{i j}$. The condition that $|\chi\rangle$ is unentangled, ie, that $|\chi\rangle=|\phi\rangle|\psi\rangle$ with $|\phi\rangle$ and $|\psi\rangle$ some 1-qubit states as in (60) is that (63) equals (61), or,

$$
\begin{equation*}
\zeta_{00}=\alpha \gamma, \quad \zeta_{01}=\alpha \delta, \quad \zeta_{10}=\beta \gamma, \quad \zeta_{11}=\beta \delta \tag{64}
\end{equation*}
$$

This can be rewritten as the matrix equation

$$
\left(\begin{array}{ll}
\zeta_{00} & \zeta_{01}  \tag{65}\\
\zeta_{10} & \zeta_{11}
\end{array}\right)=\binom{\alpha}{\beta}\left(\begin{array}{ll}
\gamma & \delta
\end{array}\right) .
$$

Note that the determinant of the right hand side always vanishes. (In fact, the vanishing of this determinant is also a sufficient condition for it being written in this factorized form.) Thus the condition for $|\chi\rangle$ to factorize is that $\gamma_{00} \gamma_{11}-\gamma_{01} \gamma_{10}=0$. This condition is therefore satisfied by only a 3 -complex-dimensional subset of the 4 -complex-dimensional space of $\mathcal{H}_{2} \otimes$ $\mathcal{H}_{2}$ states. Thus almost every state in $\mathcal{H}_{2} \otimes \mathcal{H}_{2}$ is entangled.

This can be easily generalized to arbitrary tensor products. There are various quantitative measures of how entangled a given state is, ie, how "far" it is from being a factorized state. These measures are generally called entanglement entropy. We will not pursue the development of this subject further in this course, but you should be aware that the study of entanglement entropies of various sorts and in various systems is a very large part of current research on quantum information.

## Part I

## Quantum Circuits

You have had a basic introduction to quantum mechanics, have studied the single qubit in some detail, and have worked with several of the operators that are important in quantum mechanics. Our next goal is to address some of the simple quantum circuits constructed from quantum gates, and then from there, to construct quantum algorithms. Quantum algorithms are combinations of quantum circuits with measurements and classical computations to solve certain problems. Even some of the simplest quantum algorithms use many qubits, and so can be complicated to analyze and describe.

## 1 Simple circuits

### 1.1 The no-cloning theorem, controlled-NOT and related gates

The no-cloning theorem is a basic no-go statement about possible quantum circuits. In particular, it states that there is no possible quantum circuit that can copy a qubit (or any multi-qubit quantum state, for that matter). By "copy" we mean the following. A quantum copy machine is a circuit that behaves like


That is, it takes a state $|\psi\rangle|0\rangle$ as input and outputs $|\psi\rangle|\psi\rangle$, where $|\psi\rangle$ is any state (in a given Hilbert space) and $|0\rangle$ is some fixed reference state.

We now show that this is impossible - ie, that no unitary $U$ exists with this property - by supposing such a unitary $U$ does exist, and finding a contradiction. If $U$ exists, then $U|\psi, 0\rangle=|\psi, \psi\rangle$ and $U|\phi, 0\rangle=|\phi, \phi\rangle$ for any two states $|\psi\rangle$ and $|\phi\rangle$. Take the hermitian conjugate of the second equation and then take the inner product of the two equations to get

$$
\begin{equation*}
\langle\phi, 0| U^{\dagger} U|\psi, 0\rangle=\langle\phi, \phi \mid \psi, \psi\rangle . \tag{67}
\end{equation*}
$$

The left side is

$$
\begin{equation*}
\langle\phi, 0| U^{\dagger} U|\psi, 0\rangle=\langle\phi, 0 \mid \psi, 0\rangle\langle\phi \mid \psi\rangle\langle 0 \mid 0\rangle=\langle\phi \mid \psi\rangle, \tag{68}
\end{equation*}
$$

where in the first step we used that $U$ is unitary, and in the last step we used that $|0\rangle$ is normalized. The right side of (67) is

$$
\begin{equation*}
\langle\phi, \phi \mid \psi, \psi\rangle=\langle\phi \mid \psi\rangle\langle\phi \mid \psi\rangle=\langle\phi \mid \psi\rangle^{2} . \tag{69}
\end{equation*}
$$

Equating the left and right sides we then see that $\langle\phi \mid \psi\rangle=\langle\phi \mid \psi\rangle^{2}$, which only has the solutions

$$
\begin{equation*}
\langle\phi \mid \psi\rangle=0 \text { or } 1 . \tag{70}
\end{equation*}
$$

But we supposed $|\phi\rangle$ and $|\psi\rangle$ to be any two states, so, in particular, $\langle\phi \mid \psi\rangle$ can be any complex number with norm less than or equal to 1 (since $|\phi\rangle$ and $|\psi\rangle$, as states, are normalized). This contradiction with 70 proves the no-cloning theorem.

Notice that the proof of the theorem does not prevent us from cloning an orthonormal basis of Hilbert space. That is, since all states in an orthonormal basis satisfy 70) (by definition), it is perfectly possible to construct a unitary $U$ which clones only these states. Let us demonstrate this for two qubits by defining the controlled-NOT gate, which we'll denote " $C N$ ", and whose circuit diagram is

$$
\begin{equation*}
C N=\square \tag{71}
\end{equation*}
$$

We can define it by its action on the computational basis,

$$
\begin{equation*}
C N|00\rangle=|00\rangle, \quad C N|01\rangle=|01\rangle, \quad C N|10\rangle=|11\rangle, \quad C N|11\rangle=|10\rangle . \tag{72}
\end{equation*}
$$

Note that it does nothing to the first qubit, but if the first qubit is $|1\rangle$ it flips the second qubit. This action on the computational basis can be neatly described diagrammatically as

$$
\begin{align*}
& |a\rangle-\quad|a\rangle  \tag{73}\\
& |b\rangle-\quad|b \oplus a\rangle
\end{align*} \quad a, b \in F_{2} .
$$

Here we use the $\oplus \operatorname{sign}$ to denote addition in $F_{2}$, ie, addition modulo 2:

$$
\begin{equation*}
0 \oplus 0:=0, \quad 0 \oplus 1:=1, \quad 1 \oplus 0:=1, \quad 1 \oplus 1:=0 \tag{74}
\end{equation*}
$$

We say that the flip of the second qubit is controlled by the first qubit. If we have $N$ qubits, labelled by $i=1, \ldots, N$, we might specify a controlled-NOT gate as $C_{i} N_{j}$ to mean the flip of the $j$ th qubit is controlled by the $i$ th qubit. Thus, for example,


Exercise 1.1 Write $C N$ as a $4 \times 4$ matrix in the computational basis and verify that it is unitary.

Writing $n$-qubit gates out as $2^{n} \times 2^{n}$ matrices - even for $n$ as small as 2 - is mind-numbing torture. An often better way is to write them as operators. Noting that $|a\rangle\langle b|$ for $a, b$ labelling orthonormal basis vectors is an operator which maps the basis vector $|b\rangle$ to $|a\rangle$, and maps all other basis vectors to zero, it is immediate from (72) that

$$
\begin{equation*}
C N=|00\rangle\langle 00|+|01\rangle\langle 01|+|10\rangle\langle 11|+|11\rangle\langle 10| . \tag{76}
\end{equation*}
$$

Using the hint from (73), this can be written more compactly as

$$
\begin{equation*}
C N=\sum_{a, b \in F_{2}}|a, b \oplus a\rangle\langle a, b| \tag{77}
\end{equation*}
$$

You should become familiar with these manipulations so that going between the equivalent definitions (72), (73), (76), and (77), becomes an easy exercize.

Now compare the effect of the controlled-NOT gate with input $|a, 0\rangle$,

$$
\begin{align*}
& |a\rangle-\quad|a\rangle  \tag{78}\\
& |0\rangle-\wp-|a\rangle
\end{align*} \quad a \in F_{2} .
$$

to that of a putative quantum copier, (66). The difference is that the controlled-NOT gate only has this "copying" output when $|a\rangle$ is a basis state.

Exercise 1.2 Compute the output state of the controlled-NOT gate if the input state is $|\psi, 0\rangle$ where $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle$ is a general 1-qubit state.

Exercise 1.3 Compute the output state of the controlled-NOT gate if the input state is $|\psi, \phi\rangle$ where $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle$ and $|\phi\rangle=\gamma|0\rangle+\delta|1\rangle$ are general 1-qubit states.

Some "fun" with controlled-NOT gates. The controlled-NOT gate satisfies a few simple and useful identities.

Exercise 1.4 Show that $(C N)^{2}=1$. That is, show that


Exercise 1.5 Show that

$$
\begin{align*}
C_{1} N_{2} & =\frac{1}{2}(1 \otimes 1+Z \otimes 1+1 \otimes X-Z \otimes X) \\
C_{2} N_{1} & =\frac{1}{2}(1 \otimes 1+1 \otimes Z+X \otimes 1-X \otimes Z) \tag{80}
\end{align*}
$$

The following combination has its own symbol,

and is called the swap gate, and we'll denote it by the unitary operator $U_{\text {swap }}$. Let us compute its effect on the computational basis.

$$
\begin{align*}
U_{\text {swap }}|a, b\rangle & =C_{1} N_{2} \cdot C_{2} N_{1} \cdot C_{1} N_{2}|a, b\rangle \\
& =C_{1} N_{2} \cdot C_{2} N_{1}|a, b \oplus a\rangle \\
& =C_{1} N_{2}|a \oplus b \oplus a, b \oplus a\rangle=C_{1} N_{2}|b, b \oplus a\rangle \\
& =|b, b \oplus a \oplus b\rangle=|b, a\rangle, \tag{82}
\end{align*}
$$

so it swaps the first and second qubits, at least if they are basis states.

Exercise 1.6 Show that $U_{\text {swap }}|\phi, \psi\rangle=|\psi, \phi\rangle$, so the swap gate in facts swaps all tensor product (unentangled) 2-qubit states.

Finally, there is a nice relationship between the $C_{1} N_{2}, C_{2} N_{1}$, and the Hadamard gates:


As an operator equation this is

$$
\begin{equation*}
(H \otimes H) C_{1} N_{2}(H \otimes H)=C_{2} N_{1} . \tag{84}
\end{equation*}
$$

We prove this by using the identities 80). Then the left side becomes

$$
\begin{align*}
(H \otimes H) C_{1} N_{2}(H \otimes H) & =\frac{1}{2}(H \otimes H)(1 \otimes 1+Z \otimes 1+1 \otimes X-Z \otimes X)(H \otimes H) \\
& =\frac{1}{2}(H \otimes H+(H Z) \otimes H+H \otimes(H X)-(H Z) \otimes(H X))(H \otimes H) \\
& =\frac{1}{2}\left(H^{2} \otimes H^{2}+(H Z H) \otimes H^{2}+H^{2} \otimes(H X H)-(H Z H) \otimes(H X H)\right) \\
& =\frac{1}{2}(1 \otimes 1+X \otimes 1+1 \otimes Z-X \otimes Z) \\
& =C_{2} N_{1} \tag{85}
\end{align*}
$$

where in the second-to-last line we used the identities $H^{2}=1, H Z H=X$, and $H X H=Z$ from (41), and in the last line we used (80).

Other controlled gates. The controlled-NOT gate can be generalized to any $m$-qubit gate, $U$, to give an $(m+1)$-qubit controlled- $\mathbf{U}$ gate, denoted by the operator $C U$, and the circuit diagram

(Here the $x^{m}$ symbol is a shorthand for $m$ qubits.) The idea is that $C N$ does nothing to the last (bottom) $m$ qubits if the first (control, or top) qubit is in the computational basis state $|0\rangle$, while it performs the $U$ operation on the last $m$ qubits if the control qubit is $|1\rangle$. This can be summarized by the equation

$$
\begin{equation*}
C U=(|0\rangle\langle 0|) \otimes 1+(|1\rangle\langle 1|) \otimes U, \tag{87}
\end{equation*}
$$

where the second factor in the tensor product refers to the $m$-qubit Hilbert space $\mathcal{H}_{2}^{\otimes m}$. Thus, the " 1 " in the first term is the identity operator on $\mathcal{H}_{2}^{\otimes m}$, and the " $U$ " in the second term is the unitary operator $U$ acting on $\mathcal{H}_{2}^{\otimes m}$.

Exercise 1.7 Show that $C U$ is unitary if $U$ is unitary.
Exercise 1.8 Show that $C N=C X$, ie, that the controlled-NOT gate is the same as the controlled- $X$ gate.

Exercise 1.9 Show that the controlled-phase gate, $C \phi$,

acts on the computational basis as

$$
\begin{equation*}
C \phi|a, b\rangle=e^{i a b \phi}|a, b\rangle, \quad a, b \in F_{2} . \tag{89}
\end{equation*}
$$

Exercise 1.10 Show that


We can also control a gate from more than one qubit. For instance, the Toffoli gate, denoted $C C N$, is a NOT gate controlled by two qubits. Its circuit diagram and action on a computational basis is given by


Exercise 1.11 Show that


### 1.2 Quantum teleportation and encryption

We now turn to the simplest quantum circuits which hint at the potential for quantum computation to perform tasks beyond the capability of classical computation. A new feature of these circuits compared to what we've discussed so far is that they involve measurements of qubits. These circuits, called quantum teleportation and quantum encryption (also called superdense coding) are not really examples of quantum computation. They are better described as quantum information processing since the interesting aspects of these circuits has to do with communication of information and the conversion of classical to quantum information (ie, classical bits to qubits) and vice versa. They are simple enough (and interesting enough) that they have actually been implemented experimentally, and even commercially.

The teleportation and encryption circuits use the properties of entangled states in a crucial way. So it is convenient to start by analyzing a simple "entangler" gate defined by

$$
\begin{equation*}
E:=- \tag{93}
\end{equation*}
$$

It is easy enough to compute how $E$ acts on the computational basis,

$$
\begin{align*}
\left|\beta_{a b}\right\rangle:=E|a, b\rangle & =C N(H \otimes 1)|a, b\rangle \\
& =\frac{1}{\sqrt{2}} C N\left(|0, b\rangle+(-)^{a}|1, b\rangle\right) \\
& =\frac{1}{\sqrt{2}}\left(|0, b\rangle+(-)^{a}|1, b \oplus 1\rangle\right), \tag{94}
\end{align*}
$$

where in the second line I used the action of $H$ given in (41) and in the last line I used the action of $C N$ given in (72). We have given a special name, $\left|\beta_{a b}\right\rangle$, to these four resulting states because they turn out to be so useful. We write them out explicitly:

$$
\begin{align*}
\left|\beta_{00}\right\rangle & =\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle), \\
\left|\beta_{01}\right\rangle & =\frac{1}{\sqrt{2}}(|01\rangle+|10\rangle), \\
\left|\beta_{10}\right\rangle & =\frac{1}{\sqrt{2}}(|00\rangle-|11\rangle), \\
\left|\beta_{11}\right\rangle & =\frac{1}{\sqrt{2}}(|01\rangle-|10\rangle) . \tag{95}
\end{align*}
$$

We see that $\left|\beta_{00}\right\rangle$ is just the entangled EPR state introduced earlier; the other three are also entangled states.

Exercise 1.12 Calculate the output of $E(|\psi\rangle|0\rangle)$,

when $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle$.
Exercise 1.13 Calculate the output of

when $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle$.
Exercise 1.14 Show that

$$
\begin{equation*}
E^{-1}:=\square \sqrt{H} \tag{98}
\end{equation*}
$$

is the inverse of $E$, ie, that $E^{-1} E=1$.

Measurements in the computational basis. We now add in measurements. In general, we can measure any hermitian operator, $M$. The possible results of the measurement are the eigenvalues of $M$, and the probability of a given eigenvalue being observed is given by the length-squared of the component of the state in the eigenspace corresponding to that eigenvalue. It turns out to be enough to consider just one very simple basic measurement, $M=P_{1}$, on a single qubit. The measurement operator is defined by its action on the computational basis of a single qubit,

$$
\begin{equation*}
P_{1}|a\rangle=a|a\rangle, \quad a \in F_{2} . \tag{99}
\end{equation*}
$$

Obviously, the eigenvectors of $P_{1}$ are the computational basis vectors, $|a\rangle, a \in F_{2}$, and their eigenvalues are just $a \in F_{2}$, ie, either 0 (for $|0\rangle$ ) or 1 (for $|1\rangle$ ). The circuit diagram for such a measurement is


We call this "measuring in the computational basis."
If we have a qubit in state $|\psi\rangle=\alpha_{0}|0\rangle+\alpha_{1}|1\rangle$, then measuring it in the computational basis will give result " 0 " with probability $\left|\alpha_{0}\right|^{2}$ and result " 1 " with probability $\left|\alpha_{1}\right|^{2}$, which we'll describe by writing $\operatorname{Prob}(a=0)=\left|\alpha_{0}\right|^{2}$, etc. Thus the result of a computational basis measurement is a classical bit, $a \in F_{2}$. We denote the outcome of the measurement diagrammatically by

where the outcome $a \in F_{2}$ is written above the meter symbol.
Upon performing a measurement, the qubit state is changed to the eigenvector corresponding to the observed outcome. In other words, if we measure and find " 0 ", the qubit state becomes $|0\rangle$, and if we observe the result " 1 ", the qubit state becomes $|1\rangle$. Diagrammatically,

$$
\begin{equation*}
\alpha|0\rangle+\beta|1\rangle \stackrel{a}{\sim}-|a\rangle \tag{102}
\end{equation*}
$$

This is sometimes called the "collapse of the wave function". It should be clear that all the interesting information in the original qubit state - namely, the values of the complex coefficients $\alpha$ and $\beta$ - is lost upon measurement. For this reason, we are generally not interested in the qubit state after a measurement, and typically discard the qubit from further consideration. The interesting qubit information encoded in $\alpha$ and $\beta$ is transferred to the probabilities of the $a=0$ or 1 outcomes occurring. (Note that that these probabilities are not notated in the circuit diagram: you will have to compute them for yourself when analyzing a given circuit.) Thus the interesting output of a measurement is the classical bit, $a \in F_{2}$, encoding the observed outcome of the measurement. For this reason we usually notate a computational basis measurement by

where the double line on the right denotes a "classical wire" down which the classical bit $a$ is sent.

Now let's see what happens when we measure many qubits separately in the computational basis,


When $|\chi\rangle$ is unentangled, ie, factorizes as $|\chi\rangle=|\psi\rangle|\phi\rangle$, it should be easy for you to find the probability of the possible $(a, b)$ outcomes.

Exercise 1.15 Show that if $|\chi\rangle=\left(\alpha_{0}|0\rangle+\alpha_{1}|1\rangle\right)\left(\beta_{0}|0\rangle+\beta_{1}|1\rangle\right)$, then $\operatorname{Prob}(a=0 \& b=0)=$ $\left|\alpha_{0} \beta_{0}\right|^{2}, \operatorname{Prob}(a=0 \& b=1)=\left|\alpha_{0} \beta_{1}\right|^{2}$, etc.

Since these probabilities factorize as products of probabilities for the first and second qubit measurements separately, we see that the outcomes of the two measurements are uncorrelated. But for a general state,

$$
\begin{equation*}
|\chi\rangle=\sum_{c, d \in F_{2}} \chi_{c d}|c, d\rangle, \tag{105}
\end{equation*}
$$

the same analysis tells us that

$$
\begin{equation*}
\operatorname{Prob}(a=c \& b=d)=\left|\chi_{c d}\right|^{2}, \tag{106}
\end{equation*}
$$

which does not factorize for an entangled state, and so the two measurements are correlated. This is one of the hallmarks of entangled states.

Quantum encryption. The quantum encryption circuit looks like


Here we imagine two widely-separated people, Alice and Bob, who each get one qubit from an entangled pair in the state $\left|\beta_{00}\right\rangle$. We show the qubits that Alice and Bob have access to
by the shaded boxes. We imagine that the entangled pair is prepared in that state, say via an entangler gate, at some location, and then the qubits are separated and sent to Alice and Bob. Also, Alice has two classical bits of data, $\left(a_{1}, a_{2}\right)$ which she wishes to send to Bob by physically transferring her qubit to Bob. Alice uses these two bits to determine what gates ( $X^{a_{2}}$ then $Z^{a_{1}}$ ) she sends her qubit through, before sending her qubit to Bob. The claim, indicated in (107), is that after performing this transfer, if Bob sends his two qubits through the indicated gates and performs a measurement in the computational basis on them, the result he will observe will be Alice's original 2 bits ( $a_{1}, a_{2}$ ) with $100 \%$ certainty. The only information communicated between Alice and Bob is through the transfer of Alice's qubit.

Let us now verify that that is, in fact, how this circuit behaves. To do this analysis, it is convenient to name some intermediate states:


We denote by $\left|\chi_{j}\right\rangle$ the state of the qubits at the $j$ th slice. From now on the $a, b, c, d, e$ indices are understood to be in $F_{2}$. The initial state is $\left|\beta_{00}\right\rangle=\frac{1}{\sqrt{2}} \sum_{b}|b b\rangle$, so

$$
\begin{align*}
\left|\chi_{1}\right\rangle & =Z^{a_{1}} X^{a_{2}}\left|\beta_{00}\right\rangle=\frac{1}{\sqrt{2}} \sum_{b}\left(Z^{a_{1}} \otimes 1\right)\left(X^{a_{2}} \otimes 1\right)|b b\rangle \\
& =\frac{1}{\sqrt{2}} \sum_{b}\left(Z^{a_{1}} X^{a_{2}}|b\rangle\right) \otimes|b\rangle=\frac{1}{\sqrt{2}} \sum_{b}\left(Z^{a_{1}}\left|b \oplus a_{2}\right\rangle\right) \otimes|b\rangle \\
& =\frac{1}{\sqrt{2}} \sum_{b}\left((-)^{a_{1}\left(b \oplus a_{2}\right)}\left|b \oplus a_{2}\right\rangle\right) \otimes|b\rangle=\frac{1}{\sqrt{2}} \sum_{b}(-)^{a_{1}\left(b \oplus a_{2}\right)}\left|b \oplus a_{2}, b\right\rangle . \tag{109}
\end{align*}
$$

Here we have used the facts that

$$
\begin{equation*}
X^{a}|b\rangle=|b \oplus a\rangle, \quad \quad Z^{a}|b\rangle=(-)^{a b}|b\rangle, \quad a, b \in F_{2} \tag{110}
\end{equation*}
$$

Exercise 1.16 Verify (110).
Since $C N|a, b\rangle=|a, b \oplus a\rangle$, we have for the next slice

$$
\begin{align*}
\left|\chi_{2}\right\rangle & =C N\left|\chi_{1}\right\rangle=\frac{1}{\sqrt{2}} \sum_{b}(-)^{a_{1}\left(b \oplus a_{2}\right)} C N\left|b \oplus a_{2}, b\right\rangle \\
& =\frac{1}{\sqrt{2}} \sum_{b}(-)^{a_{1}\left(b \oplus a_{2}\right)}\left|b \oplus a_{2}, b \oplus b \oplus a_{2}\right\rangle=\frac{1}{\sqrt{2}} \sum_{b}(-)^{a_{1}\left(b \oplus a_{2}\right)}\left|b \oplus a_{2}, a_{2}\right\rangle, \tag{111}
\end{align*}
$$

where in the last step we used that $a \oplus b \oplus b=a$ in mod 2 arithmetic. Next, using that $H|a\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle+(-)^{a}|1\rangle\right)$, we get for the final slice

$$
\begin{align*}
\left|\chi_{3}\right\rangle & =(H \otimes 1)\left|\chi_{2}\right\rangle=\frac{1}{\sqrt{2}} \sum_{b}(-)^{a_{1}\left(b \oplus a_{2}\right)}(H \otimes 1)\left|b \oplus a_{2}, a_{2}\right\rangle  \tag{112}\\
& =\frac{1}{\sqrt{2}} \sum_{b}(-)^{a_{1}\left(b \oplus a_{2}\right)}\left(H\left|b \oplus a_{2}\right\rangle\right) \otimes\left|a_{2}\right\rangle=\frac{1}{2} \sum_{b}(-)^{a_{1}\left(b \oplus a_{2}\right)}\left(|0\rangle+(-)^{b \oplus a_{2}}|1\rangle\right) \otimes\left|a_{2}\right\rangle \\
& =\frac{1}{2} \sum_{c}(-)^{a_{1} c}\left(|0\rangle+(-)^{c}|1\rangle\right) \otimes\left|a_{2}\right\rangle=\left(\frac{1}{2} \sum_{c}\left[(-)^{a_{1} c}|0\rangle+(-)^{c\left(a_{1}+1\right)}|1\rangle\right]\right) \otimes\left|a_{2}\right\rangle,
\end{align*}
$$

where in the second-to-last step we changed variables in the sum to $c=b \oplus a_{2}$, which is allowed since $b$ and $c$ run over the same range (ie, $F_{2}$ ) whatever the value of $a_{2}$. Now

$$
\begin{align*}
\frac{1}{2} \sum_{c}\left[(-)^{a_{1} c}|0\rangle+(-)^{c\left(a_{1}+1\right)}|1\rangle\right] & =\frac{1}{2}\left[(-)^{0}|0\rangle+(-)^{0}|1\rangle\right]+\frac{1}{2}\left[(-)^{a_{1}}|0\rangle+(-)^{a_{1}+1}|1\rangle\right] \\
& =\frac{1+(-)^{a_{1}}}{2}|0\rangle+\frac{1-(-)^{a_{1}}}{2}|1\rangle \\
& =\delta_{a_{1}, 0}|0\rangle+\delta_{a_{1}, 1}|1\rangle=\left|a_{1}\right\rangle \tag{113}
\end{align*}
$$

so 112 becomes simply the computational basis state

$$
\begin{equation*}
\left|\chi_{3}\right\rangle=\left|a_{1}\right\rangle \otimes\left|a_{2}\right\rangle . \tag{114}
\end{equation*}
$$

Therefore, upon measuring this state in the computational basis, we get the result ( $a_{1}, a_{2}$ ) with $100 \%$ certainty, verifying the claimed behavior of the quantum encryption circuit.

Exercise 1.17 Show that $\frac{1}{2}\left(1+(-)^{a}\right)=\delta_{a, 0}$ and $\frac{1}{2}\left(1-(-)^{a}\right)=\delta_{a, 1}$.
The encryption circuit shows that, if two people share an entangled pair of qubits, then two classical bits can be encoded in one qubit. This is why this circuit is also referred to as "superdense coding". The feature of this circuit which is novel compared to classical communication channels is that if a third party, Carol, were to intercept the qubit that Alice sends to Bob, then Carol would gain no information about the two bits ( $a_{1}, a_{2}$ ) being encoded.

To see this, say Carol captures the first qubit of the state $\left|\chi_{1}\right\rangle$ and measures it in the computational basis, getting a classical bit $c \in F_{2}$, as a result. This means that Carol measures the observable $P_{1} \otimes 1$, since she is assumed to have no access to Bob's qubit. Recall that the probability of getting $c$ is the square of the projection of the state onto the eigenspace of the measured eigenvalues. The eigenspace of $P_{1} \otimes 1$ with eigenvalue $c$ is the 2 -dimensional space spanned by $|c, d\rangle$ for $d \in F_{2}$.

Exercise 1.18 Check that $|c, d\rangle$ is an eigenstate of $P_{1} \otimes 1$ with eigenvalue $c$ for any $d \in F_{2}$.

Therefore,

$$
\begin{align*}
\operatorname{Prob}(c) & =\sum_{d}\left|\left\langle c, d \mid \chi_{1}\right\rangle\right|^{2}=\sum_{d}\left|\frac{1}{\sqrt{2}} \sum_{b}(-)^{a_{1}\left(b \oplus a_{2}\right)}\left\langle c, d \mid b \oplus a_{2}, b\right\rangle\right|^{2} \\
& =\sum_{d}\left|\frac{1}{\sqrt{2}} \sum_{b}(-)^{a_{1}\left(b \oplus a_{2}\right)}\left\langle c \mid b \oplus a_{2}\right\rangle\langle d \mid b\rangle\right|^{2}=\sum_{d}\left|\frac{1}{\sqrt{2}} \sum_{b}(-)^{a_{1}\left(b \oplus a_{2}\right)} \delta_{c, b \oplus a_{2}} \delta_{d, b}\right|^{2} \\
& =\sum_{d}\left|\frac{1}{\sqrt{2}}(-)^{a_{1}\left(d \oplus a_{2}\right)} \delta_{c, d \oplus a_{2}}\right|^{2}=\left|\frac{1}{\sqrt{2}}(-)^{a_{1} c}\right|^{2}=\frac{1}{2} \tag{115}
\end{align*}
$$

This result shows that the probability is $1 / 2$ for the eavesdropper Carol to find either of the two possible $c \in F_{2}$ outcomes, independent of the values of $a_{1}$ and $a_{2}$. Thus Alice's transmitted qubit by itself carries no information about the encoded classical bits. This is therefore a communication method which cannot be decoded in principle!

This is very different from the behavior of classical information processing, where communication channels always carry information about the message being transferred. This is our first indication that quantum information processing can do something qualitatively different than what can be done just with classical bits.

Quantum teleportation. We now turn to the quantum teleportation circuit, given by


Here we again imagine widely-separated Alice and Bob each sharing one qubit from an entangled pair in the state $\left|\beta_{00}\right\rangle$. Also, Alice has another (unentangled) qubit prepared in some arbitrary state $|\psi\rangle$. The claim, indicated in (116), is that after performing the quantum teleportation, the qubit Bob has ends up in the state $|\psi\rangle$. The only information communicated between Alice and Bob is that Alice sends Bob 2 classical bits of information, ( $a_{1}, a_{2}$ ), encoding the outcome of two computational basis measurements she performs. Bob uses these two bits to determine what gates ( $X^{a_{2}}$ then $Z^{a_{1}}$ ) he sends his qubit through.

Let us now verify that that is, in fact, how this circuit behaves. We name some interme-
diate states,

and denote by $\left|\chi_{j}\right\rangle$ the state of the qubits at the $j$ th slice. Write Alice's first qubit state as $|\psi\rangle=\sum_{b \in F_{2}} \psi_{b}|b\rangle$. Then the initial state is

$$
\begin{equation*}
\left|\chi_{0}\right\rangle=|\psi\rangle\left|\beta_{00}\right\rangle=\left(\sum_{b} \psi_{b}|b\rangle\right)\left(\frac{1}{\sqrt{2}} \sum_{c}|c c\rangle\right)=\frac{1}{\sqrt{2}} \sum_{b c} \psi_{b}|b c c\rangle, \tag{118}
\end{equation*}
$$

and the state at the next slice is

$$
\begin{align*}
\left|\chi_{1}\right\rangle & =(H \otimes 1 \otimes 1)(C N \otimes 1)\left(\frac{1}{\sqrt{2}} \sum_{b c} \psi_{b}|b c c\rangle\right)=\frac{1}{\sqrt{2}} \sum_{b c} \psi_{b}(H \otimes 1 \otimes 1)(C N \otimes 1)|b c c\rangle \\
& =\frac{1}{\sqrt{2}} \sum_{b c} \psi_{b}(H \otimes 1 \otimes 1)|b, c \oplus b, c\rangle=\frac{1}{2} \sum_{b c} \psi_{b}\left(|0, c \oplus b, c\rangle+(-)^{b}|1, c \oplus b, c\rangle\right) \\
& =\frac{1}{2} \sum_{b c d}(-)^{d b} \psi_{b}|d, c \oplus b, c\rangle \tag{119}
\end{align*}
$$

where in the last line we have just written sum in the previous step in a more compact form.
Now Alice performs her two measurements. If she finds $\left(a_{1}, a_{2}\right)$ as the result, the result will be that the first two qubits will be projected to those values. This projection just means that we should keep only the termsx with $d=a_{1}$ and $c \oplus b=a_{2}$ in the sum, so

$$
\begin{equation*}
\left|\chi_{2}\right\rangle \propto \frac{1}{2} \sum_{b c d}(-)^{d b} \psi_{b}|d, c \oplus b, c\rangle \delta_{a_{1}, d} \delta_{a_{2}, b \oplus c} . \tag{120}
\end{equation*}
$$

Here we have indicated only that $\left|\chi_{2}\right\rangle$ is proportional to the right side, because, as always after a projective measurement, we have to re-normalize the resulting vector so that it is a state of norm 1. We can simplify the sum in (120) by noting that

$$
\begin{equation*}
a_{2}=b \oplus c \quad \text { if and only if } \quad c=a_{2} \oplus b \tag{121}
\end{equation*}
$$

which is easy to check in mod 2 arithmetic. (Just add $\oplus b$ to both sides of the first equation
to get $b \oplus c \oplus b=a_{2} \oplus b$ and then use the fact that $b \oplus b=2 b=0 \bmod 2$.) Then we get

$$
\begin{align*}
\left|\chi_{2}\right\rangle & \propto \frac{1}{2} \sum_{b c d}(-)^{d b} \psi_{b}|d, c \oplus b, c\rangle \delta_{a_{1}, d} \delta_{c, a_{2} \oplus b} \\
& \propto \frac{1}{2} \sum_{b}(-)^{a_{1} b} \psi_{b}\left|a_{1}, a_{2} \oplus b \oplus b, a_{2} \oplus b\right\rangle \\
& \propto \frac{1}{2}\left|a_{1} a_{2}\right\rangle\left(\sum_{b}(-)^{a_{1} b} \psi_{b}\left|a_{2} \oplus b\right\rangle\right) . \tag{122}
\end{align*}
$$

Exercise 1.19 Show that the norm of $\sum_{b}(-)^{a_{1} b} \psi_{b}\left|a_{2} \oplus b\right\rangle$ is 1 .
Therefore the normalized state at slice 2 is

$$
\begin{equation*}
\left|\chi_{2}\right\rangle=\left|a_{1} a_{2}\right\rangle\left(\sum_{b}(-)^{a_{1} b} \psi_{b}\left|a_{2} \oplus b\right\rangle\right) . \tag{123}
\end{equation*}
$$

We drop the first two qubits, $\left|a_{1} a_{2}\right\rangle$, from now on, since they are not entangled and play no further role in the circuit. The final state (slice 3) is then given by

$$
\begin{align*}
\left|\chi_{3}\right\rangle & =Z^{a_{1}} X^{a_{2}}\left(\sum_{b}(-)^{a_{1} b} \psi_{b}\left|a_{2} \oplus b\right\rangle\right)=\sum_{b}(-)^{a_{1} b} \psi_{b} Z^{a_{1}} X^{a_{2}}\left|a_{2} \oplus b\right\rangle \\
& =\sum_{b}(-)^{a_{1} b} \psi_{b} Z^{a_{1}}\left|a_{2} \oplus b \oplus a_{2}\right\rangle=\sum_{b}(-)^{a_{1} b} \psi_{b} Z^{a_{1}}|b\rangle \\
& =\sum_{b}(-)^{a_{1} b} \psi_{b}(-)^{a_{1} b}|b\rangle=\sum_{b} \psi_{b}|b\rangle=|\psi\rangle . \tag{124}
\end{align*}
$$

This finishes the demonstration that the teleportation circuit has the advertised behavior.
The teleportation circuit shows that, if two people share an entangled pair of qubits, then one qubit can be encoded in two classical bits. The feature of this circuit which is novel compared to classical communication channels is that if a third party, Carol, were to intercept the two classical bits that Alice sends to Bob, then Carol would gain no information about the state $|\psi\rangle$ being teleported.

To see this, let us calculate the probability that the classical bits ( $a_{1}, a_{2}$ ) are measured by Alice. Recalling that the probability of getting such a result is the square of the projection of the state onto the eigenspace of the measured eigenvalues. The eigenspace of eigenvalues $\left(a_{1}, a_{2}\right)$ is the 2-dimensional space spanned by $\left|a_{1}, a_{2}, e\right\rangle$ for $e \in F_{2}$.

Exercise 1.20 Check that $\left|a_{1}, a_{2}, e\right\rangle$ is an eigenstate of both $P_{1} \otimes 1 \otimes 1$ and $1 \otimes P_{1} \otimes 1$ (which are the two measurements that Alice performs) with eigenvalues $\left(a_{1}, a_{2}\right)$ for any $e \in F_{2}$.

Therefore,

$$
\begin{align*}
\operatorname{Prob}\left(a_{1}, a_{2}\right) & =\sum_{e}\left|\left\langle a_{1}, a_{2}, e \mid \chi_{1}\right\rangle\right|^{2}=\sum_{e}\left|\frac{1}{2} \sum_{b c d}(-)^{d b} \psi_{b}\left\langle a_{1}, a_{2}, e \mid d, c \oplus b, c\right\rangle\right|^{2} \\
& =\frac{1}{4} \sum_{e}\left|\sum_{b c d}(-)^{d b} \psi_{b} \delta_{a_{1}, d} \delta_{a_{2}, c \oplus b} \delta_{e, c}\right|^{2}=\frac{1}{4} \sum_{e}\left|\sum_{b}(-)^{a_{1} b} \psi_{b} \delta_{b, a_{2} \oplus e}\right|^{2} \\
& =\frac{1}{4} \sum_{e}\left|(-)^{a_{1}\left(a_{2} \oplus e\right)} \psi_{a_{2} \oplus e}\right|^{2}=\frac{1}{4} \sum_{e}\left|\psi_{a_{2} \oplus e}\right|^{2}=\frac{1}{4} \sum_{f}\left|\psi_{f}\right|^{2} \\
& =\frac{1}{4} . \tag{125}
\end{align*}
$$

In the second-to-last step I changed the summation variable from $e$ to $f=e \oplus a_{2}$, which is allowed since they run over the same set, $F_{2}$. This result shows that probability is $1 / 4$ to find any of the four possible $\left(a_{1}, a_{2}\right)$ bits, independent of the values of $a_{1}$ and $a_{2}$. Thus these classical bits carry no information about the state $|\psi\rangle$.

Again, just as with the encryption circuit, this is very different from the behavior of classical information processing. This is our second indication that quantum information processing can do something qualitatively different than what can be done just with classical bits.

## 2 Some basic quantum algorithms

We now introduce a few simple quantum algorithms which are illustrations of how a quantum computer can solve certain problems more efficiently than classical computers. These algorithms also illustrate a general strategy for constructing quantum algorithms. We outline this strategy first in somewhat heuristic terms, then illustrate it in two specific cases, the Deutsch-Jozsa algorithm and Grover's algorithm.

The basic strategy is to do the following sequence,

$$
\text { initialize } \rightarrow \text { interfere } \rightarrow \text { evaluate } f \rightarrow \text { measure } M
$$

Here by "initialize" we mean prepare the $n$ input qubits in a given unentangled state, usually

$$
\begin{equation*}
|0\rangle^{\otimes n} \boldsymbol{1}^{n} . \tag{126}
\end{equation*}
$$

By "interfere" we mean transform the input state to a superposition of both $|0\rangle$ and $|1\rangle$ for each qubit. A typical way this is done is

$$
\begin{equation*}
x^{H^{\otimes n}} x^{n} . \tag{127}
\end{equation*}
$$

Just to be clear, what we mean by the $H^{\otimes n}$ gate is simply a Hadamard gate acting on each
input qubit separately,

$$
n\left\{\begin{array}{c}
-\sqrt{H}  \tag{128}\\
-\sqrt{H}- \\
\vdots \\
-H
\end{array} .\right.
$$

Exercise 2.1 If the input state is $|0\rangle^{\otimes n}$, show that the output of $H^{\otimes n}$ is simply

$$
\begin{equation*}
\frac{1}{2^{n / 2}} \sum_{a_{i} \in F_{2}^{n}}\left|a_{1} a_{2} \ldots a_{n}\right\rangle, \tag{129}
\end{equation*}
$$

ie, an equal superposition of all the computational basis states.
Note that this is an unentangled state. One can interfere the initial state in other ways which involve more complicated phases than just the minus signs that appear in the Hadamard gate. One very common way - used, for example in the Shor factorization algorithm described later in section 5 - is to Fourier transform the initial state,

$$
\begin{equation*}
|0\rangle^{\otimes n} r^{Q F T} r^{n}, \tag{130}
\end{equation*}
$$

as will be described in detail in section 4 .
The "evaluate" step means we compute some function, $f$, which we'll denote by the $n$-qubit gate $U_{f}$,

$$
\begin{equation*}
\rightarrow \sqrt[n]{U_{f}} t^{n} \tag{131}
\end{equation*}
$$

We will describe this kind of quantum circuit shortly.
The "measure" step denotes measurement of some or all of the qubits in the computational basis, thus giving an $n$-classical-bit output, $M$.

### 2.1 Function gates

A common kind of map which we want to evaluate is a function, $f$, from $n$ bits to one bit,

$$
\begin{equation*}
f: F_{2}^{n} \rightarrow F_{2} \tag{132}
\end{equation*}
$$

which just means that given $n$ bits, $\left(a_{1}, a_{2}, \ldots, a_{n}\right), f$ computes a single output bit

$$
\begin{equation*}
b=f\left(a_{1}, \ldots, a_{n}\right), \quad a_{i}, b \in F_{2} . \tag{133}
\end{equation*}
$$

A classical gate or circuit which does this is often written


But such a gate is not reversible. Furthermore, to implement it as a quantum gate it must also be unitary.

A quantum function gate can be realized by an $(n+1)$-qubit gate, $U_{f}$, defined by


In particular, if we take the last qubit input state to be $|b\rangle=|0\rangle$, then the last qubit is output in the state $\left|f\left(a_{1} \ldots a_{n}\right)\right\rangle$, so computes the function $f$.

To see that such a gate is possible, we need to check that it is unitary, $U_{f}^{\dagger} U_{f}=1$. This is not too hard to show: From (135), we have

$$
\begin{equation*}
U_{f}\left|a_{1} \ldots a_{n}, b\right\rangle=\left|a_{1} \ldots a_{n}, b \oplus f\right\rangle \tag{136}
\end{equation*}
$$

so we immediately read off that

$$
\begin{equation*}
U_{f}=\sum_{a_{i}, b}\left|a_{1} \ldots a_{n}, b \oplus f\right\rangle\left\langle a_{1} \ldots a_{n}, b\right| \tag{137}
\end{equation*}
$$

and therefore that

$$
\begin{equation*}
U_{f}^{\dagger}=\sum_{a_{i}, b}\left|a_{1} \ldots a_{n}, b\right\rangle\left\langle a_{1} \ldots a_{n}, b \oplus f\right| . \tag{138}
\end{equation*}
$$

Now compute

$$
\begin{align*}
U_{f}^{\dagger} U_{f} & =\left(\sum_{a_{i}, b}\left|\left(a_{i}\right), b\right\rangle\left\langle\left(a_{i}\right), b \oplus f\left(a_{i}\right)\right|\right) \cdot\left(\sum_{c_{i}, d}\left|\left(c_{i}\right), d \oplus f\left(c_{i}\right)\right\rangle\left\langle\left(c_{i}\right), d\right|\right) \\
& =\sum_{a_{i}, b, c_{i}, d}\left|\left(a_{i}\right), b\right\rangle\left\langle\left(c_{i}\right), d\right|\left(\left\langle\left(a_{i}\right), b \oplus f\left(a_{i}\right) \mid\left(c_{i}\right), d \oplus f\left(c_{i}\right)\right\rangle\right) \\
& =\sum_{a_{i}, b, c_{i}, d}\left|\left(a_{i}\right), b\right\rangle\left\langle\left(c_{i}\right), d\right|\left(\prod_{i=1}^{n} \delta_{a_{i}, c_{i}}\right) \delta_{b \oplus f\left(a_{i}\right), d \oplus f\left(c_{i}\right)} \\
& =\sum_{a_{i}, b, d}\left|\left(a_{i}\right), b\right\rangle\left\langle\left(a_{i}\right), d\right| \delta_{b \oplus f\left(a_{i}\right), d \oplus f\left(a_{i}\right)}=\sum_{a_{i}, b, d}\left|\left(a_{i}\right), b\right\rangle\left\langle\left(a_{i}\right), d\right| \delta_{b, d} \\
& =\sum_{a_{i}, b}\left|\left(a_{i}\right), b\right\rangle\left\langle\left(a_{i}\right), b\right|=1 \tag{139}
\end{align*}
$$

thus showing that $U_{f}$ is indeed unitary. Here in the first step we changed the summation variables in the second $\left(U_{f}\right)$ factor so that they do not clash with the names of the variables used in the first $\left(U_{f}^{\dagger}\right)$ factor. In the third line we used the orthonormality (3) of the computational basis to evaluate the bracket, and in the next three lines we simplified the sums using the Kronecker deltas. The last step follows from the completeness (8) of the computational basis.

So such a gate is possible. The actual construction of this gate in terms of, say, 1and 2-qubit gates, depends on the specific function, $f$, being implemented. Here is a brief outline of one way of constructing such a gate for any given $f$. First, consider the function $f=\delta\left(\left(a_{i}\right)=1^{n}\right)$ which is defined to be zero for all inputs except for the input $a_{1} \ldots a_{n}=$ $1 \ldots 1$ (ie, all 1's), in which case it gives output 1 . The gate which does this is the $C^{n} N$ gate, ie, a controlled-NOT gate where the last qubit is controlled by the first $n$-qubits. This is thus an $n=1$-qubit generalization of the controlled-NOT and Toffoli gates. A circuit for the $C^{n} N$ gate can be constructed by generalizing the circuits given in (90) and (92). Now consider the function $f=\delta\left(\left(a_{i}\right)=\left(a_{i}^{*}\right)\right)$ which is zero for all inputs except the input $a_{1} \ldots a_{n}=a_{1}^{*} \ldots a_{n}^{*}$, where $a_{1}^{*} \ldots a_{n}^{*}$ is a specific fixed string of $n$ bits. Noting that the input state $\left|a_{1}^{*} \ldots a_{n}^{*}\right\rangle$ can be converted to $\left|1^{n}\right\rangle$ by acting on the $j$ th qubit with an $X^{a_{j}^{*}+1}$-gate, we see that a circuit that implements $U_{\delta\left(\left(a_{i}\right)=\left(a_{i}^{*}\right)\right)}$ is this arrangement of $X$ gates followed by the $C^{n} N$ gate. Finally, since any function can be written as a sum of such $\delta$-functions, $f\left(a_{1} \ldots a_{n}\right)=\sum_{\left(a_{i}^{*}\right)} \delta\left(\left(a_{i}\right)=\left(a_{i}^{*}\right)\right)$ where the sum if over all strings $\left(a_{1}^{*} \ldots a_{n}^{*}\right)$ for which $f$ is 1 , we can therefore implement $U_{f}$ for any $f$ by concatenating these $U_{\delta}$ gates.

For a complicated or random enough function $f$, the number of gates needed to implement $U_{f}$ grows with the number of input qubits very fast, as $n^{2} \cdot n!$. So usually the step of computing the function, ie, each use of the $U_{f}$ gate, is the computationally most intensive part of an algorithm.

### 2.2 Deutsch-Jozsa algorithm

The Deutsch-Jozsa algorithm is a very simple example showing how a quantum computation can solve a problem efficiently which is computationally intensive for a classical computer. The problem the Deutsch-Josza algorithm solves is one of a class of problems known as
decision problems, which have the general form: given a function $f$, determine whether $f$ has a certain property or not. More colloquially, decision problems are ones which ask a yes-or-no question. The Deutsch-Jozsa problem is a fairly artificial example of a decision problem (ie, I do not think it comes up as part of any practical problem), so its interest is mainly as a proof of principle that quantum computation may have an advantage over classical computation in some problems. But the way the Deutsch-Jozsa algorithm works is very illuminating: whereas the classical algorithm has to compute the function many times (ie, for many different inputs) to decide whether or not it has the property in question, the quantum algorithm only has to compute the function a single time! The basic idea is that by putting the input state into a superposition of all computational basis states (the "interference" step), by then applying the $U_{f}$ gate just once we are effectively computing $f$ on all its input values at once! Since it is the evaluation of $f$ which is computationally intensive, the quantum algorithm becomes much (exponentially) more efficient than the classical algorithm as $n$ gets large.

The Deutsch-Jozsa problem. Suppose we are given some function $f: F_{2}^{n} \rightarrow F_{2}$ and we know in advance that it is either constant or balanced. Determine which it is.

To understand what this means, we need to define constant and balanced functions. A function $f$ is constant if it gives the same output for all inputs,

$$
f \text { constant } \Leftrightarrow \begin{cases}\text { either } & f\left(a_{1} \ldots a_{n}\right)=0 \quad \text { for all }\left(a_{1} \ldots a_{n}\right),  \tag{140}\\ \text { or } & f\left(a_{1} \ldots a_{n}\right)=1 \quad \text { for all }\left(a_{1} \ldots a_{n}\right)\end{cases}
$$

A function is balanced if it is 0 on exactly half its inputs, and therefore 1 on the other half,

$$
f \text { balanced } \Leftrightarrow f\left(a_{1} \ldots a_{n}\right)=\left\{\begin{array}{cc}
0 & \text { for half }\left(2^{n-1}\right) \text { of the }\left(a_{1} \ldots a_{n}\right) \text { 's }  \tag{141}\\
1 & \text { and } \\
1 & \text { for the other half of the }\left(a_{1} \ldots a_{n}\right) \text { 's. }
\end{array}\right.
$$

Classical algorithm. The only way to decide in general whether $f$ is constant or balanced is to evaluate $f$ on half plus 1 of its possible inputs. If these evaluations give all the same output, then $f$ must be constant; otherwise it is balanced. Since there are $2^{n}$ possible inputs, this means that we have to evaluate $f 2^{n-1}+1$ times.

Quantum algorithm. Run the circuit


If the measurements give $\left(c_{1} c_{2} \ldots c_{n}\right)=(00 \ldots 0)$ (all zeros) then $f$ is constant; otherwise it is balanced. This circuit obviously only uses the $U_{f}$ gate once, so is exponentially faster than the classical algorithm. Note also that the circuit conforms to the "interfere $\rightarrow$ evaluate $\rightarrow$ measure" pattern advertised earlier.

To see that this circuit works as advertised, compute the state at the slice shown in red:

$$
\begin{align*}
|\psi\rangle & =\left(H^{\otimes n} \otimes 1\right) U_{f} H^{\otimes(n+1)}\left(1^{\otimes n} \otimes X\right)|0\rangle^{\otimes n} \\
& =\left(H^{\otimes n} \otimes 1\right) U_{f} H^{\otimes(n+1)}\left(|0\rangle^{\otimes n} \otimes|1\rangle\right) \\
& =\frac{1}{2^{n / 2}}\left(H^{\otimes n} \otimes 1\right) U_{f} \sum_{a_{i} \in F_{2}^{n}}\left|a_{1} \ldots a_{n}\right\rangle \otimes \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) \\
& =\frac{1}{2^{n / 2}}\left(H^{\otimes n} \otimes 1\right) \sum_{a_{i} \in F_{2}^{n}}\left|a_{1} \ldots a_{n}\right\rangle \otimes \frac{1}{\sqrt{2}}\left(\left|f\left(a_{i}\right)\right\rangle-\left|1 \oplus f\left(a_{i}\right)\right\rangle\right) \\
& =\frac{1}{2^{n / 2}}\left(H^{\otimes n} \otimes 1\right) \sum_{a_{i} \in F_{2}^{n}}(-)^{f\left(a_{i}\right)}\left|a_{1} \ldots a_{n}\right\rangle \otimes \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) \\
& =\frac{1}{2^{n}} \sum_{a_{i}, b_{i} \in F_{2}^{n}}(-)^{f\left(a_{i}\right)+\sum_{i} a_{i} b_{i}}\left|a_{1} \ldots a_{n}\right\rangle \otimes \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) . \tag{143}
\end{align*}
$$

In the fifth line we used the identity

$$
\begin{equation*}
\left|f\left(a_{i}\right)\right\rangle-\left|1 \oplus f\left(a_{i}\right)\right\rangle=(-)^{f\left(a_{i}\right)}(|0\rangle-|1\rangle) \tag{144}
\end{equation*}
$$

and in the last line we used that

$$
\begin{equation*}
H^{\otimes n}\left|a_{1} \ldots a_{n}\right\rangle=\frac{1}{2^{n / 2}} \sum_{b_{i} \in F_{2}^{n}}(-)^{\sum_{i} a_{i} b_{i}}\left|b_{1} \ldots b_{n}\right\rangle \tag{145}
\end{equation*}
$$

Exercise 2.2 Verify (144) and (145).

Now compute the probability that upon measuring the first $n$ qubits in the computational basis we get the result $\left(c_{1} \ldots c_{n}\right)=(0 \ldots 0)$ :

$$
\begin{align*}
\operatorname{Prob}\left[\left(c_{1} \ldots c_{n}\right)=(0 \ldots 0)\right] & =\sum_{d \in F_{2}}|\langle 0 \ldots 0, d \mid \psi\rangle|^{2} \\
& =\sum_{d \in F_{2}}\left|\frac{1}{2^{n} \sqrt{2}} \sum_{a_{i} \in F_{2}^{n}}(-)^{f\left(a_{i}\right)}(\langle d \mid 0\rangle-\langle d \mid 1\rangle)\right|^{2} \\
& =2 \cdot \frac{1}{2} \cdot\left|\frac{1}{2^{n}} \sum_{a_{i} \in F_{2}^{n}}(-)^{f\left(a_{i}\right)}\right|^{2} \tag{146}
\end{align*}
$$

Exercise 2.3 Justify each step in the calculation (146).
Now, the expression inside the absolute value signs in (146) is $\pm 1$ if $f$ is constant (since then all terms in the sum are equal) and 0 if $f$ is balanced (since then half the terms in the sum ate +1 and half are -1 . Thus we have

$$
\operatorname{Prob}\left[\left(c_{1} \ldots c_{n}\right)=(0 \ldots 0)\right]= \begin{cases}1 & \text { if } f \text { is constant }  \tag{147}\\ 0 & \text { if } f \text { is balanced }\end{cases}
$$

which was the claimed behavior.

### 2.3 Grover's algorithm

Grover's algorithm is another example showing how a quantum algorithm can solve a problem more efficiently than a classical computer. Grover's algorithm solves a search problem: given a function $f: F_{2}^{n} \rightarrow F_{2}$ such that $f=0$ for all inputs except for a single $x \in F_{2}^{n}$ for which $f(x)=1$, find $x$. This is called a search problem because it models the problem of finding the object, $x$, in a large database $F_{2}^{n}$ (which has $N=2^{n}$ elements) which satisfies some search criterium, encoded in the function $f$. If the database $F_{2}^{n}$ is unstructured (ie, if the function $f$ is complicated or random enough), then a classical search requires the evaluation of $f$ an order $\mathcal{O}(N)$ times. Grover's algorithm performs the search with only an order $\mathcal{O}(\sqrt{N})$ evaluations of $f$, a quadratic speed-up over the classical search.

The search problem Grover's algorithm solves may seem artificial since it assumes we know in advance that there is only a single element $x \in F_{2}^{n}$ satisfying the search criterium $f=1$. A more reasonable search problem is to find an element satisfying $f=1$ when there may be multiple such elements in the database. Grover's algorithm can be generalized to this case, and performs the search with order $\mathcal{O}(\sqrt{N / M})$ evaluations of $f$ where $M$ is the number of elements satisfying $f=1$, and the improved algorithm also determines what $M$ is. This is again a quadratic speed-up over a classical search. We will not describe this generalization of Grover's algorithm here; the generalization is an example of a quantum counting algorithm, which are described in section 6.3 of [NC].

We will describe Grover's algorithm for a quantum computer operating on an $(n+1)$ qubit state space. This machine therefore has a Hilbert space of dimension $2^{n+1}=2^{n} \cdot 2$.

We will think of this Hilbert space as the tensor product of two Hilbert spaces $\mathcal{H}_{N} \otimes \mathcal{H}_{2}$ of dimensions $N:=2^{n}$ and 2, respectively. The $\mathcal{H}_{N}$ represents our database or search space, and the "auxiliary" $\mathcal{H}_{2}$ qubit will play a secondary role (and, in fact, can be essentially ignored after the initialization step, though it is necessary to implement the algorithm using quantum gates, ie, unitary operators).

Denote the computational orthonormal basis of $\mathcal{H}_{N}$ by $|x\rangle$ for $x \in\{0,1, \ldots, N-1\}$ where, as usual, the binary expression for $x$ gives the $n$-qubit computational basis state. Denote the computational basis of the auxiliary $\mathcal{H}_{2}$ qubit by $|a\rangle, a \in F_{2}$. Thus the general basis state of the quantum computer is $|x\rangle|a\rangle$, and a general state of the computer is $|\psi\rangle=$ $\sum_{x=0}^{N-1} \sum_{a=0}^{1} C_{x a}|x\rangle|a\rangle$ for some coefficients $C_{x a}$.

## Grover's algorithm

Input: A function $f: F_{2}^{n} \rightarrow F_{2}$ such that $f(x)=0$ for all $x \in F_{2}^{n}$ except one.
Steps: 1. Prepare the machine in the initial state $\left|\psi_{0}\right\rangle:=|0\rangle \otimes|0\rangle$ and apply an $H^{\otimes n} \otimes H X$ gate to put the machine in the uniform superposition of states with all values of $x(\bmod N)$ in the first factor, and in the state $(|0\rangle-|1\rangle) / \sqrt{2}$ in the second factor:

$$
\begin{equation*}
\left|\psi_{0}^{\prime}\right\rangle=\frac{1}{\sqrt{N}} \sum_{x=0}^{N-1}|x\rangle \otimes \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) \tag{148}
\end{equation*}
$$

2. Apply the $U_{f}$ gate to the $n+1$ qubits to get:

$$
\begin{equation*}
\left|\psi_{1}\right\rangle=\frac{1}{\sqrt{N}} \sum_{x=0}^{N-1}(-)^{f(x)}|x\rangle \otimes \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) . \tag{149}
\end{equation*}
$$

3. Apply an $H^{\otimes n}(2|0\rangle\langle 0|-I) H^{\otimes n}$ gate to the first $n$ qubits, doing nothing to the auxiliary qubit, to get:

$$
\begin{equation*}
\left|\psi_{1}^{\prime}\right\rangle=\frac{1}{\sqrt{N}} \sum_{x}\left(2-(-)^{f(x)}-\frac{4}{N}\right)|x\rangle \otimes \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) . \tag{150}
\end{equation*}
$$

4. Repeat steps 2 and $3 T$ times, where

$$
\begin{equation*}
T=\left\lceil\frac{\pi}{4} \sqrt{N}\right\rceil \text {. } \tag{151}
\end{equation*}
$$

Output: Measure the state of the first $n$ qubits with respect to the computational basis. This returns a value for $x \in F_{2}^{n}$ such that $f(x)=1$ with high probability, namely, $P>1-\frac{1}{N}$.

We now analyze each of these steps, to verify that the circuit works as advertised.

Step 1 is an initialization step, which in terms of gates is


You should be able to easily check that $\left|\psi_{0}^{\prime}\right\rangle$ given in (148) is the output of this circuit.
Step 2 is simply an application of the $U_{f}$ function gate on our $n+1$ qubits,

$$
\left|\psi_{0}^{\prime}\right\rangle\left\{\begin{array}{l}
r^{n}-{V_{f}}^{n}  \tag{153}\\
\underbrace{n}
\end{array}\right\}\left|\psi_{1}\right\rangle
$$

Again, you should be able to easily check that $\left|\psi_{1}\right\rangle$ given in (149) is the output of this circuit using the identity

$$
\begin{equation*}
|0 \oplus f(x)\rangle-|1 \oplus f(x)\rangle=(-)^{f(x)}(|0\rangle-|1\rangle) \tag{154}
\end{equation*}
$$

that you are familiar with from exercise 4.2. Note that the effect of this gate therefore leaves the state of the last qubit unchanged, and acts only to change the sign of any state $|x\rangle$ of the first $n$ qubits if $f(x)=1$. The rest of the circuit does not change the last qubit, so it can essentially be ignored from now on. Since, by assumption, $f(x)=1$ for only one value, $x=x_{*}$, of $x$ (thus $x_{*}$ is the output we are trying to get), it follows that the state $\left|\psi_{1}\right\rangle$ looks just like the initial state $\left|\psi_{0}\right\rangle$ except the sign of only that one particular $\left|x_{*}\right\rangle$ state is flipped. We describe this by saying that the coefficient of $|x\rangle$ in $\left|\psi_{1}\right\rangle$ is

$$
\text { amplitude }(|x\rangle):=a_{x} \sim\left\{\begin{array}{ll}
+1 / \sqrt{N} & \text { if } x \neq x_{*}  \tag{155}\\
-1 / \sqrt{N} & \text { if } x=x_{*}
\end{array}, \quad x \in\{0, \ldots, N-1\} .\right.
$$

Thus we have singled out the desired $x_{*}$ with this step. However, if we were to measure $x$ at this point, we would find any value of $x$ with equal probability since the probability goes as the amplitude squared.

Step 3 amplifies the amplitude of $\left|x_{*}\right\rangle$ relative to all the other $|x\rangle$ 's. It does this by applying the gates

where $R$ is the operator $2|0\rangle\langle 0|-I$ acting on the first $n$ qubits. It is easy to check that $R$ is unitary (exercise) so it can be implemented as a quantum gate. It is also not hard to check that it gives the output $\left|\psi_{1}^{\prime}\right\rangle$ shown in 150 . (The gate implementation and check are given as exercises below.)

The result is that if the amplitudes of $|x\rangle$ are $a_{x}$ in the input state $\left|\psi_{1}\right\rangle$, then their amplitudes, $a_{x}^{\prime}$, in the output state $\left|\psi_{1}^{\prime}\right\rangle$ are

$$
\begin{equation*}
a_{x}^{\prime}=2 \bar{a}-a_{x} \quad \text { where } \bar{a}:=\frac{1}{N} \sum_{x} a_{x} \tag{157}
\end{equation*}
$$

This is called "inversion about the mean". $\bar{a}$ is just the mean (or average) of the $a_{x}$, and the transformation (157) does not change the mean: $\bar{a}^{\prime}=\bar{a}$. But if $N-1$ of the $a_{x}$ all have the same value (and $N$ is large) then $a_{x} \sim \bar{a}$ for all of them, and they are left unchanged (to leading order in $1 / N$ ) by the transformation. But the single amplitude which is different, $a_{x_{*}}$, is changed by a large amount:

$$
a_{x}^{\prime} \sim \begin{cases}\bar{a} & \text { if } x \neq x_{*}  \tag{158}\\ \bar{a}+\left(\bar{a}-a_{x_{*}}\right) & \text { if } x=x_{*}\end{cases}
$$

Thus, using 155 we see that

$$
a_{x}^{\prime} \sim \begin{cases}+1 / \sqrt{N} & \text { if } x \neq x_{*}  \tag{159}\\ +3 / \sqrt{N} & \text { if } x=x_{*}\end{cases}
$$

These are approximate since I have ignored terms suppressed by factors of $1 / N$. But, for large $N$ the net effect is to amplify the probability of measuring $x_{*}$ relative to any other $x$ by a factor of about $|3|^{2}=9$.
But at this point the probability of measuring $x_{*}$ is thus about $9 / N$ while that of measuring any other $x$ is about $1 / N$. For large $N$ this is not a very significant overall increase in the probability of obtaining $x_{*}$ in one measurement: it will still be swamped by the probability $\sim 1-\frac{9}{N}$ of finding one of the other $x$ 's.

Step 4 says to repeat the last two steps a total of $T$ times. (Here the notation $\lceil t\rceil$ - called the "ceiling of $t$ " - simply means the smallest integer greater than or equal to $t$.) Each iteration is thus


The idea is that since steps 2 and 3 amplified the relative probability of obtaining $x_{*}$ by a factor of 9 , if we repeat this sequence, we will keep on amplifying the probability, $P$, of obtaining $x_{*}$ until $P$ is of order 1. Unfortunately, each successive amplification is less than the previous one, so it takes many repetitions, namely $T$ of them, to achieve the maximum $P$. We will see that continuing with more repetitions beyond the optimal value $T$ actually decreases the probability $P$ ! We will show below that the optimal $T$ is given by (151), and figure out what the associated maximum $P$ is.

Output is the measurement step. It measures the value of $x$, which is possible since $\{|x\rangle\}$ is a computational basis for the first $n$ qubits. Since the state of the quantum computer is a superposition of $|x\rangle$ for all values of $x$, this measurement will not give a particular answer with certainty. Instead, it will give different values of $x$ with different probabilities. So, unlike the Deutsch-Josza algorithm, Grover's algorithm does not give the answer with certainty, but just with some probability $P, 0<P<1$. The claim is that $P>1-\frac{1}{N}$. We will show this shortly.

Practically, what this means is that you run the algorithm, then check the answer - ie, evaluate (classically) whether $f(x)=1$ for the measured output $x$ - and if $f(x) \neq 1$ then re-run the algorithm. Since the probability of a correct answer is substantial (much greater than $1 / 2$, in this case) you will only need to run the algorithm on average once or twice to get a correct answer. This kind of algorithm is called a (classical or quantum) probabilistic algorithm. Since getting the correct answer just requires running the algorithm at most a few times, this does not change the order-of-magnitude estimate of the computational complexity of the algorithm.

So we have the following tasks left in order to understand Grover's algorithm:
Task 1. Implement the $R$ gate with 1- and 2-qubit gates.
Task 2. Show that the $H^{\otimes n} R H^{\otimes n}$ gate acting on an $n$-qubit state $\sum_{x} a_{x}|x\rangle$ gives $\sum_{x} a_{x}^{\prime}|x\rangle$ with $a_{x}^{\prime}$ given in (157).

Task 3. Show that repeated applications of $U_{f} H^{\otimes n} R H^{\otimes n}$ amplifies the amplitude for $\left|x_{*}\right\rangle$ over all other $|x\rangle$ 's.

Task 4. Find the maximum amplitude for $\left|x_{*}\right\rangle$ that can be generated in this way.
We will tackle these tasks in order.

Task 1: I'll make task 1 easy (on me) by having you do it.
Exercise 2.4 Show that the $n$-qubit operator $R=2|0\rangle\langle 0|-I$ is unitary. (Recall that by " $|0\rangle$ " here we mean the $|0\rangle^{\otimes n}$ computational basis state.)

This shows that a gate implementing $R$ does in fact exist. We (ie, you) just have to find it now.

Exercise 2.5 Show that for $n=2$ qubits, $R$ is implemented by the circuit


Exercise 2.6 Generalize the circuit in the last exercise to $n>2$ qubits.

## On to task 2:

Exercise 2.7 Show that $H^{\otimes n} R H^{\otimes n}=2|\chi\rangle\langle\chi|-I$ where $|\chi\rangle=(1 / \sqrt{N}) \sum_{x}|x\rangle$ is the uniform superposition of all computational basis states for $n$ qubits.

We now act on a general $n$-qubit state with $H^{\otimes n} R H^{\otimes n}$ to find

$$
\begin{align*}
\sum_{x} a_{x}^{\prime}|x\rangle & :=H^{n} R H^{n}\left(\sum_{x} a_{x}|x\rangle\right)=\sum_{x} a_{x} H^{n} R H^{n}|x\rangle=\sum_{x} a_{x}(2|\chi\rangle\langle\chi|-I)|x\rangle \\
& =\sum_{x} a_{x}\left(\frac{2}{N} \sum_{y, z}|y\rangle\langle z|-I\right)|x\rangle=\sum_{x} a_{x}\left(\frac{2}{N} \sum_{y, z}|y\rangle \delta_{x, z}-|x\rangle\right)  \tag{162}\\
& =\sum_{x} a_{x}\left(\frac{2}{N} \sum_{y}|y\rangle-|x\rangle\right)=2 \frac{1}{N}\left(\sum_{x} a_{x}\right)\left(\sum_{y}|y\rangle\right)-\left(\sum_{x} a_{x}|x\rangle\right) \\
& =2 \bar{a}\left(\sum_{y}|y\rangle\right)-\left(\sum_{x} a_{x}|x\rangle\right)=2 \bar{a}\left(\sum_{x}|x\rangle\right)-\left(\sum_{x} a_{x}|x\rangle\right)=\sum_{x}\left(2 \bar{a}-a_{x}\right)|x\rangle .
\end{align*}
$$

Comparing the left and right sides gives the inversion about the mean formula (157).
Exercise 2.8 Justify every step in (162).
Exercise 2.9 Apply (157) to the initial state $\left|\psi_{1}\right\rangle$ given in (149) to find the final state $\left|\psi_{1}^{\prime}\right\rangle$ given in 150.

Task 3 is more interesting. We saw in step 1 of the algorithm that we start with a state in which the amplitudes of the $|x\rangle$ are all equal, $a_{x}=1 / \sqrt{N}$. Then in step 2 we flip the sign of only the $a_{x_{*}}$ amplitude, leaving the rest unchanged. Then in step 3 we invert about the mean which changes the $a_{x}$ amplitudes for $x \neq x_{*}$ all in the same way, so they stay equal. Thus the repeated effect of steps 2 and 3 can be simplified by defining the two orthonormal vectors
which are just the desired state, $|+\rangle$, and the equal superposition of all the undesirable states,


$$
\begin{equation*}
U_{f}|+\rangle=-|+\rangle, \quad \quad U_{f}|-\rangle=+|-\rangle \tag{164}
\end{equation*}
$$

since it just changes the sign of $\left|x_{*}\right\rangle$. You showed in exercise 4.7 that the step 3 gate is $H^{n} R H^{n}=2|\chi\rangle\langle\chi|-I$ where

$$
\begin{equation*}
|\chi\rangle=\frac{1}{\sqrt{N}} \sum_{x}|x\rangle=\frac{1}{\sqrt{N}}|+\rangle+\frac{\sqrt{N-1}}{\sqrt{N}}|-\rangle . \tag{165}
\end{equation*}
$$

A short calculation shows that the effect of the $H^{n} R H^{n}$ gate is

$$
\begin{equation*}
H^{n} R H^{n}|+\rangle=\frac{2-N}{N}|+\rangle+\frac{2 \sqrt{N-1}}{N}|-\rangle, \quad H^{n} R H^{n}|-\rangle=\frac{2 \sqrt{N-1}}{N}|+\rangle+\frac{N-2}{N}|-\rangle . \tag{166}
\end{equation*}
$$

Combining (164) and (166) then shows that the effect of the $H^{n} R H^{n} U_{f}$ gates in each iteration of step 4 of the algorithm is

$$
H^{n} R H^{n} U_{f}\binom{|+\rangle}{|-\rangle}=G\binom{|+\rangle}{|-\rangle}, \quad \text { with } \quad G:=\frac{1}{N}\left(\begin{array}{cc}
N-2 & -2 \sqrt{N-1}  \tag{167}\\
2 \sqrt{N-1} & N-2
\end{array}\right) .
$$

Exercise 2.10 Verify (166) and (167).
Now we observe a very happy fact: $G$ is a 2 -dimensional rotation matrix!

$$
G:=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{168}\\
\sin \theta & \cos \theta
\end{array}\right) \quad \text { with } \quad \sin \theta:=\frac{2 \sqrt{N-1}}{N} .
$$

Furthermore, the initial vector, $\left|\psi_{0}^{\prime}\right\rangle$, of step 1 of the algorithm is just the equal superposition of all $|x\rangle$ basis states given in (165), which can be rewritten as

$$
\begin{equation*}
|\chi\rangle=\sin \frac{\theta}{2}|+\rangle+\cos \frac{\theta}{2}|-\rangle . \tag{169}
\end{equation*}
$$

Exercise 2.11 Verify (168) and (169), ie, show that $\cos \theta=(N-2) / N, \sin \frac{\theta}{2}=1 / \sqrt{N}$, and $\cos \frac{\theta}{2}=\sqrt{N-1} / \sqrt{N}$ if $\theta$ is defined by (168).

Thus, in the 2-dimensional plane spanned by $|+\rangle$ and $|-\rangle$ we have the following simple geometrical picture of the action of the iteration step of Grover's algorithm on the $n$-qubit state:


Each successive iteration of $G$ - ie, step 4 of the Grover algorithm - rotates the state vector by an additional angle $\theta$ towards the $|+\rangle$ state, which is the target state, $\left|x_{*}\right\rangle$, whose amplitude we want to amplify.

Task 4, our final task, is now easy. $T$ iterations of the step 4 loop takes the state to $G^{T}|\chi\rangle$ which is at an angle $\left(T+\frac{1}{2}\right) \theta$ from the $|-\rangle$ axis. To maximize the $|+\rangle$ amplitude we therefore want this angle to be as close to $\pi / 2$ as possible and we therefore should choose

$$
\begin{equation*}
T=\text { closest integer to }\left(\frac{\pi}{2 \theta}-\frac{1}{2}\right) \tag{170}
\end{equation*}
$$

We can easily determine this $T$ for large $N$ by noting from (168) that $\sin \theta \approx 2 / \sqrt{N}$, so the angle $\theta$ is small. For small angles $\theta \approx \sin \theta$, so 170$)$ gives $T=$ closest integer $\operatorname{to}\left(\frac{\pi}{2(2 / \sqrt{N})}-\right.$ $\left.\frac{1}{2}\right)=\left\lceil\frac{\pi}{4} \sqrt{N}\right\rceil$ which is the value of $T$ claimed in step 4 of Grover's algorithm, 151).

Note that this value of $T$ is optimal, in the sense that for larger $T$ we start rotating the state vector away from the desired $|+\rangle$ (and towards $-|-\rangle$ ). In fact, we can find a lower bound on the amplitude for $|+\rangle$ at the optimal $T$ by noting from the geometrical picture that at the optimal $T$ the state vector will be within an angle $\theta / 2$ of $|+\rangle$. Thus the $|+\rangle$ amplitude will be at least $\cos (\theta / 2)=\sqrt{N-1} / \sqrt{N}$, and so the probability of measuring $|+\rangle$ (ie, measuring $x=x_{*}$ ) is at least

$$
\begin{equation*}
P>\left|\cos \frac{\theta}{2}\right|^{2}=1-\frac{1}{N}, \tag{171}
\end{equation*}
$$

which was the claimed output behavior of Grover's algorithm.

## Part II

## Cryptosystems and Shor's Algorithm

In 1995 Peter Shor showed that a quantum computer could be used to factor large integers in polynomial time. In fact, what he showed was a quantum algorithm for computing the "order function" in polynomial time, a problem which is known to be equivalent to that of factoring large integers. No classical algorithm is known for computing the order function. This generated a huge amount of interest in the potential of quantum computing since many public key cryptosystems - encryption methods which currently protect most digital communication from eavesdropping - can be decoded by a third party possessing a polynomial-time factorization algorithm.

The goal of the next three sections is to explain how public key cryptosystems work, and how Shor's quantum algorithm works. The mathematics of cryptosystems is basically that of modular arithmetic, the basic ingredients of which are collected in appendix 3.4, but which can be skipped by the un-interested student. Shor's algorithm is essentially an application of the quantum Fourier transform algorithm, explained in section 4 . Section 5 then presents Shor's algorithm and explains how it works in an example. The more technical details needed to rigorously show that the algorithm works as advertised are collected in appendix 5.3 on a (classical) algorithm for computing rational approximants and in appendix 5.4. These appendices can also be skipped by the student satisfied with just a qualitative understanding of the algorithm.

## 3 Factorization, public key cryptosystems, and the order function

It seems to be a mathematical fact of life that some problems are very hard to solve, but that once the solution is given, it is easy to check that the solution is correct ${ }^{4}$ It turns out that if a person ("Alice") has knowledge of the answer of such a problem, she can turn this knowledge into an effective way of exchanging messages (information) with a stranger ("Bob") (who does not know the answer to the problem) in such a way that any third party ("Carol") intercepting the message will not be able to read it without first solving the hard problem. This is called public key cryptography, and has become the practical basis for how sensitive (e.g., personal, financial, political) data is transmitted on the web (and with other technologies) today.

The basic trick is to find a way of encoding information using a hard question in such a way that to decode it one needs the answer to the hard question, but such that the encoding procedure is no harder than the process of checking a given answer to the hard question.

[^3]Given this encoding procedure, Alice can then make publicly available the hard question so that if Bob wants to send her a private message, he just encodes it using Alice's question and sends the result to Alice. Since Alice knows the answer to the hard question, she can decode it easily; but Carol has to do the hard work of solving the hard question.

This section is devoted to describing in some detail a simple and widely-used example of a public key cryptosystem, namely the RSA cryptosystem (named after Rivest, Shamir, and Adleman). It is essentially based on the hard problem of factoring an integer with a large number of digits. Once one has an answer to this problem it is easy to check if it is right: one simply does long division. We then show that the problem of factoring a large integer $N$ is (classically) computationally equivalent to computing the "order function" ord $(x, N)$ - "the order of $x(\bmod N)$.

In general cryptosystems can be designed around many different-looking hard-to-solve but easy-to-check problems. In fact, a solution to one of these problems also implies a solution to all others in a wide class of problems. Thus, even though we describe here only the RSA cryptosystem based on the factorization problem, a solution to the factorization problem would imply the ability to "crack" a very large family of public key cryptosystems.

### 3.1 Factorization

Every positive integer $N$ can be uniquely factorized into its prime factors. We will be interested in integers $N=p q$ which are the product of just two very large primes. We can measure the size of an integer $p$ by the number of its digits, which is approximately ${ }^{5} \log p$. The factorization of large $N$ is a hard problem in the sense that the fastest known (classical) algorithm for factoring $N$ is the "number field sieve" which takes a typical number of steps $\sim c \exp \left\{2(\ln N)^{1 / 3}(\ln \ln N)^{2 / 3}\right\}$ where $c$ is some positive constant.

Thus, for example, if $\ln N=360$ (so $N \sim 10^{156}$ ), then the number of steps is $\approx 10^{20}$ while if $\ln N=400$ (so $N \sim 10^{173}$ ), the number of steps grows to $\approx 10^{21}$. This exponential growth in the number of steps to factorize $N$ is what makes the problem hard: practically, even if your computer could typically factorize 156 -digit numbers in a month, then it will take it a couple of years to factorize 173-digit numbers.
(A less sophisticated approach gives an $\exp \left\{\frac{1}{2} \ln N\right\}$ estimate of the number of steps. We could simply try to factor $N$ by searching through all primes less than or equal to $\sqrt{N}$ to see if they divide $N$. By the distribution of primes theorem, there are about $\sqrt{N} / \ln (\sqrt{N})$ primes less than $\sqrt{N}$. So if we had a list of primes, we would basically have to check on the order of $\sqrt{N} / \ln (\sqrt{N})=e^{(\ln N) / 2} /((\ln N) / 2) \sim c \exp \left\{\frac{1}{2} \ln N-\ln \ln N\right\}$ long divisions.)

On the other hand, the problem of checking that a given number $p$ is indeed a factor of $N$ is relatively easy: one just needs to use the long division algorithm (basically Euclid's algorithm, reviewed below) to compute the remainder upon dividing $N$ by $p$. This takes a number of steps which just grows polynomially in the number of digits of $N$, and in fact are easily and quickly computed on present day desktop computers for numbers with hundreds of

[^4]millions of decimal digits (while quick-less than a second-factorization on these machines only occurs up to about 60 decimal digits).

Furthermore, it is easy to generate factorization problems for which you know the answer, but which are beyond the ability of others to solve. For instance, suppose you have enough computing power to factor 60 decimal digit numbers quickly (a few seconds), so that 80 digit factorization takes years. Factorization of random 50 decimal digit numbers on your computer quickly yields many $40+$ decimal digit primes. Multipling two such primes yields an $80+\operatorname{digit} N$ whose factorization is out of the question for your computer.

Exercise 3.1 Try factorizing $N=13330658193973103793092760940404484091698472$ 537579303656381881452032765389190079989910303 on your desktop until you run out of patience. (For example, the Mathematica or Maple computer algebra systems have built in integer arithmetic functions with up-to-date factorization algorithms.) Then show that $N$ is divisible by $p=334553312750864459873065680054129101461717$. (It should only take the blink of an eye.) Now generate new $80+$ digit $N$ 's which are the product of two $40+$ digit primes by the method described above.
(In 2008, the limit on factorization of "general form" numbers on a single PC with a few months of running time was 520 bits, or about 156 decimal digits. With a few dozen PCs this becomes 570 bits, or 171 decimal digits. The 2008 record from RSA challenges was factorization of a 663 bit, or 200 decimal digit, number. Memory, not speed, was the limiting factor.)

### 3.2 RSA cryptosystem

Let $N=p q$, where $p$ and $q$ are very large primes-e.g., 1000 bit primes. We package the message (usually the key for a conventional cryptosystem) as an integer $M$ with $0<M<N$ by some conventional method. We choose $N$ so that $M$ is coprime to $N$. (This is very easy, since $N$ has only the two prime factors $p$ and $q$, so all but two possible messages shorter than a given $N$ will be acceptable.) We now encrypt $M$ by computing

$$
\begin{equation*}
E=M^{e}(\bmod N) \tag{172}
\end{equation*}
$$

where $e$ is a randomly chosen number coprime to $\phi(N)=(p-1)(q-1) . e$ is called the encoding key. Then (we will show that) there is a unique decoding key $d$ such that

$$
\begin{equation*}
M=E^{d}(\bmod N) \tag{173}
\end{equation*}
$$

In fact, we will show that $d=e^{-1}(\bmod \phi(N))$.
The unusual property of this system is that knowledge of $N$ and $e$ does not imply knowledge of $d$ unless the factorization of $N=p q$ is known, as we will discuss shortly. Thus, if we assume that $N$ is so large that factoring is not feasible, then we have the interesting situation that the encoding and decoding keys $e$ and $d$ are genuinely different. This means, for example, that Alice could post $N$ and $e$ on her website and anyone could send her an encrypted message which only she, possessing $d$, could decrypt.
[RSA can also be used to send digital signatures, whereby Alice sends Bob the message $E=M^{d}(\bmod N)$ and Bob computes $M=E^{e}(\bmod N)$ using Alice's public key $e$. If the
message makes sense, then Bob knows that it was sent by someone - i.e., Alice - knowing the secret key $d$. The message is therefore authentic. When large messages are to be authenticated, then $M$ is the authenticator for a conventional message digest such as MD15.]

First, let's look at a small example of the RSA recipe: Let $N=p q=11 \cdot 13=143$, so that $\phi(N)=10 \cdot 12=120$. Let the message $M$ be 57 , which is coprime to $N$, and let the encoding key be $e=37$, which is coprime to $\phi(N)$. Then the decoding key is $d=13$, since $E=M^{e}=57^{37}=112(\bmod N)$, and $M=E^{d}=112^{13}=57(\bmod N)$. Note that $d$ is the inverse of $e(\bmod \phi(N))$ since $e d=37 \cdot 13=481=4 \cdot 120+1=1(\bmod \phi(N))$. This last fact is not a coincidence, as we now show.

Now let's see what is involved, mathematically, in finding $d$, given $N$ and $e$. Combining (172) and 173$)$, we see that $M=M^{e d}(\bmod N)$, from which it follows that $M^{e d-1}=$ $1(\bmod N)$ (we chose $M$ coprime to $N$, so $M$ has an inverse $(\bmod N)$ ). Then Euler's theorem tells us that a $d$ which satisfies this is one which satisfies $e d-1=\phi(N)$, or, equivalently,

$$
d \text { is the inverse of } e(\bmod \phi(N)) \text {. }
$$

(The assumption that $e$ was chosen coprime to $\phi(N)$ was to ensure that $d$ exists.) We saw that Euler's algorithm gives an efficient way of computing modular inverses, so the problem of finding $d$ is thus reduced to finding $\phi(N)$ given $N$.

But it is easy to see that knowledge of $N$ and $\phi(N)$ provides an easy determination of the factors $p$ and $q$ of $N=p q$. For $\phi(N)=(p-1)(q-1)=p q-p-q+1=N-p-(N / p)+1$, so that $p$ is found as the solution of a quadratic equation in terms of $N$ and $\phi(N)$.

Thus, this way of determining $d$ from $N$ and $e$ is computationally as hard as the problem of factorizing $N$. Since no one knows of any way to find $d$ from $N$ and $e$ without using $\phi(N)$, therefore, as far as we know, knowledge of $p$ and $q$ is required.

### 3.3 The order function and factorization

In this section we will show how to factor $N$ efficiently on a classical computer if we can compute the order function ${ }^{6}$ ord $(x, N)$ — "the order of $x(\bmod N)$ ". This will essentially show that factorization and computation of the order function are equally hard problems, computationally. We will see that the order function is a kind of refinement of the Euler function $\phi(N)$, and is closely related to the discrete logarithm, the inverse of the discrete exponential.

As far as we know, a classical computer needs about $\exp \{\log N\}$ gates to compute $\operatorname{ord}(x, N)$, i.e., the computation grows exponentially with the input, like the factorization problem. In the next section we will show that there exists an algorithm (Shor's algorithm) whereby a quantum computer can compute the order function with only about $(\log N)^{2}$ gates, thus showing how the existence of a quantum computer could exponentially speed up the solution to the factorization problem (and thereby render vulnerable classical public key cryptosystems).

Let $x$ be coprime to $N$. The order of $x(\bmod N), k:=\operatorname{ord}(x, N)$, is the smallest $k>0$ such that

$$
x^{k}=1(\bmod N) .
$$

[^5]By Euler's theorem we know that the order exists and does not exceed $\phi(N)$. We will often shorten calling $k$ "the order of $x(\bmod N)$ " to just "the order of $x$ " when $N$ is understood from context. Another common usage is to call it "the period of $x$ relative to $N$ " for reasons we will now explore.

As an example, let's find ord $(2,15)$. The powers of 2 modulo 15 are

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{n}$ | 2 | 4 | 8 | 1 | 2 | 4 | 8 | 1 | 2 | 4 | 8 |

and so on. Notice that the function $f(n)=2^{n}(\bmod 15)$ is periodic with period $k=4$ since $f(n+k)=f(n)$. The order of 2 modulo 15 is this period $k-i . e$., $\operatorname{ord}(2,15)=k=4$. Note that $\phi(15)=8$, which, in this case, is twice ord $(2,15)$.

Exercise 3.2 Find ord $(2,13)$ and $\operatorname{ord}(4,13)$.
Exercise 3.3 Show that for any $x$ coprime to $N$, ord $(x, N)$ is the period of the function $f(n)=x^{n}(\bmod N)$.

The period of a function can be found by taking its Fourier transform. Classically, computing the Fourier transform on a set with $N$ elements takes on the order of $N \log N \sim$ $\log N e^{\log N}$ steps-i.e., exponentially long in the number of input bits $\log N$. Thus the order function (discrete logarithm) and discrete exponentiation bear a similar relationship as factoring and multiplication do: in both cases the first is a hard problem, but the inverse is computationally easy.

By contrast, we will see in the next section that a quantum computer can compute a Fourier transform with only of order $(\log N)^{2}$ gates, which makes it look hopeful that a quantum computer might be able to compute the order function quickly. The problem with this is that though the quantum computer can compute the Fourier transform quickly, it cannot then access the $N$ elements of the Fourier transform to determine the period! But, by a clever indirect approach it is possible to find the period $\operatorname{ord}(x, N)$ with a number of gates only polynomial in $\log N$. We shall discuss this in detail in section 5 .

For the rest of this section, we will simply assume that we have a method of computing $\operatorname{ord}(x, N)$, which we call "an order function oracle", and will show how it enables us to quickly factor $N$. Here is the algorithm:

Input: Integer $N$ to be factored.
Output: A nontrivial factor of $N$.
Steps: 1. Generate a random $x$ in the range $1<x<N$.
2. Compute $\operatorname{gcd}(x, N)=h$. If $h>1$, then $h$ is a nontrivial factor of $N$; stop.
3. Get $k=\operatorname{ord}(x, N)$ from the order function oracle. If $k$ is odd, return to step 1 .
4. Compute $t=x^{k / 2}(\bmod N)$. If $t=-1(\bmod N)$ return to step 1 .
5. Compute $h=\operatorname{gcd}(t+1, N)$. This will be a nontrivial factor of $N$; stop.

It is not hard to see why this algorithm gives a nontrivial factor of $N$. For if $k=$ $\operatorname{ord}(x, N)$ is even, then $t=x^{k / 2}(\bmod N)$ is defined. But from the definition of order, $x^{k}-1=0(\bmod N)$, so $t^{2}-1=(t+1)(t-1)=0(\bmod N)$. Hence

$$
\begin{equation*}
(t+1)(t-1)=r N \tag{174}
\end{equation*}
$$

for some $r$. But then $\operatorname{gcd}(t+1, N) \neq 1$, since if it were then (174) would imply that $t-1$ is divisible by $N$, or $t=x^{k / 2}=1(\bmod N)$, which would mean that $\operatorname{ord}(x, N) \leq k / 2$ in contradiction to the assumption that $\operatorname{ord}(x, N)=k$. Since $\operatorname{gcd}(t+1, N) \neq 1$, it is a factor of $N$. But it could still be trivial if $\operatorname{gcd}(t+1, N)=N$, or equivalently, if $t=-1(\bmod N)$. This explains the restriction in step 4.

It may be helpful to see this algorithm in action in some examples. Let $N=p q=$ $11 \cdot 13=143$. Choose a random number $x$ in the range $1<x<N$ with $x$ coprime to $N$. Say $x=4$. We use the quantum computer to compute $k=\operatorname{ord}(x, N)=\operatorname{ord}(4,143)=30$. (Of course, we don't have a quantum computer; these numbers are very small, so the order is easily computed on a classical computer.) Then we let $t=x^{k / 2}=4^{15}=12(\bmod N)$. Then $h=\operatorname{gcd}(t+1, N)=\operatorname{gcd}(13,143)=13$ is indeed a nontrivial factor of $N$.

With the same $N$, if we chose instead $x=10$, though, the algorithm doesn't give us a useful answer, since it fails the condition in step 4 . For, $k=\operatorname{ord}(x, N)=\operatorname{ord}(10,143)=6$, and $t=x^{k / 2}=142=-1(\bmod N)$. Then $\operatorname{gcd}(t+1, N)=\operatorname{gcd}(143,143)=\operatorname{gcd}(N, N)=N$, and we have only a trivial factor of $N$.

Given that just randomly guessing a factor of $N$ is very improbable, the only way this algorithm is successful is for it to reach step 5 . For this to happen we need to be lucky in two ways when we choose $x$ :
(a) $k=\operatorname{ord}(x, N)$ must be even so that $t=x^{k / 2}(\bmod N)$ is defined, and
(b) $t$ must not be $N-1=-1(\bmod N)$.

The $50 \%$ theorem states: In the special case when $N=p q$ is the product of two primes, the probability $P(N)$ that a random number $x$ in the range $1 \leq x<N$ satisfies both conditions (a) and (b) above is at least $50 \%$.

Given this result, and since the probability of the algorithm stopping in step 2 is negligible if the prime factors of $N$ are all large, the probability of reaching step 5 is at least $50 \%$ each time we start from step 1. Hence the probability of failing after $r$ times is at most $2^{-r}$. So the average number of times through the loop before successfully factoring $N$ is at most $1 /(1 / 2)=2$.

The $50 \%$ theorem is proven in appendix 3.4 .

### 3.4 Appendix: Modular arithmetic

This appendix reviews some elementary concepts from number theory and gives the proof of the $50 \%$ theorem.

## Greatest common divisors

The greatest common divisor of two non-negative integers $a, b$ is denoted $\operatorname{gcd}(a, b)$ and is the largest integer which divides them both. (We define $\operatorname{gcd}(0, a) \equiv a$.) $a$ and $b$ are said to be coprime, or equivalently, $a$ is coprime to $b$ (or vice versa) if $\operatorname{gcd}(a, b)=1$.

The gcd can be computed efficiently by Euclid's algorithm. This algorithm uses successive long divisions to find a sequence of decreasing remainders. The last positive remainder is the gcd. First let's outline the algorithm, then explain why it works. Suppose we want to find $\operatorname{gcd}(a, b)$ where $a>b$. Then, long division of $a$ by $b$ gives a quotient $q_{1}$ and remainder $r_{1}$ with $0 \leq r_{1}<b$. This can be expressed as $a=b q_{1}+r_{1}$. Euclid's algorithm then says to divide $b$ by $r_{1}$ to find a new remainder $r_{2}$ and so on:

$$
\begin{array}{cllc}
a=b q_{1}+r_{1} & \left(0 \leq r_{1}<b\right) & \Rightarrow & \operatorname{gcd}(a, b)=\operatorname{gcd}\left(b, r_{1}\right) \\
b=r_{1} q_{2}+r_{2} & \left(0 \leq r_{2}<r_{1}\right) & \Rightarrow & \operatorname{gcd}\left(b, r_{1}\right)=\operatorname{gcd}\left(r_{1}, r_{2}\right) \\
r_{1}=r_{2} q_{3}+r_{3} & \left(0 \leq r_{3}<r_{2}\right) & \Rightarrow & \operatorname{gcd}\left(r_{1}, r_{2}\right)=\operatorname{gcd}\left(r_{2}, r_{3}\right) \\
\vdots & \vdots & \vdots & \vdots  \tag{175}\\
r_{n-2}=r_{n-1} q_{n}+r_{n} & \left(0 \leq r_{n}<r_{n-1}\right) & \Rightarrow & \operatorname{gcd}\left(r_{n-2}, r_{n-1}\right)=\operatorname{gcd}\left(r_{n-1}, r_{n}\right) \\
r_{n-1}=r_{n} q_{n+1}+0 & & \Rightarrow & \operatorname{gcd}\left(r_{n-1}, r_{n}\right)=\operatorname{gcd}\left(r_{n}, 0\right)=r_{n} .
\end{array}
$$

From the inequalities on the right we see that the $r_{i}$ form a strictly decreasing sequence, so after at most $b$ steps (typically many fewer: we will find a bound on the number $n$ of steps below) the remainder 0 will appear. The last (smallest) positive remainder, $r_{n}$, is the desired gcd.

To see why this is true, note that if $a=b q+r$, then $\operatorname{gcd}(a, b)=\operatorname{gcd}(b, r)$. This is because any number which divides both $a$ and $b$ also divides $r$, since $r=a-b q$; and conversely, every number which divides $b$ and $r$ also divides $a$. Therefore the set of all common divisors of $a$ and $b$ is the same as those of $b$ and $r$, and so their greatest common divisors must be the same.

Now apply this to (175): $\operatorname{gcd}(a, b)=\operatorname{gcd}\left(b, r_{1}\right)=\operatorname{gcd}\left(r_{1}, r_{2}\right)=\ldots=\operatorname{gcd}\left(r_{n-1}, r_{n}\right)=$ $\operatorname{gcd}\left(r_{n}, 0\right)=r_{n}$, giving the desired answer.

It is not hard to see that Euclid's algorithm is efficient. Suppose $a$ and $b$ are represented by strings of at most $L$ bits; that is, $\log b \leq \log a \lesssim L$. Then none of the quotients $q_{i}$ or remainders $r_{i}$ can be more than $L$ bits long, so all computations can be done with $L$-bit arithmetic. Furthermore, $r_{i+2} \leq r_{i} / 2$.

Proof: Either $r_{i+1} \leq r_{i} / 2$ or $r_{i+1}>r_{i} / 2$. In the first case, since the $r_{i}$ 's are strictly decreasing, if follows that $r_{i+2} \leq r_{i} / 2$. In the second case, since $r_{i}=r_{i+1} q_{i+2}+r_{i+2}$, we must have $q_{i+2}=1$, implying that $r_{i+2}=r_{i}-r_{i+1}<r_{i} / 2$.

Thus the number $n$ of steps in Euclid's algorithm is bounded above by $n<2 \log b \sim \mathcal{O}(L)$.
Euclid's algorithm can be refined slightly to give an algorithm for computing integers (positive or negative) $A$ and $B$ such that $A a+B b=\operatorname{gcd}(a, b)$. To show this, consider the sequence of remainders in (175). The first can be written $r_{1}=a-q_{1} b=A_{1} a+B_{1} b$ (i.e., with $A_{1}=1$ and $B_{1}=-q$ ). From the next equation in (175) we then have $r_{2}=b-q_{2} r_{1}=$ $b-q_{2}\left(A_{1} a+B_{1} b\right)=A_{2} a+B_{2} b$. This process can be repeated for the successive remanders until we arrive at $r_{n}=A a+B b$.

## Euler totient function

A function which will play an important role in what follows is the Euler totient function $\phi(N) . \phi(N)$ is defined to be the number of numbers less than $N$ and coprime to $N$. Thus, if $p$ is prime, $\phi(p)=p-1$, and if $N=p q$ with $p$ and $q$ prime and not equal, then $\phi(N)=$ $(p-1)(q-1)$.

Note that if you know $\phi(N)$, then you know the $N=p q$ factorization (assuming it just has two factors). This is because $N=p q$ implies $p=N / q$, and $\phi(N)=(p-1)(q-1)=$ $\left(\frac{N}{q}-1\right)(q-1)=N+1-q-\frac{N}{q}$ which is a quadratic equation for $q$ given $N$ and $\phi(N)$.

## Modular arithmetic

We say that $a=b(\bmod m)$ if $m$ divides $a-b($ with remainder 0$)$. Equations $\bmod m$ can be added, subtracted and multiplied. By $b(\bmod m)$ we mean the unique number $B=b(\bmod m)$ such that $0 \leq B<m$.

You have to be a little more careful with modular division. It is only well-defined if the number you are dividing by has a modular inverse. The inverse $(\bmod b)$ of $a$ is defined to be the integer $A(0<A<b)$ such that $A a=1(\bmod b)$. For example, if $a$ is divisible by $b$-i.e., $a=0(\bmod b)$-then $a$ does not have a modular inverse and you cannot divide by it in modular arithmetic, just as you cannot divide by 0 in integer arithmetic. More generally, the inverse $(\bmod b)$ of $a$ exists if and only if $a$ and $b$ are coprime.

> Proof: If the inverse exists, then $A a=1(\bmod b)$ which means that there exists a $B$ such that $A a+B b=1$. As in the proof of Euclid's algorithm, this implies that $\operatorname{gcd}(a, b)=1$, i.e., that $a$ and $b$ are coprime. The converse follows from Euclid's algorithm, which, as described above, shows the existence of and computes integers $A$ and $B \operatorname{such}$ that $A a+B b=\operatorname{gcd}(a, b)$. If $a$ and $b$ are coprime, so that $\operatorname{gcd}(a, b)=1$, then we have $A a=1(\bmod b)$, and so we have an efficient algorithm for computing the inverse $(\bmod b)$ of $a$ as well as a proof of its existence.

The central mathematical object in the RSA cryptosystem is the operation of exponentiation in modular arithmetic,

$$
x^{k}(\bmod m)
$$

which is also called the discrete exponential. Its value lies in the range $[0, m)$, and it is possible to compute it without at any time dealing with numbers larger than $m^{2}$. We could, for example, compute $x^{k}(\bmod m)$ recursively as follows:

$$
\begin{aligned}
& x^{1}(\bmod m)=x(\bmod m) \\
\text { for even } k>1, & x^{k}(\bmod m)=\left[x^{k / 2}(\bmod m)\right]^{2}(\bmod m) \\
\text { for odd } k>1, & x^{k}(\bmod m)=x\left[x^{k-1}(\bmod m)\right](\bmod m) .
\end{aligned}
$$

It is easy to see that the number of steps in the recursion is $\mathcal{O}(\log k)$.
A key to understanding the properties of the discrete exponential is Euler's theorem which states that if $a$ is coprime to $n$, then

$$
a^{\phi(n)}=1(\bmod n) .
$$

Proof: By definition the number of integers less than and coprime to $n$ is $\phi(n)$. Let $k_{1}, k_{2}, \ldots$, $k_{\phi(n)}$ be those numbers. Then the $\phi(n)$ numbers $a k_{i}(\bmod n)$ must be the same numbers since they are distinct (why?) and coprime to $n$ (why?). Hence

$$
\begin{equation*}
\prod_{i=1}^{\phi(n)}\left(a k_{i}\right)=\prod_{i=1}^{\phi(n)} k_{i}(\bmod n) \tag{176}
\end{equation*}
$$

But since the $k_{i}$ are each coprime to $n$, so is $\prod_{i} k_{i}$. Therefore $\prod_{i} k_{i}$ has a modular inverse, so we can divide 176 by it to find $a^{\phi(n)}=1(\bmod n)$.

A familiar corollary of Euler's theorem is Fermat's (little) theorem: Let $p$ be a prime and suppose $a$ is coprime to $p$. Then $a^{p-1}=1(\bmod p)$.

## The $50 \%$ theorem

We now prove the $50 \%$ theorem. The proof is somewhat lengthy since it needs some further results from number theory, but since the techniques used in the proof are basically elementary, we include it here for completeness. The results we need are the Chinese remainder theorem, the notion of primitive roots modulo $p$, and the primitive root existence theorem. We will briefly explain what these are, and then proceed to the proof of the $50 \%$ theorem. The proofs of the Chinese remainder and primitive root existence theorems are included afterwards.

The Chinese remainder theorem states that given coprime $m$ and $n$, and given $a$ and $b$, there exists a unique $x$ in the range $0 \leq x<m n$ such that $x=a(\bmod m)$ and $x=b(\bmod n)$. Clearly, given any $x$, there are $a$ and $b$ such that these two equations are true; hence the converse of the Chinese remainder theorem is also true. This shows, in particular that there is a one-to-one mapping of $x$ 's satisfying the two equations to pairs $(a, b) \bmod (m, n)$. This gives rise to a probabilistic way of stating the Chinese remainder theorem: If $m$ and $n$ are coprime, and if $a$ and $b$ are chosen uniformly randomly $\bmod m$ and $\bmod n$ respectively, then the unique $x$ such that $x=a(\bmod m)$ and $x=b(\bmod n)$ is distributed uniformly randomly in the set $\{0,1, \ldots, m n-1\}$.

The primitive roots $\bmod p$ are those numbers $a$ such that $\operatorname{ord}(a, p)=p-1$. This implies that if $a$ is a primitive root $\bmod p$, then the numbers $\left\{1, a, a^{2}(\bmod p), \ldots, a^{p-2}(\bmod p)\right\}$ are distinct; hence they must be a permutation of the numbers $\{1,2, \ldots, p-1\}$. For example: the number $g=2$ is a primitive root $\bmod p$ when $p=13$, as may be seen from the table

$$
\begin{array}{l|ccccccccccc}
n & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 \\
\hline 2^{n} & 2 & 4 & 8 & 3 & 6 & 12 & 11 & 9 & 5 & 10 & 7
\end{array}
$$

and $2^{12}$ is of course $1 \bmod 13$ by Fermat's little theorem. On the other hand, 4 is not a primitive root, as may be seen from the table

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $4^{n}$ | 4 | 3 | 12 | 9 | 10 | 1 | 4 | 3 | 12 | 9 | 10 |

The primitive root existence theorem states simply that for every odd prime $p$, there is a primitive root $g \bmod p$.

Given these results, we now turn to

The $50 \%$ theorem: Suppose $N=p q$ where $p$ and $q$ are odd primes and $S=\{y \mid 1 \leq y<$ $N, \operatorname{gcd}(y, N)=1\}$. Then at least $50 \%$ of the integers $y$ in $S$ have even order $k=\operatorname{ord}(y, N)$ and satisfy $y^{k / 2} \neq-1(\bmod N)$.

Proof: Suppose $y$ is in $S$ and has order $\operatorname{ord}(y, N)=r=2^{a} h$, where $h$ is odd. Suppose $\operatorname{ord}(y, p)=s=2^{i} u$ and $\operatorname{ord}(y, q)=t=2^{j} v$, where $u$ and $v$ are odd. Since $N=p q$, it is easy to see that both $s$ and $t$ divide $r$.

Suppose that $r$ is odd. Since both $s$ and $t$ divide $r$, they must both be odd. Hence $i=$ $j=a=0$. Suppose instead that $r$ is even and $y^{r / 2}=-1(\bmod N)$. Then $y^{r / 2}=-1(\bmod p)$, so that $r / 2$ is not a multiple of $s=\operatorname{ord}(y, p)$. Since $s$ divides $r$ we must have $i=a$. Similarly $j=a$. To summarize: if $r=\operatorname{ord}(y, N)$ is odd or if $r$ is even and $y^{r / 2}=-1(\bmod N)$, then $i=j=a$.

Let $p-1=2^{m} x$ where $x$ is odd. From the primitive root existence theorem we know that the nonzero integers mod $p$ are generated by the $p-1$ powers of some generator $g$ coprime to $p$. It follows that an integer $b$ will have an odd order with respect to $p$ if and only if $b$ equals $g$ to a power $2^{m} w, 1 \leq w \leq x$, and the proportion of such integers is therefore $2^{-m}$. Furthermore, precisely those $b$ 's equal to $g$ to a power $2^{m-k} w, w$ odd, will have a period with exactly $k$ powers of 2 . It follows that $w$ can take odd values from 1 through $2^{k} x-1$, and there are precisely $2^{k-1} x$ such integers. That is, the proportion of integers in $S$ whose order with respect to $p$ has exactly $k$ powers of 2 is $2^{k-m-1}$.

Now suppose that $p-1=2^{m} x$ and $q-1=2^{n} w$ where $x$ and $w$ are odd and $1 \leq m \leq n$. By the probabilistic interpretation of the Chinese remainder theorem, we see that the proportion of integers $y$ in $S$ which have odd period or which have an even period $u$ and $y^{u / 2}=-1(\bmod N)$ is

$$
\left(\frac{1}{2}\right)^{m+n}+\sum_{1 \leq k \leq m}\left(\frac{1}{2}\right)^{m+n-2 k-2}=\frac{4^{m}+2}{2^{m+n} \cdot 3}:=f(m, n) .
$$

The function $f(m, n)$ is greatest when $n$ is as small as possible. Since $1 \leq m \leq n$, we have $f(m, n) \leq f(m, m)=\left(1+2 \cdot 4^{-m}\right) / 3 \leq f(1,1)=1 / 2$.

## Proof of the Chinese remainder theorem

The proof of the Chinese remainder theorem is simply a computation in modular arithmetic. Since we want $x=a(\bmod m)$, we desire an integer $t$ such that $x=a+t m$. Since we want $x=b(\bmod n)$, we must want $x=a+t m=b(\bmod n)$. Solving this for $x$, we obtain $t m=b-a(\bmod n)$, or $t=m^{\prime}(b-a)(\bmod n)$, where $m^{\prime}$ is the $\bmod n$ inverse of $m$. The inverse $m^{\prime}$ exists because $m$ and $n$ are coprime. Now substituting we obtain $x=a+t m=a+m^{\prime} m(b-a)(\bmod n)$. To get $x$ in the required range $0 \leq x<m n$, we may have to reduce $x$ modulo $m n$, so $x=a+m^{\prime} m(b-a)(\bmod m n)$. Reversing the above steps, we can see that $x=a(\bmod m)$ and $x=b(\bmod n)$.

For example, find $x$ such that $x=2(\bmod 5)$ and $x=4(\bmod 7)$. Let $x=2+5 t$. Then $2+5 t=4(\bmod 7)$, so $5 t=2(\bmod 7)$. But $5^{-1}=3(\bmod 7)$, so $t=6(\bmod 7)$. Thus $x=2+5 t=32$. Let's check our solution: $32=2(\bmod 5)$ and $32=4(\bmod 7)$.

## Proof of the primitive root existence theorem

We shall need a number of lemmas and theorems before we can prove this. In particular we will need Lagrange's theorem on the number of solutions to integral polynomial equations $\bmod p$, and the property of Euler's function that $\sum_{d \mid m} \phi(d)=m$.

Lemma: If $p$ is an odd prime, and $x$ is coprime to $p$, then $\operatorname{ord}(x, p)$ divides $p-1$.

Proof: Let $s=\operatorname{ord}(x, p)$, and divide $p-1$ by $s$ to obtain $p-1=q s+r$ with $0 \leq r<s$. Then $x^{r}=x^{p-1}\left(x^{s}\right)^{-q}=1(\bmod p)$ by Fermat's little theorem and the definition of $s$. If $r>0$ this then implies that $r<s$ is the order of $x$, contradicting the fact that $s$ is. Therefore $r=0$, hence $s$ divides $p-1$.

Lemma: If $p$ is prime and $a b=0(\bmod p)$, then either $a=0(\bmod p)$ or $b=0(\bmod p)$.
Proof: The lemma just says that if $p$ divides $a b$, then either $p$ divides $a$ or $p$ divides $b$.
Lagrange's theorem: If $P(x)$ is a polynomial of degree $d$ with integer coefficients, then the number of solutions to $P(x)=0(\bmod p)($ that are different $\bmod p)$ does not exceed $d$ if $p$ is prime.

Proof: By induction on $d$. The result is true for $d=1$. Let $d>1$, so $P(x)$ is a polynomial of degree $d$, and let $P(a)=0(\bmod p)$. Then the linear term $x-a$ will divide $P(x)$ exactly. That is, $P(x)=(x-a) Q(x)(\bmod p)$ where $Q(x)$ is a polynomial of degree $d-1$, and by the induction hypothesis, $Q(x)$ has at most $d-1$ roots. By the above lemma, $P(x)$ can only be zero if either $x-a$ or $Q(x)$ is zero. Hence $P(x)=0(\bmod p)$ has at most $d$ solutions.

Note that the theorem is false if $p$ is not prime. For example $x^{2}-1=0(\bmod 15)$ has the four roots 1, 4, 11, and 14 .

Lemma: If $A$ and $B$ are positive and coprime, then the $A B$ numbers $m=A b+B a$ with $0 \leq a<A$ and $0 \leq b<B$ are distinct modulo $A B$. Furthermore, if the $a$ 's are confined to the $\phi(A)$ numbers coprime to $A$ and the $b$ 's are confined to the $\phi(B)$ numbers coprime to $B$, then the resulting $\phi(A) \phi(B)$ numbers are all coprime to $A B$.

Proof: Suppose that $A b_{1}+B a_{1}=A b_{2}+B a_{2}(\bmod A B)$. Then modulo $B$ we have $A b_{1}=$ $A b_{2}(\bmod B)$, and modulo $A$ we have $B a_{1}=B a_{2}(\bmod A)$. But $A$ and $B$ are coprime, so $b_{1}=b_{2}(\bmod B)$ and $a_{1}=a_{2}(\bmod A)$, so $b_{1}=b_{2}$ and $a_{1}=a_{2}$. Hence the numbers $A b+B a$ are distinct $(\bmod A B)$. Furthermore, let $\mu=A \beta+B \alpha$, so $\mu=A \beta(\bmod B)$. If $\beta$ is coprime to $B$, then so is $A \beta$ (since $A$ and $B$ are coprime), and hence $\operatorname{gcd}(\mu, B)=\operatorname{gcd}(A \beta+B \alpha, B)=$ $\operatorname{gcd}(A \beta, B)=1$. Likewise, if $\alpha$ is coprime to $A$, then so is $\mu$. Therefore, if $\alpha$ is coprime to $A$ and $\beta$ is coprime to $B$, we must have that $\mu$ is coprime to $A B$. The lemma follows.

Multiplicative property of $\phi$ : If $\operatorname{gcd}(A, B)=1$, then $\phi(A B)=\phi(A) \phi(B)$.
Proof: The $\phi(A) \phi(B)$ numbers $\mu$ in the above lemma are coprime to $A B$ and distinct modulo $A B$. Further, each such $\mu$ is equal $(\bmod A B)$ to exactly one integer $x$ in the range $0<x<A B$. No other of the $A B$ numbers $m=A b+B a$ are coprime to $A B$, for if $\operatorname{gcd}(a, A)>1$, then $m$ is not coprime to $A$ and therefore not coprime to $A B$. Similarly, if $\operatorname{gcd}(b, B)>1, m$ is not coprime to $A B$. The result follows.

Theorem: Let $m$ be written as its prime factorization $m=\prod_{p} p^{c}$. Then

$$
\phi(m)=\prod_{p} \phi\left(p^{c}\right)=\prod_{p}(p-1) p^{c-1}
$$

Proof: If $m=p^{c}$ where $p$ is a prime, then the numbers $x, 0<x<m$, that are not prime to $m$ are precisely the multiples of $p$ less than $m$. There are $p^{c-1}$ of these. Hence $\phi\left(p^{c}\right)=$ $p^{c}-p^{c-1}=(p-1) p^{c-1}$. The theorem then follows from this and the multiplicative property of $\phi$.

Theorem: $\sum_{d \mid m} \phi(d)=m$. $(d \mid m$ means $d$ divides $m$.)
Proof: If $m=\prod p^{c}$, then the divisors of $m$ are the numbers $d=\prod p^{c^{\prime}}$, where $0 \leq c^{\prime} \leq c$ for each $p$, and

$$
\sum_{d \mid m} \phi(d)=\sum_{p, c^{\prime}} \prod \phi\left(p^{c^{\prime}}\right)=\prod_{p}\left\{1+\phi(p)+\phi\left(p^{2}\right)+\cdots+\phi\left(p^{c}\right)\right\},
$$

by the multiplicative property of $\phi(m)$. But $1++\phi(p)+\phi\left(p^{2}\right)+\cdots+\phi\left(p^{c}\right)=1+(p-1)+$ $p(p-1)+\cdots+p^{c-1}(p-1)=p^{c}$, so $\sum_{d \mid m} \phi(d)=\prod_{p} p^{c}=m$.

Theorem: If $p$ is an odd prime, then there are $\phi(p-1)$ primitive elements modulo $p$.
Proof: Each $x, 1 \leq x \leq p-1$, has an order $d$ relative to $p$ which by a previous lemma divides $p-1$. Therefore, if $\psi(d)$ is the number of numbers $\bmod p$ of order $d$, then $\sum_{d \mid p-1} \psi(d)=p-1$, since all $x$ will be counted. But we also have $\sum_{d \mid p-1} \phi(d)=p-1$ that we proved above. Hence

$$
\sum_{d \mid p-1} \psi(d)=\sum_{d \mid p-1} \phi(d)=p-1 .
$$

Now, $\psi(p-1)$ counts the number of primitive elements, so we want to show that $\psi(p-1)=$ $\phi(p-1)$. If we could show that $\psi(d) \leq \phi(d)$ for all $d$, then it would follow that $\psi(d)=\phi(d)$ for all $d$, and the theorem would follow.

Suppose $\psi(d)>0$, then there exists an $f$ such that $\operatorname{ord}(f, p)=d$. Let $f_{h}=f^{h}$ for $0 \leq h<d$. Each $f_{h}$ is a root of the equation

$$
\begin{equation*}
x^{d}=1(\bmod p), \tag{177}
\end{equation*}
$$

since $f^{h d}=1^{h}$. The $f_{h}$ are distinct $(\bmod p)$, since otherwise $f^{h}=f^{h^{\prime}}$ with $h^{\prime}<h<d$ would imply $f^{h-h^{\prime}}=1$ with $0<h-h^{\prime}<d$, and thus ord $(f, p)<d$, a contradiction. Hence by Lagrange's theorem, the $f_{h}$ 's are all of the roots of equation 177), which means that all the elements of order $d$ are to found among the $f_{h}$ 's. Finally, if $\operatorname{ord}\left(f_{h}, p\right)=d$, then $\operatorname{gcd}(h, d)=1$, since a $k>1$ dividing both $h$ and $d$ would imply $\left(f^{h}\right)^{d / k}=\left(f^{d}\right)^{h / k}=1$ and $\operatorname{ord}\left(f_{h}, p\right) \leq d / k<d$. Thus an $h$ such that $f_{h}$ is of order $d$ must be one of the $\phi(d)$ numbers less than and coprime to $d$. Therefore $\psi(d) \leq \phi(d)$ and the theorem follows.

Corollary: If $p$ is an odd prime, then there exists a primitive element $g$.

## 4 Quantum Fourier transform

We have seen that the order function basically computes the period of the modular exponential. A basic way to compute the period of a periodic function is to take its Fourier transform. So it should be no surprise that an algorithm for computing the order function will involve computing the Fourier transform. We present here a quantum circuit which implements a version of the Fourier transform on $n$ qubits. Since finding periods has many other applications beyond factorization, the quantum Fourier transform circuit is interesting in its own right.

The usual Fourier transform has the property that it maps periodic functions - eg, $f(x) \sim \cos \left(y_{0} x\right)$ or similar - which are non-zero for most values of the variable $x$, to
functions - eg, $\delta\left(y-y_{0}\right)$ - which are concentrated at just a few values of the Fourier transform variable $y$.



The analog of this behavior for the quantum Fourier transform is that a state which is in an equal superposition with appropriately varying phases of all the computational basis states is transformed to a state which is a single one of the computational basis vectors, and vice versa. We will see how this is useful in our later discussion of the Shor factorization algorithm.

The (classical) Fourier transform is given by

$$
\begin{equation*}
g(y)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} d x f(x) e^{i x y}, \quad \quad f(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} d y g(y) e^{-i x y} \tag{178}
\end{equation*}
$$

By plugging one of these expressions into the other, it follows that they are inverses of each other upon using the identity

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x f(x) e^{i\left(y-y^{\prime}\right) x}=2 \pi \delta\left(y-y^{\prime}\right) \tag{179}
\end{equation*}
$$

or a similar expression with $y$ and $x$ exchanged everywhere. $\delta\left(y-y^{\prime}\right)$ is the Dirac delta


To motivate the definition of the quantum Fourier transform gate, we discretize the classical Fourier transform in (178), so it applies to an $n$-bit register instead of a continuous function. An $n$-bit register can take on $2^{n}$ different values, which we'll label by indices $j, k \in\left\{0,1, \ldots, 2^{n}-1\right\}$. Then the discretization consists of the replacements

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi}} \int d x \rightarrow \frac{1}{2^{n / 2}} \sum_{j=0}^{2^{n}-1}, \quad f(x) \rightarrow f_{j}, \quad x \rightarrow \frac{\sqrt{2 \pi}}{2^{n / 2}} k \tag{180}
\end{equation*}
$$

and similar substitutions for $y$ and $g$ to give the discrete Fourier transform

$$
\begin{equation*}
g_{k}=\frac{1}{2^{n / 2}} \sum_{j=0}^{2^{n}-1} f_{j} e^{2 i \pi j k / 2^{n}}, \quad f_{j}=\frac{1}{2^{n / 2}} \sum_{k=0}^{2^{n}-1} g_{k} e^{-2 i \pi j k / 2^{n}} \tag{181}
\end{equation*}
$$

The discrete analog of (179) which makes the two equations in (181) consistent is the identity

$$
\begin{equation*}
\frac{1}{2^{n}} \sum_{j=0}^{2^{n}-1} e^{2 i \pi j\left(k-k^{\prime}\right) / 2^{n}}=\delta_{k, k^{\prime}} \tag{182}
\end{equation*}
$$

We can prove this identity by using the fact that if $q^{N}=1$, then

$$
\frac{1}{N} \sum_{j=0}^{N-1} q^{j}= \begin{cases}1 & \text { if } q=1  \tag{183}\\ 0 & \text { otherwise }\end{cases}
$$

Exercise 4.1 Prove (183) by using the elementary identity $\sum_{j=0}^{N-1} q^{j}=\left(q^{N}-1\right) /(q-1)$ if $q \neq 1$.

Then (182) follows by identifying $q \equiv e^{2 i \pi\left(k-k^{\prime}\right) / 2^{n}}, N \equiv 2^{n}$, and noting that $q=1$ if and only if $k=k^{\prime}$.

This motivates the definition of the quantum Fourier transform gate as a gate, $Q F T$, which acts on the computational basis of an $n$-qubit Hilbert space as

$$
\begin{equation*}
Q F T|j\rangle:=\frac{1}{2^{n / 2}} \sum_{k=0}^{2^{n}-1} e^{2 i \pi\left(k j / 2^{n}\right)}|k\rangle, \quad j \in\left\{0,1, \cdots, 2^{n}-1\right\} \tag{184}
\end{equation*}
$$

This is just the right hand equation in (181) with the replacements

$$
\begin{equation*}
f_{j} \rightarrow Q F T|j\rangle, \quad \quad g_{k} \rightarrow|k\rangle \tag{185}
\end{equation*}
$$

As usual, the basis states $|j\rangle$ with $j \in\left\{0,1, \ldots, 2^{n}-1\right\}$ is just a shorthand for the $n$-qubit basis states $\left|a_{1} a_{2} \cdots a_{n}\right\rangle$ where $j=a_{1} a_{2} \ldots a_{n}$ in base 2. Explicitly,

$$
\begin{align*}
& j:=a_{1} a_{2} \ldots a_{n}=2^{n-1} a_{1}+2^{n-2} a_{2}+\cdots+2^{2} a_{n-2}+2 a_{n-1}+a_{n}, \\
& k:=b_{1} b_{2} \ldots b_{n}=2^{n-1} b_{1}+2^{n-2} b_{2}+\cdots+2^{2} b_{n-2}+2 b_{n-1}+b_{n} . \tag{186}
\end{align*}
$$

We now construct a circuit using only 1- and 2-qubit gates which implements $Q F T$ on $n$ qubits. We will see that the total number of gates we need is less than $n(n+2) / 2$.

To construct a circuit we need to restate the definition (184) of the Fourier transform gate in terms the qubit computational basis $\left|a_{1} a_{2} \cdots a_{n}\right\rangle$. This is straightforward except for the factor of $j k / 2^{n}$ appearing in the exponent. Since $e^{2 i \pi \ell}=1$ for $\ell$ an integer, we only need to evaluate $j k / 2^{n} \bmod 1-\mathrm{ie}$, we only need to keep its fractional part. Note that, using (186),

$$
\begin{equation*}
\frac{k}{2^{n}}=\frac{1}{2} b_{1}+\frac{1}{2^{2}} b_{2}+\cdots+\frac{1}{2^{n-1}} b_{n-1}+\frac{1}{2^{n}} b_{n} \equiv 0 . b_{1} b_{2} \ldots b_{n} \tag{187}
\end{equation*}
$$

where in the last step we notated the sum as a binary decimal. Then

$$
\begin{align*}
j \frac{k}{2^{n}} & =\left(2^{n-1} a_{1}+\cdots+2^{2} a_{n-2}+2 a_{n-1}+a_{n}\right)\left(\frac{1}{2} b_{1}+\frac{1}{2^{2}} b_{2}+\frac{1}{2^{4}} b_{3}+\cdots+\frac{1}{2^{n}} b_{n}\right) \\
& =\frac{1}{2} a_{n} b_{1} \\
& +\left(\frac{1}{2} a_{n-1}+\frac{1}{2^{2}} a_{n}\right) b_{2} \\
& +\left(\frac{1}{2} a_{n-2}+\frac{1}{2^{2}} a_{n-1}+\frac{1}{2^{3}} a_{n}\right) b_{3} \\
& +\cdots \\
& +\left(\frac{1}{2} a_{1}+\frac{1}{2^{2}} a_{2}+\cdots+\frac{1}{2^{n}} a_{n}\right) b_{n} \\
& =\left(0 . a_{n}\right) b_{1}+\left(0 . a_{n-1} n_{n}\right) b_{2}+\cdots+\left(0 . a_{1} \ldots a_{n}\right) b_{n}, \tag{188}
\end{align*}
$$

where we dropped the integer terms in the product. So

$$
\begin{align*}
& Q F T\left|a_{1} \ldots a_{n}\right\rangle= \\
& =\frac{1}{2^{n / 2}} \sum_{b_{i} \in F_{2}^{n}} e^{2 i \pi\left[\left(. a_{n}\right) b_{1}+\left(. a_{n-1} a_{n}\right) b_{2}+\cdots+\left(. a_{1} \ldots a_{n}\right) b_{n}\right]}\left|b_{1} \cdots b_{n}\right\rangle  \tag{189}\\
& =\frac{1}{2^{n / 2}}\left(\sum_{b_{1}} e^{2 i \pi\left(. a_{n}\right) b_{1}}\left|b_{1}\right\rangle\right) \otimes\left(\sum_{b_{2}} e^{2 i \pi\left(. a_{n-1} a_{n}\right) b_{2}}\left|b_{2}\right\rangle\right) \otimes \cdots \otimes\left(\sum_{b_{n}} e^{2 i \pi\left(. a_{1} \ldots a_{n}\right) b_{n}}\left|b_{n}\right\rangle\right) \\
& =\frac{1}{\sqrt{2}}\left(|0\rangle+e^{2 i \pi\left(. a_{n}\right)}|1\rangle\right) \otimes \frac{1}{\sqrt{2}}\left(|0\rangle+e^{2 i \pi\left(. a_{n_{1}} a_{n}\right)}|1\rangle\right) \otimes \cdots \otimes \frac{1}{\sqrt{2}}\left(|0\rangle+e^{2 i \pi\left(. a_{1} \ldots a_{n}\right)}|1\rangle\right) .
\end{align*}
$$

From this we see that the first output qubit is in a superposition with a phase controlled by the last $\left(a_{n}\right)$ input qubit, and second output qubit is controlled by the last two ( $a_{n-1}$ and $\left.a_{n}\right)$ inputs, and so on. This indicates that we will need to reverse the order of the input qubits at some point.

Let us focus for the moment on just the first and last qubits, and consider the simple circuit

where the first gate is the swap gate defined in (81) which acts on the computational basis by $S W A P\left|a_{1} a_{n}\right\rangle=\left|a_{n} a_{1}\right\rangle$. Then the output of this circuit is

$$
\begin{align*}
|\psi\rangle & =\frac{1}{\sqrt{2}}\left(|0\rangle+(-)^{a_{n}}|1\rangle\right) \otimes\left|a_{1}\right\rangle \\
& =\frac{1}{\sqrt{2}}\left(|0\rangle+e^{2 i \pi a_{n} / 2}|1\rangle\right) \otimes\left|a_{1}\right\rangle \\
& =\frac{1}{\sqrt{2}}\left(|0\rangle+e^{2 i \pi\left(. a_{n}\right)}|1\rangle\right) \otimes\left|a_{1}\right\rangle, \tag{191}
\end{align*}
$$

where in the last two lines I have simply rewritten the sign coming from the Hadamard gate in terms of an exponential of the binary decimal $0 . a_{n}$. So this circuit reproduces the first output qubit correctly. To get the second output qubit as well, we will have to swap $a_{2} \leftrightarrow a_{n-1}$, then act with a Hadamard gate on the second wire to get the superposition. But the resulting phase is not quite right; this can be corrected by adding in a phase gate controlled by the $a_{n}$ qubit (which, recall, has been swapped to the first wire). The controlled phase gates we will need are

$$
\begin{align*}
& |a\rangle-\square|a\rangle  \tag{192}\\
& |b\rangle-R_{j}-e^{2 i \pi\left(a b / 2^{j}\right)}|b\rangle
\end{align*} .
$$

In particular, if $|b\rangle=|0\rangle$ then the second output qubit is $|0\rangle$, but if $|b\rangle=|1\rangle$ the second output qubit gets a phase $e^{2 i \pi\left(a / 2^{j}\right)}|1\rangle$. It is then easy to see that the following circuit gives


Exercise 4.2 Verify the output of this circuit is as shown.
Now we just repeat this construction for all the other qubits, to get


Underneath the circuit we have counted the number of gates used. The total is bounded above by $(n / 2)+\sum_{j=1}^{n} j=n(n+2) / 2$, so

$$
\begin{equation*}
\text { number of gates used in } n \text {-qubit } Q F T \leq \frac{n(n+2)}{2} \text {. } \tag{195}
\end{equation*}
$$

This gives us some measure of the computational complexity for implementing the quantum Fourier transform, and will be useful in our discussion of the Shor algorithm later in the course.

## 5 Shor's quantum algorithm for the order function

We have now reduced the problem of breaking public key encryptions to that of factoring large numbers in "polynomial time" (i.e., in a number of steps polynomial in the number of input bits). And we have reduced the problem of factoring large numbers to that of computing the order function in polynomial time. We will now show how a quantum computer can achieve this by presenting an algorithm due to Peter Shor.

### 5.1 Shor's algorithm

We will describe Shor's algorithm for a quantum computer operating on a $2 n$-qubit state space, where $n$ will be chosen below. This machine therefore has a Hilbert space of dimension $2^{2 n}=2^{n} \cdot 2^{n}$. We will think of this Hilbert space as the tensor product of two Hilbert spaces each of dimension $q=2^{n}$. Choose an arbitrary orthonormal basis of each of these spaces which we label by integers $a(\bmod q)$-i.e., the basis is $\{|a\rangle\}$ with $a=0,1, \ldots, q-1$. Thus the general basis state of the quantum computer is $|a\rangle|b\rangle$, and a general state of the computer is $|\psi\rangle=\sum_{a, b=0}^{q-1} C_{a b}|a\rangle|b\rangle$ for some coefficients $C_{a b}$. Assume the machine is initially prepared in the state $\left|\psi_{0}\right\rangle=|0\rangle|0\rangle$.

## Shor's algorithm

Inputs: $x, N$ with $\operatorname{gcd}(x, N)=1$. Also, a small positive integer $T$.
Output: $r=\operatorname{ord}(x, N)$, i.e., the least positive $r$ such that $x^{r}=1(\bmod N)$.
Steps: 1. Choose a $q=2^{n}$ so that $N^{2}<q \leq 2 N^{2}$.
2. Put the machine in the uniform superposition of states with all values of $a(\bmod q)$ in the first factor (leaving the second factor alone):

$$
\left|\psi_{2}\right\rangle=\frac{1}{\sqrt{q}} \sum_{a=0}^{q-1}|a\rangle|0\rangle
$$

3. Next compute $x^{a}(\bmod N)$ in the second factor:

$$
\begin{equation*}
\left|\psi_{3}\right\rangle=\frac{1}{\sqrt{q}} \sum_{a=0}^{q-1}|a\rangle\left|x^{a}(\bmod N)\right\rangle . \tag{196}
\end{equation*}
$$

4. Now perform a Fourier transform, mapping the first factor $|a\rangle \rightarrow|c\rangle$ with amplitude $q^{-1 / 2} \exp \{2 \pi i a c / q\}$, that is, mapping $|a\rangle \rightarrow \sum_{c}(1 / \sqrt{q}) e^{2 \pi i a c / q}|c\rangle:$

$$
\begin{equation*}
\left|\psi_{4}\right\rangle=\frac{1}{q} \sum_{a=0}^{q-1} \sum_{c=0}^{q-1} e^{2 \pi i a c / q}|c\rangle\left|x^{a}(\bmod N)\right\rangle \tag{197}
\end{equation*}
$$

5. Measure the state with respect to the $\left|a^{\prime}\right\rangle\left|b^{\prime}\right\rangle$ basis. This returns a value for both $c$ and $x^{a}(\bmod N)$ from the state $\left|\psi_{4}\right\rangle$.
6. Round the fraction $c / q$ to the nearest fraction, $d / r$, (in lowest terms, i.e., $\operatorname{gcd}(d, r)=$ 1) having a denominator $r<N$ and satisfying

$$
\begin{equation*}
\left|\frac{c}{q}-\frac{d}{r}\right| \leq \frac{1}{2 r^{2}} \tag{198}
\end{equation*}
$$

7. Compute $h=x^{r}(\bmod N)$. If $h \neq 1$ return to step 2 ; otherwise continue.
8. Store the value of $r$. If there are $T$ values of $r$ stored then continue to step 9 ; otherwise return to step 2 .
9. Choose the least of the stored values of $r$. It is then $\operatorname{ord}(x, N)$ with probability $P>1-(.6)^{T}$.

Note that steps $1,6,7,8$, and 9 are classical, while steps $2,3,4$, and 5 are the quantum ones. Some comments on the steps:

1. Since $x<N$, the size of the input (i.e., the total number of bits in $x$ and $N$ ) is at most $\sim 2 \log N$. In step 1 , note that since $q \sim N^{2}$, the number of bits of $q$ is also $n=\log q \sim 2 \log N$. In particular, the number of qubits $2 n$ scales linearly with $\log N$.
The small integer $T$ will control the total number of times to repeat the algorithm. The larger $T$, the more confidence the returned result is correct. (In practice $T=1$ or 2 is probably ample, as we will discuss later.)
2. Step 2 is the preparation step for the quantum computer. We have seen in earlier lectures how this can be done with a number of quantum gates polynomial in $n(\operatorname{or} \log N)(e . g$. by applying $n$ Hadamard gates to the first register prepared in the state $|0\rangle|0\rangle$ ).
3. The computation of $x^{a}(\bmod N)$ can be done classically with a number of gates polynomial in $\log N$, so it can also be done quantumly in the same way. (Since we are keeping $x$ and $N$ fixed, this can in fact be done reversibly, as can the next step.)
4. A quantum circuit using a polynomial number of gates to perform the Fourier transform was described in previous lectures. It can be done using at most $n(n+4) / 2$ gates.
5. In the measurement step, it is actually sufficient to measure just the value of $c$, but for clarity we will assume that we also measure $x^{a}(\bmod N)$.
6. Step 6 is a classical computation that can be done in polynomial time using a continued fraction algorithm which we will describe below.
7. Step 7 is a classical computation that can be done in polynomial time and was described earlier. It simply checks whether $r$ is possibly ord $(x, N)$, and discards it and starts over if it is not.
8. If $r$ passes the test in step 7 , then $x^{r}=1(\bmod N)$. But this does not mean that $r=\operatorname{ord}(x, N)$, since the order of $x$ is the smallest $r$ satisfying $x^{r}=1(\bmod N)$. In particular, if $r=\operatorname{ord}(x, N)$, then any multiple $r^{\prime}=m r$ also satisfies $x^{r^{\prime}}=1(\bmod N)$. So step 8 just says to repeat the algorithm until $T$ such possible $r$ 's have been found.
9. The probability bound in step 9 is very crude. As we will discuss below, in practice we can expect virtual certainty with just $T=1$ or 2 .

Note that steps 7,8 , and 9 essentially just enforce that $r$ will be ord $(x, N)$ (with some probability which increases for increasing $T$ ), so it is clear that this algorithm will eventually yield $\operatorname{ord}(x, N)$. The question is therefore all in how fast (how many steps on average) it takes for it to terminate. It is easy to see that if the value of $r$ returned after step 6 is completely random, then it has only a $1 / N$ chance of being $\operatorname{ord}(x, N)$, and so the algorithm would have to run on the order of $N=e^{\log N}$ loops to find the answer, and so would be no advantage over a classical computation.

So the key lies in understanding why the value of $r$ returned after the quantum computation and step 6 has a much higher probability than random chance of being ord $(x, N)$. We will show how to compute this probability in appendix 5.4 below, and thus assess the time it takes this algorithm to run.

But before we undertake this analysis, it may be helpful to run the algorithm on an example $(x, N)$ to get some intuition for how and why it works. In order to do that, though, we first have to make the classical continued fraction algorithm used in step 6 explicit.

### 5.2 Example: quantum computation of $\operatorname{ord}(10,21)$.

Now we are ready to try Shor's algorithm on an example. Say we were trying to use a quantum computer to factor the number 21. Then, following the factorization algorithm (section 3.3), we would want it to compute ord $(x, 21)$ for some random $x$ coprime to 21 . To be definite, let's choose $x=10$.

Step 1 of Shor's algorithm says to choose $q=512=2^{9}$ since that is the power of 2 between $N^{2}=21^{2}=441$ and $2 N^{2}=882$.

Steps 2 and 3 put the machine in the state 196$)$ where $x^{a}(\bmod N)=10^{a}(\bmod 21)$ are computed by the machine to be

| $a$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | $\cdots$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{a}$ | 1 | 10 | 16 | 13 | 4 | 19 | 1 | 10 | 16 | 13 | 4 | 19 | 1 | 10 | 16 | 13 | 4 | 19 | $\cdots$ |

Clearly ord $(10,21)=6$. But we can't extract this information directly from the state 196 ) because by trying to measure the values of $x^{a}(\bmod N)$ in the second factor, we disturb the state (project it onto the measured value).

So we proceed indirectly, performing the Fourier transform in step 4, giving the state (197). The next step is simply to observe this state by projection to the $\left|a^{\prime}\right\rangle\left|b^{\prime}\right\rangle$ basis, thus measuring the pair of integers $c$ and $x^{a}(\bmod N)$. So let's compute the probability of measuring any given pair of values. From the table above, we see that the only values of $x^{a}(\bmod N)$ that will be observed are $\{1,4,10,13,16,19\}$, while any possible value of $c$ from 0 to $q-1=511$ seems possible. So if we measured 1 in the second register, then all terms
in sum over $a$ in (197) with $x^{a}(\bmod N)=1$ will contribute. But, from the table above, these are all $a$ 's which are multiples of $6, a=6 \mathrm{~m}$. And similarly, the amplitude to observe 10 sums over $a=6 m+1$, to observe 16 has $a=6 m+2$, to observe 13 has $a=6 m+3$, to observe 4 has $a=6 m+4$, and to observe 19 has $a=6 m+5$. Thus the resulting probabilities of observing $c$ in the first register and 1 in the second, and so forth, are

$$
\begin{aligned}
P(c, 1) & =\left|\frac{1}{512} \sum_{m=0}^{85} e^{2 \pi i(6 m) c / 512}\right|^{2}, & P(c, 4) & =\left|\frac{1}{512} \sum_{m=0}^{84} e^{2 \pi i(6 m+4) c / 512}\right|^{2}, \\
P(c, 10) & =\left|\frac{1}{512} \sum_{m=0}^{85} e^{2 \pi i(6 m+1) c / 512}\right|^{2}, & P(c, 13) & =\left|\frac{1}{512} \sum_{m=0}^{84} e^{2 \pi i(6 m+3) c / 512}\right|^{2}, \\
P(c, 16) & =\left|\frac{1}{512} \sum_{m=0}^{84} e^{2 \pi i(6 m+2) c / 512}\right|^{2}, & P(c, 19) & =\left|\frac{1}{512} \sum_{m=0}^{84} e^{2 \pi i(6 m+5) c / 512}\right|^{2} .
\end{aligned}
$$

In each case the $m$-independent term in the exponent can be dropped since it factors out of the sum and has magnitude 1. Thus we find that, independent of what is measured in the second register, the probability of measuring $c$ in the first register (given that we have also measured the second register) is

$$
P(c)=6\left|\frac{1}{512} \sum_{m=0}^{84 \text { or } 85} e^{i \pi 3 m c / 128}\right|^{2} .
$$

Actually there are two functions, differing slightly by whether the sum goes to $m=84$ or $m=85$. A plot of either function looks like figure 1. It is basically zero except for four


Figure 1: $P(c)$ plotted for values $c=1,2, \ldots, 512$.
sharp spikes at $c=85,171,341$, and 427 , and two isolated high points at $c=256$ and 512 (or 0 ). This is what we expected: we are basically taking the Fourier transform of a periodic function with period 6 , so we should find 6 equally-spaced peaks. But since 512 isn't exactly divisible by 6 , the peaks can't be perfectly sharp: they actually have some width. In fact, because of this discrete mismatch, the probability never quite vanishes for any of the values of $c$. This can be more easily seen by plotting the logarithm of $P(c)$, as in figure 2 . Here we can see the slight differences between the probability distributions for the sum to $m=84$ versus the sum to $m=85$ cases.


Figure 2: $\log [P(c)]$ for the 84- and 85-term expressions.

The important thing to notice, though, is clear from figure 1: the probability is exponentially dominated by just a handful of values. In particular, for this example, $c=0$ or 256 each have probability $17 \%$; $c=85,171,341$, or 427 each have probability $11.5 \% ; c=86$, 170,342 , or 426 each have probability $2.8 \%$; $c=84,172,342$, or 428 each have probability $0.7 \%$; and all other values of $c$ combined have a total probability of $6.0 \%$. In fact, we will see below that Shor's algorithm can fail (i.e., give a wrong answer for the order-recall that the algorithm can fail only by returning a number that is a multiple of the correct ord $(x, N)$ ) only for a relatively small set of $c$ 's which are away from these probable values. This gives Shor's algorithm a very high probability (more than $99.8 \%$ in this example, as we will compute below) of success just taking $T=1$ in step 8.7 But before getting to step 8 of the algorithm, the answer has to pass step 7 , which checks if the returned value of $r$ from step 6 satisfies $x^{r}=1(\bmod N)$. It may be that some of the "good" $c$ 's fail this step.

To see whether and why that happens, let's now sample some values of $c$, and run the rest of the algorithm.

The most likely values are $c=0$ or $c=256$. These then give $c / q=0$ or $1 / 2$. Their closest rational approximations with denominators less than $N=21$ are just themselves, thus giving $r=1$ or 2 . Neither of these is the right answer, and indeed step 7 throws them out.

The next most likely are $c \in\{85,171,341,427\}$. Say we measure $c=427$. Step 6 says to find the nearest fraction $d / r$ to $c / q=427 / 512$ having denominator $r<N=21$. So we run the continued fraction algorithm on $c / q$ finding $427 / 512=[0 ; 1,5,42,2]$. Thus the list of convergents is $\{[0 ; 1]=1,[0 ; 1,5]=5 / 6,[0 ; 1,5,42]=211 / 253,[0 ; 1,5,42,2]=427 / 512\}$. Only the first two have denominators less than $N=21$. Both obey the inequality (198):

$$
\begin{aligned}
1 / 2=1 /\left(2 \cdot 1^{2}\right)=1 /\left(2 r^{2}\right) & \geq|(d / r)-(c / q)|=|(1 / 1)-(427 / 512)|=85 / 512, \\
1 / 72=1 /\left(2 \cdot 6^{2}\right)=1 /\left(2 r^{2}\right) & \geq|(d / r)-(c / q)|=|(5 / 6)-(427 / 512)|=1 / 1536,
\end{aligned}
$$

but the second is the closer approximation, so step 6 returns $d / r=5 / 6$, or $r=6$. This passes the check at step 7, and, indeed, is the right answer. The same would happen if $c=85$.

[^6]But if $c=171$ or 341 , one finds e.g., $171 / 512=[0 ; 2,1,170]$ giving the convergents $[0 ; 2]=1 / 2$ which fails (198) and $[0 ; 2,1]=1 / 3$ which passes (198). Thus step 6 returns $r=3$. This is again the wrong answer, and is thrown out by step 7 .

We can continue to less likely values of $c$. The result, as should be becoming clear, is that nearby values to $c=85$ or 427 return the correct answer, whereas values around the other four peaks return the wrong values $r=2$ or 3 , which are rejected in step 7 . How many values around 85 or 427 work? To work, they have to be near enough so that $d / r=1 / 6$ or $5 / 6$ are their best rational approximations satisfying 198). Multiply this relation through by $q=512$ with $d / r=1 / 6$ to get $|c-85.3|=q /\left(2 r^{2}\right)=512 /\left(2 \cdot 6^{2}\right)=7.1$, and similarly for $d / r=5 / 6$. This tells us that only the $c$ 's in the ranges 79-92 and 420-433, inclusive, return the correct answer. Summing up the probability of observing these values of $c$ gives $32.7 \%$.

All other values of $c$ give the wrong $r$ at step 6 . Of these all are eliminated in step 7 except for those which are multiples of the right $r, r=6$. Since the algorithm only returns values of $r<N$, the only multiples which could occur are $r=12$ and $r=18$. Which values of $c$ could give these wrong answers? Ones for which the closest rational approximation to $c / q$ satisfying (198) have denominator 12 or 18 . These are the fractions $1 / 12,5 / 12,7 / 12$, $11 / 12,1 / 18,5 / 18,7 / 18,11 / 18,13 / 18$, and $17 / 18$, which correspond to $c$ 's close to 42.7 , $213.3,298.7,469.3$, for $r=12$, and 28.4, 142.2, 199.1, 312.9, 369.8, 483.6 for $r=18$. The allowed range around these values, by the same reasoning as above, are $\pm q /\left(2 r^{2}\right)$ which is $\pm 1.8$ for $r=12$ and $\pm 0.8$ for $r=18$. Thus the only values of $c$ which give $r=12$ or 18 are $c \in\{28-29,41-44,142-143,199,212-215,297-300,313,369-370,468-471,483-484\}$. Summing the probabilities for observing these values of $c$ gives just under $0.04 \%$.

Thus, in summary, we have found that step 6 gives the correct $r$ about $33 \%$ of the time, an incorrect $r$ which is rejected at step 7 about $67 \%$ of the time, and an incorrect $r$ which passes step 7 and therefore gives a wrong answer less than $0.04 \%$ of the time. Therefore, on average we have to do the quantum part of the computation 3 times to get an answer that is not rejected at step 7 , and of those answers, $3 \cdot(0.04 \%) \approx 0.1 \%$ are wrong.

We will see in section 5.4 that this basic behavior holds true for arbitrarily large $N$ : on average, the quantum computation will have to be repeated a small number of times (a number which only grows with $N$ as $\log \log N$ ), and will return a wrong answer only a small percentage of the time. So the correct answer can be found with high confidence by repeating the whole algorithm on a small number, $T$, times.

Let us emphasize the basic reasons why Shor's algorithm works: (1) The order is the period of the discrete exponential, and the quantum Fourier transform gives a probability distribution which is very sharply peaked at multiples of the period, giving a good probability of observing values near these multiples. (2) And we only need to observe values near the multiples because we know that the period is less than $N$, and so can deduce it by approximating to the closest rational with such a denominator. (3) A substantial fraction of wrong answers can be returned, especially if the correct period itself has many different prime factors, but these can be easily and almost completely screened out since the discrete exponential is easily calculated.

### 5.3 Appendix: Rational approximant algorithms

This algorithm provides a way of approximating any given rational number, $\phi$, by other rationals.

If $\phi=d_{0} / r_{0}$ in lowest form $\left(\operatorname{gcd}\left(r_{0}, d_{0}\right)=1\right)$, then divide $d_{0}$ by $r_{0}$ using the long division algorithm to find $d_{0}=d_{1} r_{0}+r_{1}$, so $\phi=d_{1}+\left(r_{1} / r_{0}\right)=d_{1}+1 /\left(r_{0} / r_{1}\right)$. Now divide $r_{0}$ by $r_{1}$ to find $r_{0}=d_{2} r_{1}+r_{2}$. Thus $\phi=d_{1}+1 /\left(d_{2}+1 /\left(r_{1} / r_{2}\right)\right)$. Clearly this can be continued by now dividing $r_{1}$ by $r_{2}$, and so on. At the $i$ th step, we have $r_{i-2}=d_{i} r_{i-1}+r_{i}$ and

$$
\phi=d_{1}+1 /\left(d_{2}+1 /\left(d_{3}+\cdots+1 /\left(d_{i-1}+1 /\left(d_{i}+\left(r_{i} / r_{i-1}\right)\right)\right) \cdots\right)\right)
$$

This expansion terminates for any rational $\phi$ since the series of remainders $\left\{r_{i}\right\}$ is strictly decreasing. If $d_{0}$ and $r_{0}$ are both $(\log N)$-bit integers, then the continued fraction expansion can be computed using on the order of $(\log N)^{3}$ operations-that is, $\log N$ steps each requiring $(\log N)^{2}$ operations to do the arithmetic.

If you truncate a continued fraction expansion by simplying dropping the remainder terms at, say, the $i$ th step,

$$
\begin{equation*}
\phi_{i}:=d_{1}+1 /\left(d_{2}+1 /\left(d_{3}+\cdots+1 /\left(d_{i-1}+1 /\left(d_{i}\right)\right) \cdots\right)\right), \tag{199}
\end{equation*}
$$

one gets a series of rational numbers $\phi_{i}$ which approximate $\phi$ more closely as $i$ increases. These truncations, $\phi_{i}$, are called convergents of the continued fraction. Since the continued fraction terminates for rational $\phi$, we consider $\phi$ itself as a convergent.

A convenient and standard notation for continued fractions is as a bracketed list of the $d_{i}$. Thus (199) will be written

$$
\phi_{i}=\left[d_{1} ; d_{2}, d_{3}, \cdots, d_{i}\right] .
$$

Note that the continued fraction algorithm implies that while $d_{1}$ may be an arbitrary integer (positive, negative, or zero), the rest of the $d_{i}$ are all positive integers. Note also that there is a slight ambiguity in this notation for finite continued fractions, since $\left[d_{1} ; d_{2}, \cdots, d_{i-1}, d_{i}\right]=\left[d_{1} ; d_{2}, \cdots, d_{i-1}, d_{i}-1,1\right]$ if $d_{i}>1$. This follows easily from (199). This ambiguity can removed by using only the shorter form for the continued fraction; the last $d_{i}$ in such continued fractions will always be greater than 1.

The useful fact (which we will not prove) about the convergents $\phi_{i}$ is that they generate all the best rational approximations to $\phi$. A best rational approximation to $\phi$ is a rational number $p / q,(q>0, \operatorname{gcd}(p, q)=1)$ that is closer to $\phi$ than any approximation with a smaller denominator. The algorithm for listing all the best rational approximants to $\phi$ is:

1. Use the continued fraction algorithm to form the list of all convergents to $\phi$. (This is a finite list if $\phi$ is rational.)
2. Form new continued fractions from each convergent $\left[d_{1} ; d_{2}, \ldots, d_{i}\right]$ by replacing the last term $d_{i}$ with all possible $d_{i}^{\prime}$ such that $d_{i}>d_{i}^{\prime} \geq d_{i} / 2$.
3. The set of finite continued fractions found from combining those generated in steps 1 and 2 include all the best rational approximations to $\phi$. (The ones with $d_{i}^{\prime}=d_{i} / 2$ may not be best rational approximations; there is a special rule for this case, but it is complicated so we'll ignore it here.)

Furthermore, if you arrange this list of finite continued fraction in "alphabetical" order of increasing strings of $\left\{d_{i}\right\}$ 's, then, when reexpressed as fractions $\phi_{i}=p_{i} / q_{i}$ in lowest terms, they will be in order of strictly increasing denominators $q_{i}$.

An example will illustrate this. $\phi=27 / 32$ has continued fraction $[0 ; 1,5,2,2]$. So the list of its best rational approximations is

| $\phi_{i}$ | $[0 ; 1]$ | $[0 ; 1,3]$ | $[0 ; 1,4]$ | $[0 ; 1,5]$ | $[0 ; 1,5,1]$ | $[0 ; 1,5,2]$ | $[0 ; 1,5,2,1]$ | $[0 ; 1,5,2,2]$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{i} / q_{i}$ | 1 | $3 / 4$ | $4 / 5$ | $5 / 6$ | $6 / 7$ | $11 / 13$ | $16 / 19$ | $27 / 32$ |
| $\left\|\phi-\phi_{i}\right\| \approx$ | 0.16 | 0.09 | 0.04 | 0.010 | 0.013 | 0.0024 | 0.0016 | 0 |
| $1 /\left(2 q_{i}^{2}\right) \approx$ | 0.5 | 0.03 | 0.02 | 0.014 | 0.010 | 0.0030 | 0.0014 | 0.0005 |

Here we've listed the continued fraction form on the first line, the rational form on the second, the approximate value of the difference from $\phi$ on the third. On the last line, for later use, we've also listed the approximate value of $1 /\left(2 q_{i}^{2}\right)$. Note that in this list $[0 ; 1,5,1]=6 / 7$ is not a best rational approximation since it is further from $\phi$ than $[0 ; 1,5]=5 / 6$ which has a smaller denominator. This is an example of a case where $d_{i}^{\prime}=d_{i} / 2$ and should be discarded. Thus, from this list and the theorem stating that these are all the best rational approximants to $\phi$, we can immediately read off the answer to questions like: What is the best rational approximation to $27 / 32$ with denominator less than 17 ? Answer: $11 / 13$.

Recall that step 6 of Shor's algorithm requires finding the closest rational $d / r$ to $\phi=c / q$ with $r<N$. Clearly this question is answered by the continued fraction/best rational approximant algorithm we have just described, and we have seen above that it can be done in polynomial time.

But step 6 has a further condition, namely that the best rational approximation $d / r$ to $c / q$ must also satisfy (198). This is a strong condition which actually simplifies the problem.

To see this, observe that if $p$ and $q$ are coprime integers such that

$$
\begin{equation*}
\left|\frac{p}{q}-\phi\right| \leq \frac{1}{2 q^{2}}, \tag{200}
\end{equation*}
$$

then $p / q$ is a best rational approximation to $\phi$. This is because the closest another rational $p^{\prime} / q^{\prime}$ (not equal to $p / q$ ) could be to $p / q$ is $1 / q q^{\prime}$ as shown by putting them over a common denominator. Thus for such rationals with $q^{\prime} \leq q$, the closest they can come to $p / q$ is always greater than $1 / q^{2}$ and so would violate the inequality (200). Thus all $p / q$ satisfying 200) can be found by the continued fraction/rational approximant algorithm.

Note, however, that the converse to the last paragraph is not true: there can be best rational approximants which do not obey (200). Indeed, comparing the third and fourth lines of the table in the $\phi=27 / 32$ example, we see that though $3 / 4,4 / 5$, and $16 / 19$ are best rational approximations, they do not satisfy 200 .

Finally, there is a theorem (which we will not prove) that the best rational approximants satisfying 200) are convergents of $\phi$-though not all convergents satisfy 200. Thus, step 6 of Shor's algorithm is reduced to just looking through the convergents to $\phi$ (instead of having to look through all the best rational approximations) and checking which of them with denominator less than $N$ satisfy 200 .

### 5.4 Appendix: The behavior of Shor's algorithm

We compute the probability $P(c, k)$ that we measure the machine to be in the particular state $|c\rangle\left|x^{k}(\bmod N)\right\rangle$ for general $x$ and $N$. We may assume $0 \leq k<r=\operatorname{ord}(x, N)$. Summing over all possible ways of reaching this state we find

$$
P(c, k)=\left|\frac{1}{q} \sum_{a}^{\prime} \exp \left(\frac{2 \pi i a c}{q}\right)\right|^{2}
$$

where the sum is only over those $a, 0 \leq a<q$ such that $x^{a}=x^{k}(\bmod N)$. Because $\operatorname{ord}(x, N)=r$, this sum is equivalently over all $a$ satisfying $a=k(\bmod r)$. Writing $a=b r+k$, we find that

$$
P(c, k)=\left|\frac{1}{q} \sum_{b=0}^{\lfloor(q-k-1) / r\rfloor} \exp \left(\frac{2 \pi i(b r+k) c}{q}\right)\right|^{2} .
$$

We can ignore the $\exp (2 \pi i k c / q)$ factor, as it can be factored out of the sum and has magnitude 1. We can also replace $r c$ with $\{r c\}_{q}$ where $\{r c\}_{q}=r c(\bmod q)$ and is in the range $-q / 2<$ $\{r c\}_{q} \leq q / 2$. This leaves us with the expression

$$
P(c, k)=\left|\frac{1}{q} \sum_{b=0}^{\lfloor(q-k-1) / r\rfloor} \exp \left(\frac{2 \pi i b\{r c\}_{q}}{q}\right)\right|^{2}
$$

Since $q>N^{2}$ while $k<r<N$, the upper limit of the sum is approximately approximated $q / r$. If $\{r c\}_{q}$ is small compared to $q$ then changing variables to $t=b / q$, the sum can be further approximated by the integral

$$
\begin{equation*}
P(c, k) \sim\left|\int_{0}^{1 / r} d t e^{2 \pi i\{r c\}_{q} t}\right|^{2}=\frac{1-\cos \left[2 \pi\{r c\}_{q} / r\right]}{2 \pi^{2}\left|\{r c\}_{q}\right|^{2}} \quad \text { if } \quad\left|\{r c\}_{q}\right| \ll q \tag{201}
\end{equation*}
$$

Using the fact that $1-\cos x \geq 2 x^{2} / \pi^{2}$ if $|x| \leq \pi$, this implies the lower bound

$$
\begin{equation*}
P(c, k) \geq \frac{4}{\pi^{2} r^{2}} \quad \text { if } \quad\left|\{r c\}_{q}\right| \leq \frac{r}{2} \tag{202}
\end{equation*}
$$

Note that $\left|\{r c\}_{q}\right| \leq r / 2$ automatically ensures the restriction $\left|\{r c\}_{q}\right| \ll q$ needed in the approximation (201).

Now, the restriction $-\frac{r}{2} \leq\{r c\}_{q} \leq \frac{r}{2}$ is satisfied when there is a $d$ such that $-\frac{r}{2} \leq$ $r c-d q \leq \frac{r}{2}$. Dividing by $r q$ gives

$$
\begin{equation*}
\left|\frac{c}{q}-\frac{d}{r}\right| \leq \frac{1}{2 q} \leq \frac{1}{2 N^{2}} \leq \frac{1}{2 r^{2}}, \tag{203}
\end{equation*}
$$

since $q>N^{2}$ and $N>r$. We recognize this to be a necessary condition for $d / r$ to be a best rational approximation to $c / q$, and hence there is at most one fraction $d / r$ with $r<N$ satisfying the above inequality. We have discussed earlier how a continued fraction expansion of $c / q$ can then determine $d / r$ in polynomial time.

If we have the fraction $d / r$ in lowest terms, and if $d$ happens to be coprime to $r$, this will give us $r$, and the algorithm returns the correct answer. We will now count the number of states $|c\rangle\left|x^{k}(\bmod N)\right\rangle$ which enable us to compute $r$ in this way. There are $\phi(r)$ possible values for $d$ coprime to $r$. The condition for (202) to hold is the first inequality in (203), which when multiplied by $q$ gives $|c-(q d / r)| \leq(1 / 2)$. This implies there is one value of $c$ for each $d$. There are also $r$ possible values for $x^{k}(\bmod N)$ since $r=\operatorname{ord}(x, N)$. Thus there are $r \phi(r)$ states which would enable us to obtain $r$.

Since we have seen in (202) that each of these states occurs with probability at least $4 /\left(\pi^{2} r^{2}\right)$, we obtain $r$ with probability at least $4 \phi(r) /\left(\pi^{2} r\right)$. Recall that $\phi(r)$ is just the number of numbers less than $r$ which are coprime to $r$. It is a deep arithmetic fact (related to the average distribution of primes) that $\phi(r)$, though less than $r$, grows almost as fast as $r$ for large $r$. In particular, it is a theorem (which we will not prove) that

$$
\frac{\phi(r)}{r}>\frac{C}{\log \log r}
$$

for some positive constant $C$. This shows that we find $r$ at least a $C / \log \log r$ fraction of the time. Since $r<N$, this means that by repeating the measurement only on order $\mathcal{O}(\log \log N)$ times, we are assured of a high probability of success.

But, as we have discussed above, the algorithm can also give a false positive if it returns an $r^{\prime}$ which is a multiple of the correct $r$, i.e., $r^{\prime}=m r$ with $m>1$. This can never happen for the $c$ 's satisfying the condition in (202) since as we have seen this condition assures that the closest rational approximation to $c / q$ is $d / r$, and so returns $r^{\prime}=r$ if $\operatorname{gcd}(d, r)=1$, or $r^{\prime}=r / \operatorname{gcd}(d, r)$ if not. In the first case the correct answer is returned, and in the second case $r^{\prime}<r$, so is rejected by the algorithm in step 7. So the only possible cases where an $r^{\prime}=m r$ with $m>1$ could be returned is if the condition on $c$ in 202), or equivalently (203), is violated.

We have seen that there are at most $r$ possible values of $c$ satisfying (203), and there are only $r$ values of $x^{k}(\bmod N)$ that can be measured, so the total probability of a measurement satisfying (203) is at least $r^{2} P(c, k) \geq 4 / \pi^{2}$ by (202). Thus, the probability not to observe such a $c$ and $k$ is

$$
\begin{equation*}
P_{\text {false }}<1-\frac{4}{\pi^{2}} \approx 0.6 \tag{204}
\end{equation*}
$$

This justifies the probability bound quoted in step 9 of Shor's algorithm. Note, however, that this upper bound on the probability of obtaining a false positive result is very crude. Just because $c$ is outside the range $\left|\{r c\}_{q}\right| \leq r / 2$, does not mean that an $r^{\prime}=m r$ will necessarily be returned. Indeed, the resulting $r^{\prime \prime}$ s will be more or less random, and so the great majority of them will be rejected in step 7 of the algorithm because $x^{r^{\prime}} \neq 1(\bmod N)$. Indeed, as we discussed in some detail in the example in section 5.2 , the false positives can only come from a narrow range of possible values of $c$, and these $c$ 's occur in regions where the probabilities are very small. A general analysis along these lines, which we will not pursue here, gives much more stringent bounds on $P_{\text {false }}$, which mean in practice that the possibility of false positives can be ignored.

The situation is slightly more complicated than there simply being a better bound on $P_{\text {false }}$. If the order $r=\operatorname{ord}(x, N)$ is so small that $\log r \ll \log N$, then there can actually be a relatively
high probability of a false positive $r^{\prime}=m r$ being returned. But in that case $r^{\prime}$ has a small factor $(r$ itself), so is easily factorized, uncovering the correct $r$. If instead $\log r>(\log N) / B$ for some appropriate constant $B$ (say, $B=3$ ), then the offending values of $c$ are very sparse, and one can easily estimate $P_{\text {false }}<10^{-3}$.

## Part III

## Noise and Error Correction

## 6 The need for quantum error correction

Suppose a quantum algorithm uses $Q$ qubits and takes $S$ steps (gates). If the typical time needed to perform an elementary qubit operation is $t_{s}$, then the total time to run the algorithm is

$$
T \simeq t_{s} S
$$

The value of $t_{s}$ is an engineering matter: it depends on the design of quantum gates. But reasonable estimates of the minimum possible $t_{s}$ follow from quantum mechanics. Qubits are physical 2-state systems with some typical energy difference $\Delta E$ between the states. The uncertainty relation $t_{s} \Delta E \geq \hbar$ implies

$$
t_{s} \gtrsim \frac{\hbar}{\Delta E}
$$

Qubits will (almost certainly) be realized on atomic systems using energy splittings less than (optimistically ${ }^{8}$ ) $\Delta E \sim 10^{-3} \mathrm{eV}$, implying

$$
t_{s} \gtrsim \frac{\hbar}{10^{-3} \mathrm{eV}} \sim \frac{10^{-15} \mathrm{eV} \cdot \mathrm{~s}}{10^{-3} \mathrm{eV}} \sim 10^{-12} \mathrm{~s}
$$

So there is no reason, in principle, that quantum computers can't be as fast as present-day computers.

## Noise

But, the real time for a computation is not given by $T=t_{s} S$. Real-world computers also experience noise, which can cause computations to fail with some probability $1-\mathcal{P}$. Therefore, on the average, you must run the algorithm $1 / \mathcal{P}$ times to get a successful computation. So

$$
T=\frac{t_{s} S}{\mathcal{P}}
$$

Let's estimate $\mathcal{P}$. To do this we need some information about the noise. "Noise" is just an (unwanted) coupling of the computer to its environment. Since the environment is not under complete control, this coupling has a random nature. (If we could detect a pattern to the noise, we could presumably understand and eliminate its source - these are the "systematic errors" of experiment.) We assume that the noise acts locally and independently on each component of the computer. Then the noise will give some failure probability $\gamma$ per qubit per second. We write

$$
\gamma:=\frac{1}{\tau_{d}}
$$

[^7]defining the decoherence time $\tau_{d}$ as the typical time it takes noise to substantially alter the state of a given qubit.

Since there are $Q$ qubits undergoing $S$ steps each taking $t_{s}$ seconds, the total probability $\mathcal{P}$ of a successful computation is

$$
\mathcal{P} \approx\left(1-\gamma t_{s}\right)^{Q S} \approx e^{-\gamma t_{s} Q S}=e^{-Q S t_{s} / \tau_{d}}
$$

So, the computation time

$$
T \sim \frac{t_{s} S}{\mathcal{P}} \sim t_{s} S e^{Q S t_{s} / \tau_{d}}
$$

grows exponentially with the number of gates $S$.
For example, Shor's factoring algorithm to factor a large number $N \sim 2^{L}$ (i.e., about $L$ bits long) takes about $S \sim L^{3}$ steps on $Q \sim L$ qubits in the best implementation. So the total time, with noise, for the computation is $T \sim t_{s} L^{3} e^{L^{4} t_{s} / \tau_{d}}$. So we can ignore the contribution of the noise if $L^{4}\left(t_{s} / \tau_{d}\right) \lesssim 1$. For practical applications we are interested in $L \sim 100$ to 1000 , implying we need $\left(t_{s} / \tau_{d}\right) \lesssim 10^{-8}$ to $10^{-12}$ otherwise the quantum algorithm performs no better than a classical algorithm.

At present $(\sim 2015),\left(t_{s} / \tau_{d}\right) \simeq 10^{-2}$ or $10^{-3}$ is the best we can do ${ }^{9}$ With present technology it is hard to imagine increasing $\tau_{d}$ by more than $10^{3}$ in the next 10 years, leaving us still far short of a practical quantum computer. And this ignores the question of scalability of any technology to many quantum gates!

## Classical error correction

Generally, noise is very small in classical computers using semiconducting devices, $\left(t_{s} / \tau_{d}\right) \simeq$ $10^{-17}$, and so can be ignored. But in some applications (e.g., transmitting data over long wires) the noise is substantial. In that case we counteract the noise with error-correcting codes.

The simplest such code is the majority voting code:
(1) encode the information by copying it to 2 other bits,
(2) periodically measure all three bits, compare, and correct: e.g.,

$$
1 \underset{(1): \text { encode }}{\longrightarrow}\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right) \underset{\text { noise }}{\longrightarrow}\left(\begin{array}{l}
0 \\
1 \\
1
\end{array}\right) \underset{(2): \text { correct }}{\longrightarrow}\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right) \underset{\text { decode }}{\longrightarrow} 1
$$

It turns out this strategy can remove the exponential noise factor in $T$ at a relatively minor cost: a constant overall factor increasing $S Q$. The basic idea is that if $p$ is the error rate due to noise, then encoding reduces the overall error rate to $\mathcal{O}\left(p^{2}\right)<p$ as long as $p$ is less than some threshold value.

## Quantum error correction

Can this strategy also work for quantum computers?

[^8]There are some obvious problems. Step (1) of the classical error-correction algorithm involves duplicating the classical bits. But the no-cloning theorem says that duplication of qubits is impossible. Step (2) of the classical algorithm involves measuring the bits. But measurements irreversibly change the state of a quantum system.

Nevertheless, Peter Shor showed in 1994 that a quantum analog of error correction does exist. For the past couple of decades, much of the theoretical work on quantum computation has been on error correction.

The goal of the analysis of error correction is to show how to do fault-tolerant quantum computations in such a way that one does not exponentially increase the number of gates needed for the computation. The central result (which we will motivate only for the special case of qubit transmission in a noisy channel) is the

Threshold theorem: If you want to carry out a quantum algorithm using $N$ gates, but each gate fails with probability $p$, then it is possible to design a quantum algorithm to do the computation with an arbitrarily small overall failure probability $\epsilon$ by using only $\mathcal{O}\left(N\left(\epsilon^{-1} \log N\right)^{x}\right)$ gates for some positive $x$, as long as $p<p_{\text {th }}$, where $p_{\text {th }}$ is some constant threshold probability.

The value of the required threshold probability, $p_{\text {th }}$ (and the exponent $x$ ) depends on the error-correction code. For example, using the Steane code for error correction (which we will not describe in detail) one needs $p_{\text {th }}=\left(t_{s} / \tau_{d}\right) \lesssim 10^{-4}$. This value is conceivably within reach.

## 7 Models of noise

The goal of this section is to understand how to model the effect of noise on quantum systems. The central result will be to show that on a single qubit, the most general noise has the effect of mapping states to density matrices as:

$$
\text { noise }:|\psi\rangle \mapsto \rho=\sum_{k} E_{k}|\psi\rangle\langle\psi| E_{k}^{\dagger}
$$

with

$$
\sum_{k} E_{k} E_{k}^{\dagger}=I
$$

for some

$$
E_{k}:=e_{k 0} I+e_{k x} X+e_{k y} Y+e_{k z} Z
$$

(Here $X, Y$, and $Z$ are alternate names for the Pauli matrices $\sigma_{x}, \sigma_{y}$, and $\sigma_{z}$, respectively.) To get to this result, first we will briefly review the standard model of classical noise. We next review the density matrix formulation of quantum mechanics in some detail since it is necessary to describe noise. And then we develop the quantum operations formalism which gives rise to the above result.

### 7.1 Classical noise

Noise is a coupling to an "outside" system about which we have incomplete knowledge. We model its effect on a single classical bit as follows.

A gate acts on the initial state of the bit in a predictable way, which we can describe as a map from the initial state of the bit, $X \in\{0,1\}$, to its final state, $Y \in\{0,1\}$. Once noise is added, the behavior of the gate becomes unpredictable, so we can at best only have probabilistic information about the state of the bit. So call the probabilities of the various initial and final states

$$
\left\{\begin{array} { l l } 
{ p _ { 0 } } & { : = \operatorname { p r o b } ( X = 0 ) } \\
{ p _ { 1 } } & { : = \operatorname { p r o b } ( X = 1 ) }
\end{array} \quad \left\{\begin{array}{ll}
q_{0} & :=\operatorname{prob}(Y=0) \\
q_{1} & :=\operatorname{prob}(Y=1)
\end{array}\right.\right.
$$

Then the action of the gate plus noise can be modeled as a linear map of the initial to final probabilities:

$$
\begin{equation*}
q_{j}=\sum_{i=0}^{1} E_{j i} p_{i}, \tag{205}
\end{equation*}
$$

where the matrix elements $E_{j i}$ are the conditional probabilities

$$
E_{j i}=\operatorname{prob}(Y=j \mid X=i)
$$

The probability map (205) can also be written in matrix notation

$$
\vec{q}=E \vec{p},
$$

and refer to $E$ as the evolution matrix for the gate.
We model the noise as acting independently on each gate, so each gate will have its own evolutions matrix, $E_{1}, E_{2}$, and so forth:

$$
\begin{array}{ccccc}
X & \overrightarrow{E_{1}} & Y & \overrightarrow{E_{2}} & Z \\
\vec{p}
\end{array}
$$

so that in matrix notation

$$
\vec{r}=E_{2} E_{1} \vec{p} .
$$

The assumption of independent errors is a physical assumption: it should be tested in a given situation. When errors are not independent, but act coherently on many bits, we can still error-correct, but to do so we must use different codes. But we will not discuss these kinds of noise models or error codes further.

Note that even though we are dealing with probabilities, this is not quantum mechanics: the probabilities are not inherent, but just reflect our lack of detailed knowledge about the source of the noise.

The evolution matrix $E$ for a single bit is not arbitrary since the probabilities must add to one. Thus

$$
\vec{p}=\binom{p}{1-p}, \quad \vec{q}=\binom{q}{1-q},
$$

where $0 \leq p, q \leq 1$ are the probabilities that $X=0$ and $Y=0$ respectively. Likewise, the sum of the two probabilities in $E \vec{p}$ must sum to one, implying

$$
E_{12}+E_{22}+\left(E_{11}-E_{12}+E_{21}-E_{22}\right) p=1
$$

Since this must be true for all $p$, it implies $E_{12}+E_{22}=1$ and $E_{11}+E_{21}=1$, so we can parameterize the evolution matrix by just two numbers as

$$
E:=\left(\begin{array}{ll}
E_{11} & E_{12}  \tag{206}\\
E_{21} & E_{22}
\end{array}\right)=\left(\begin{array}{cc}
1-f & e \\
f & 1-e
\end{array}\right) .
$$

Also, $0 \leq q \leq 1$ implies $0 \leq 1-e+(1-f-e) p \leq 1$ for all $p$, implying

$$
0 \leq e, f \leq 1
$$

This can be summarized by saying that classical 1-bit noise is characterized by 2 numbers: the probability $e$ for " 1 " to flip, and an independent probability $f$ for " 0 " to flip. We want to find a similar characterization of noise for qubits.

### 7.2 Density matrices

Our challenge is to incorporate both quantum uncertainty and noise uncertainty in one formalism. A state $|\psi\rangle$ gives complete information on a system (though only gives statistical predictions). But in realistic situations we usually only have partial information; i.e., we can't be sure exactly which state the system is in.

When we repeat an experiment (or quantum computation) we only know the initial state of the system is

$$
|\psi\rangle=\left\{\begin{array}{lcl}
\left|\psi_{1}\right\rangle & \text { with probability } & p_{1}  \tag{207}\\
\left|\psi_{2}\right\rangle & " & p_{2} \\
\vdots & \vdots & \\
\left|\psi_{n}\right\rangle & " & p_{n}
\end{array}\right.
$$

with $\sum_{a=1}^{n} p_{a}=1$ and $p_{a} \geq 0$. This kind of probabilistic description of the state of a system is often called a mixed state, or sometimes an incoherent superposition of states or an ensemble of states. Note that the $\left|\psi_{a}\right\rangle$ are not necessarily orthogonal, but we do assume they are all distinct and normalized. If there is only one line in (207), i.e. $|\psi\rangle$ is a definite state (with probability 1 ), then we say that it is a pure state.

One might guess (wrongly!) that this state 207) is just a superposition of the $\left|\psi_{a}\right\rangle$ states, say

$$
\begin{equation*}
|\psi\rangle \stackrel{?}{=} \sum_{a=1}^{n} \sqrt{p_{a}}\left|\psi_{a}\right\rangle \tag{208}
\end{equation*}
$$

(You should check that this state is normalized if the $\left|\psi_{a}\right\rangle$ are orthonormal.) However, we can see that this guess is wrong in a number of ways. First, on a basic conceptual level (208) cannot be right because it is a definite state, not like (207) which is by definition not a definite state. On a more prosaic level, we can see it is wrong by seeing what the two states, (207) and (208), predict for a measurement.

If we measure an observable $M$ in state $\left|\psi_{a}\right\rangle$, we get the expectation valu ${ }^{10}$

$$
\begin{equation*}
\langle M\rangle_{a}=\left\langle\psi_{a}\right| M\left|\psi_{a}\right\rangle . \tag{209}
\end{equation*}
$$

Since, according to (207) we are in state $\left|\psi_{a}\right\rangle$ with probability $p_{a}$, the total expectation value will be

$$
\begin{equation*}
\langle M\rangle=\sum_{a} p_{a}\left\langle\psi_{a}\right| M\left|\psi_{a}\right\rangle . \tag{210}
\end{equation*}
$$

But in the pure state $|\psi\rangle$ of 208 we would have

$$
\begin{aligned}
\langle M\rangle & \stackrel{?}{=}\langle\psi| M|\psi\rangle=\sum_{a, b}\left(\sqrt{p_{a}}\left|\psi_{a}\right\rangle\right)^{\dagger} M \sqrt{p_{b}}\left|\psi_{b}\right\rangle \\
& =\sum_{a} p_{a}\left\langle\psi_{a}\right| M\left|\psi_{a}\right\rangle+\sum_{a \neq b} \sqrt{p_{a} p_{b}}\left\langle\psi_{a}\right| M\left|\psi_{b}\right\rangle .
\end{aligned}
$$

The first term agrees with the right answer (210), but the second, interference, term need not vanish, showing that (208) cannot be right.

If $\{|i\rangle\}$ is an orthonormal basis of the Hilbert space, then recall that completeness of the basis means that $I=\sum_{i}|i\rangle\langle i|$ where $I$ is the identity operator. Also recall that the trace of an operator is defined to be $\operatorname{tr}(X):=\sum_{i}\langle i| X|i\rangle$. These can be used to rewrite 209) in a suggestive way:

$$
\begin{align*}
\langle M\rangle & =\sum_{a} p_{a}\left\langle\psi_{a}\right| M\left|\psi_{a}\right\rangle=\sum_{a} p_{a}\left\langle\psi_{a}\right| M I\left|\psi_{a}\right\rangle \\
& =\sum_{a} p_{a}\left\langle\psi_{a}\right| M\left(\sum_{i}|i\rangle\langle i|\right)\left|\psi_{a}\right\rangle=\sum_{i, a} p_{a}\left\langle\psi_{a}\right| M|i\rangle\left\langle i \mid \psi_{a}\right\rangle \\
& =\sum_{i, a} p_{a}\left\langle i \mid \psi_{a}\right\rangle\left\langle\psi_{a}\right| M|i\rangle=\sum_{i}\langle i|\left(\sum_{a} p_{a}\left|\psi_{a}\right\rangle\left\langle\psi_{a}\right|\right) M|i\rangle \\
& =\operatorname{tr}\left[\left(\sum_{a} p_{a}\left|\psi_{a}\right\rangle\left\langle\psi_{a}\right|\right) M\right] . \tag{211}
\end{align*}
$$

This motivates us to identify the mixed state (207) with the operator

$$
\begin{equation*}
\rho:=\sum_{a=1}^{n} p_{a}\left|\psi_{a}\right\rangle\left\langle\psi_{a}\right|, \quad \text { with } \quad 0 \leq p_{a} \leq 1 \quad \text { and } \quad \sum_{a=1}^{n} p_{a}=1 . \tag{212}
\end{equation*}
$$

$\rho$ is called a density matrix, and encodes all the quantum-mechanical information about the mixed state. For example, (211) implies

$$
\begin{equation*}
\langle M\rangle=\operatorname{tr}(\rho M) . \tag{213}
\end{equation*}
$$

[^9]Exercise 7.1 Show that $\operatorname{tr}(A B)=\operatorname{tr}(B A)$ for all $A, B$.
Exercise 7.2 Show that $\operatorname{tr}(\rho)=1$ using $\sum_{a} p_{a}=1$.
Exercise 7.3 Show that $\rho=\rho^{\dagger}$.
Exercise 7.4 Show that $\rho$ is a positive operator: $\langle\psi| \rho|\psi\rangle \geq 0$ for all $|\psi\rangle$.
These last three properties actually define density matrices.
It is important to note that two different mixed states 207) can give rise to the same density matrix (212). For example, consider the two mixed states

$$
|\psi\rangle=\left\{\begin{array}{ccc}
\left|\psi_{1}\right\rangle & \text { with probability } & p_{1}=1 / 2 \\
\left|\psi_{2}\right\rangle & " & p_{2}=1 / 2
\end{array}\right.
$$

with $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$ orthogonal, and

$$
\left|\psi^{\prime}\right\rangle=\left\{\begin{array}{ccc}
\left|\psi_{+}\right\rangle & \text {with probability } & p_{+}=1 / 2 \\
\left|\psi_{-}\right\rangle & " & p_{-}=1 / 2
\end{array}\right.
$$

where $\left|\psi_{ \pm}\right\rangle:=\left(\left|\psi_{1}\right\rangle \pm\left|\psi_{2}\right\rangle\right) / \sqrt{2}$. The density matrix for the first state is $\rho=\left(\left|\psi_{1}\right\rangle\left\langle\psi_{1}\right|+\right.$ $\left.\left|\psi_{2}\right\rangle\left\langle\psi_{2}\right|\right) / 2$. The density matrix for the second is

$$
\begin{aligned}
\rho^{\prime} & =\frac{1}{2} \cdot \frac{1}{2}\left(\left|\psi_{1}\right\rangle-\left|\psi_{2}\right\rangle\right)\left(\left\langle\psi_{1}\right|-\left\langle\psi_{2}\right|\right)+\frac{1}{2} \cdot \frac{1}{2}\left(\left|\psi_{1}\right\rangle+\left|\psi_{2}\right\rangle\right)\left(\left\langle\psi_{1}\right|+\left\langle\psi_{2}\right|\right) \\
& =\frac{1}{2}\left(\left|\psi_{1}\right\rangle\left\langle\psi_{1}\right|+\left|\psi_{2}\right\rangle\left\langle\psi_{2}\right|\right)=\rho
\end{aligned}
$$

But all possible quantum measurements only depend on $\rho$. Therefore we learn that these two different-looking mixed states are physically equivalent.

What is the density matrix of a system that is actually in a pure state $|\psi\rangle 100 \%$ of the time? Then the sum in (212) is just one term with $p_{a}=1$, giving $\rho=|\psi\rangle\langle\psi|$. So for a pure state $\psi$ we have the correspondence

$$
\begin{equation*}
|\psi\rangle \longleftrightarrow \rho=|\psi\rangle\langle\psi| . \tag{214}
\end{equation*}
$$

Note that in this case $\rho$ is a projection operator ( $\rho^{2}=\rho$ and $\rho=\rho^{\dagger}$ ) which implies $\operatorname{tr}\left(\rho^{2}\right)=\operatorname{tr}(\rho)=1$. You can show that for any density matrix,

$$
\begin{equation*}
\operatorname{tr}\left(\rho^{2}\right) \leq 1, \quad \text { and } \quad \operatorname{tr}\left(\rho^{2}\right)=1 \text { iff } \rho \text { is a pure state. } \tag{215}
\end{equation*}
$$

This gives a useful way of telling whether a density matrix corresponds to a pure state or not.

To summarize: we can describe both the statistical uncertainty coming from our lack of knowledge of a system together with the inherent quantum uncertainties by describing systems in terms of operators $\rho$ satisfying $\rho^{\dagger}=\rho \geq 0$ and $\operatorname{tr} \rho=1$ instead of states. Everything we can do with states $|\psi\rangle$, we can do with the corresponding $\rho=|\psi\rangle\langle\psi|$. But we can also describe mixed states with $\rho^{\prime}$ 's satisfying $\operatorname{tr} \rho^{2}<1$.

## Time evolution of density matrices.

$$
\begin{aligned}
\rho(t) & =\sum_{a} p_{a}\left|\psi_{a}(t)\right\rangle\left\langle\psi_{a}(t)\right|=\sum_{a} p_{a} U(t)\left|\psi_{a}(0)\right\rangle\left\langle\psi_{a}(0)\right| U^{\dagger}(t) \\
& =U(t)\left(\sum_{a} p_{a}\left|\psi_{a}(0)\right\rangle\left\langle\psi_{a}(0)\right|\right) U^{\dagger}(t),
\end{aligned}
$$

implies

$$
\begin{equation*}
\rho(t)=U(t) \rho(0) U^{\dagger}(t) \tag{216}
\end{equation*}
$$

where $U(t)$ is the unitary operator which gives the time evolution of states. Thus, in terms of quantum circuit diagrams, the usual gate action on pure states,

$$
\begin{equation*}
|\psi\rangle-U-U|\psi\rangle, \tag{217}
\end{equation*}
$$

becomes

$$
\begin{equation*}
\rho-U-U \rho U^{\dagger} \tag{218}
\end{equation*}
$$

on density matrices.
Measurements with density matrices. I'll just give the results - see [NC] section 2.4 for the details.

If we measure an observable $M=M^{\dagger}$, recall that the only results that can be observed are the eigenvalues of $M$. Recall from the spectral decomposition theorem (21) that $M$ can be written as a sum of orthogonal projection operators

$$
M=\sum_{i} \lambda_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|, \quad \lambda_{i} \in \mathbb{R}
$$

with $\left\{\left|\psi_{i}\right\rangle\right\}$ an ortho-normal basis so that $\left\langle\psi_{i} \mid \psi_{j}\right\rangle=\delta_{i j}$. This implies that $M\left|\psi_{j}\right\rangle=\lambda_{j}\left|\psi_{j}\right\rangle$. So the $\left\{\lambda_{i}\right\}$ are the eigenvalues of $M$, i.e., the set of possible outcomes of measurement of $M$. (And the $\left\{\left|\psi_{i}\right\rangle\right\}$ are a basis of eigenvectors of $M$.) More abstractly, we write

$$
M=\sum_{i} \lambda_{i} P_{i}
$$

where $P_{i}:=\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$ is the projection operator onto the eigenspace of the $i$ th eigenvalue $\lambda_{i}$. Hermiticity of $M$ implies that $P_{i}^{2}=P_{i}$ and $P_{i} P_{j}=0$ if $i \neq j$.

Then, when we measure $M$ in a (mixed) state represented by a density matrix $\rho$, we find

$$
\begin{equation*}
\operatorname{prob}\left(M=\lambda_{i}\right)=\operatorname{tr}\left(P_{i} \rho\right), \tag{219}
\end{equation*}
$$

and the density matrix changes to

$$
\begin{equation*}
\rho \rightarrow \rho^{\prime}=\frac{1}{\operatorname{tr}\left(P_{i} \rho\right)} P_{i} \rho P_{i} \tag{220}
\end{equation*}
$$

if $M=\lambda_{i}$ is actually observed. (This is for an ideal or non-destructive measurement.)
Exercise 7.5 Show that when $\rho$ corresponds to a pure state, $\rho=|\psi\rangle\langle\psi|$, that (219) and (220) reduce to the familiar "Born rules" for quantum measurements, namely prob( $M=$ $\left.\overline{\lambda_{i}}\right)=\left|\left\langle\psi \mid \psi_{i}\right\rangle\right|^{2}$ and $|\psi\rangle \rightarrow\left|\psi^{\prime}\right\rangle=e^{i \alpha}\left|\psi_{i}\right\rangle$, where $e^{i \alpha}$ is a phase you should compute.

## Main example: a single qubit

A single qubit is described by a 2 -dimensional Hilbert space with orthonormal basis $\{|0\rangle,|1\rangle\}$. In this basis $\rho$ is a $2 \times 2$ hermitian matrix with $\operatorname{tr} \rho=1$ and positive. Hermiticity implies

$$
\rho=\frac{1}{2}\left(\begin{array}{cc}
r_{0}+r_{z} & r_{x}-i r_{y} \\
r_{x}+i r_{y} & r_{0}-r_{z}
\end{array}\right)
$$

for real $r_{0}, r_{x}, r_{y}, r_{z} \cdot \operatorname{tr} \rho=1$ implies $r_{0}=1$. Positivity implies that all the eigenvalues of $r$ are positive. To find the eigenvalues, solve the characteristic equation

$$
0=\operatorname{det}(\rho-\lambda I)=\frac{1}{4}\left[(1-2 \lambda)^{2}-r_{x}^{2}-r_{y}^{2}-r_{z}^{2}\right] \Rightarrow \lambda=\frac{1}{2}\left[1 \pm \sqrt{r_{x}^{2}+r_{y}^{2}+r_{z}^{2}}\right]
$$

So positivity implies that $r_{x}^{2}+r_{y}^{2}+r_{z}^{2} \leq 1$. Rewrite $\rho$ as

$$
\rho=\frac{1}{2}\left\{I+r_{x} X+r_{y} Y+r_{z} Z\right\}
$$

where

$$
X:=\left(\begin{array}{ll}
0 & 1  \tag{221}\\
1 & 0
\end{array}\right)=\sigma_{x}, \quad Y:=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right)=\sigma_{y}, \quad Z:=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)=\sigma_{z}
$$

are the Pauli matrices. We will use a vector notation $\vec{X}=(X, Y, Z), \vec{r}=\left(r_{x}, r_{y}, r_{z}\right)$, so that the general 1-qubit density matrix is parameterized as

$$
\begin{equation*}
\rho=\frac{1}{2}\{I+\vec{r} \cdot \vec{X}\} \quad \text { with } \quad|\vec{r}| \leq 1 . \tag{222}
\end{equation*}
$$

So, the general density matrix for a single qubit is parametrized by a 3 -vector $\vec{r}$ with $|\vec{r}| \leq 1$, the Bloch ball, shown in figure 3 .


Figure 3: The Bloch ball: any point in the interior or on the boundary corresponds to a 1-qubit $\rho$. The states corresponding to the points $A, B, C$, and $D$ are discussed in the notes.

When does $\rho$ correspond to a pure state? $\rho$ is pure if and only if $\operatorname{tr}\left(\rho^{2}\right)=1$.

Exercise 7.6 Show that for the 1-qubit density matrix $\operatorname{tr}\left(\rho^{2}\right)=(1+\vec{r} \cdot \vec{r}) / 2$.
Thus $\rho$ is pure if and only if $|\vec{r}|=1$. This describes the Bloch sphere, the boundary of the Bloch ball. Thus, for example, the "north pole" of the Bloch sphere, $\vec{r}=(0,0,1)$ or point A in figure 3, is the density matrix

$$
\rho_{A}=\frac{1}{2}(I+Z)=\frac{1}{2}\left(\begin{array}{cc}
1+1 & 0 \\
0 & 1-1
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)=\binom{1}{0}\left(\begin{array}{ll}
1 & 0
\end{array}\right)=|0\rangle\langle 0|,
$$

and therefore corresponds to the pure state $|0\rangle$.
Exercise 7.7 Show that the "south pole" of the Bloch sphere, $\vec{r}=(0,0,-1)$ or point B in figure 3 corresponding to the density matrix $\rho_{B}=(I-Z) / 2$, is the pure state $|1\rangle$.

Exercise 7.8 Show that the equatorial point $\vec{r}=(1,0,0)$, or point C in figure 3 corresponding to the density matrix $\rho_{C}=(I+X) / 2$ is the pure state $(|0\rangle+|1\rangle) / \sqrt{2}$.

What does the center of the ball, $\vec{r}=0$, correspond to? In this case $\rho=I / 2=(|0\rangle\langle 0|+$ $|1\rangle\langle 1|) / 2$. This is a mixed state which is $|0\rangle 50 \%$ of the time, and $|1\rangle 50 \%$ of the time. Therefore $\vec{r}=0$ corresponds to the maximally mixed state, the state with no information, or maximum entropy.

Entropy, $S$, is a measure of the disorder of a system; more entropy means less information is available about the state of the system. One general measure of entropy in quantum mechanics is

$$
S=-\operatorname{tr}(\rho \ln \rho)
$$

Recall that the logarithm of a matrix is just the inverse of exponentiation, and has an expansion

$$
\ln (I+A)=A-\frac{1}{2} A^{2}+\frac{1}{3} A^{3}-\cdots,
$$

for $A$ 's with entries small compared to 1.
Exercise 7.9 Show that the entropy of 1-qubit state with density matrix $\rho$ with $|\vec{r}| \ll 1$ is $S \approx \ln 2-\frac{1}{2} \vec{r} \cdot \vec{r}+\mathcal{O}\left(r^{4}\right)$.

In general, the smaller $|\vec{r}|$, the greater the entropy, so the less information $\rho$ contains about the state of the system.

Exercise 7.10 Show that the general 1-qubit $\rho$ can be written as $\rho=\sum_{a=0}^{1} p_{a}\left|\psi_{a}\right\rangle\left\langle\psi_{a}\right|$ with $p_{0}=(1+|\vec{r}|) / 2$ and $p_{1}=(1-|\vec{r}|) / 2$, where

$$
\left|\psi_{0}\right\rangle:=\cos \frac{\theta}{2}|0\rangle+e^{i \phi} \sin \frac{\theta}{2}|1\rangle, \quad\left|\psi_{1}\right\rangle:=e^{-i \phi} \sin \frac{\theta}{2}|0\rangle-\cos \frac{\theta}{2}|1\rangle,
$$

where $(\theta, \phi)$ are the polar angles of the vector $|\vec{r}|$ (i.e., $r_{z}=|\vec{r}| \cos \theta, r_{x}=|\vec{r}| \sin \theta \cos \phi$, and $\left.r_{y}=|\vec{r}| \sin \theta \sin \phi\right)$.

## How does noise give rise to density matrices?

If we had complete knowledge of the environment and its interaction with our computer, then there would be no need for density matrices. A computation with noise can be described as

where the computer's initial state $\left|\psi_{\text {comp }}\right\rangle$ and the environment's intial state $\left|\chi_{\text {env }}\right\rangle$ interact and undergo some unitary evolution $U$ (representing the effects of noise and the computer gates) giving some final state $\left|\Psi_{\text {out }}\right\rangle$.

Note that $\left|\Psi_{\text {out }}\right\rangle$ will, in general, entangle the computer with the environment. This just means that the final state need not factorize as a tensor product of $\mid$ computer $\rangle \otimes$ |environment $\rangle$. To write the most general final state, introduce a basis for the state space. In particular, say $\{|a\rangle\}$ is an orthonormal basis of $\mathcal{H}_{\text {comp }}$, the computer's Hilbert space, while $\{|n\rangle\}$ is an orthonormal basis of $\mathcal{H}_{\text {env }}$, the environment's Hilbert space. Then

$$
\left|\Psi_{\text {out }}\right\rangle=\sum_{a, n} \Psi_{a n}|a\rangle|n\rangle
$$

for some complex numbers $\Psi_{a n}$ satisfying $\sum_{a, n}\left|\Psi_{a n}\right|^{2}=1$.
Now say we wanted to measure some observable $M$ on the computer's state. That means that as an operator on $\mathcal{H}_{\text {comp }} \otimes \mathcal{H}_{\text {env }}$, the observable is of the form $M \otimes I$. Then

$$
\begin{aligned}
\langle M \otimes I\rangle & =\left\langle\Psi_{\text {out }}\right| M \otimes I\left|\Psi_{\text {out }}\right\rangle=\left(\sum_{a, n} \Psi_{a n}^{*}\langle a|\langle n|\right) M \otimes I\left(\sum_{b, m} \Psi_{b m}|b\rangle|m\rangle\right) \\
& =\sum_{a, b, n, m} \Psi_{a n}^{*} \Psi_{b m}\langle a| M|b\rangle\langle n \mid m\rangle=\sum_{a, b, n, m} \Psi_{a n}^{*} \Psi_{b m}\langle a| M|b\rangle \delta_{n m} \\
& =\sum_{a, b}\left(\sum_{n} \Psi_{a n}^{*} \Psi_{b n}\right)\langle a| M|b\rangle .
\end{aligned}
$$

We can put this result in a more suggestive form by inserting the completeness relation $I=\sum_{c}|c\rangle\langle c|$ on the computer states, giving

$$
\begin{aligned}
\langle M \otimes I\rangle & =\sum_{a, b, c}\left(\sum_{n} \Psi_{a n}^{*} \Psi_{b n}\right)\langle a| M|c\rangle\langle c \mid b\rangle=\sum_{a, b, c}\left(\sum_{n} \Psi_{a n}^{*} \Psi_{b n}\right)\langle c|(|b\rangle\langle a|) M|c\rangle \\
& =\sum_{c}\langle c|\left[\sum_{a, b}\left(\sum_{n} \Psi_{a n}^{*} \Psi_{b n}\right)|b\rangle\langle a|\right] \cdot M|c\rangle=\operatorname{tr}_{\mathcal{H}_{c}}(\rho M)
\end{aligned}
$$

where we have defined

$$
\rho:=\sum_{a, b}\left(\sum_{n} \Psi_{a n}^{*} \Psi_{b n}\right)|b\rangle\langle a|
$$

in the last line. Comparing to (213), we identify $\rho$ as the density matrix for the computer, after interaction with the environment. Note that $\rho$ is an operator on $\mathcal{H}_{c}$ only. You should check that the conditions for a density matrix, namely, $\rho=\rho^{\dagger}, \operatorname{tr}_{c}(\rho)=1$, and $\rho \geq 0$, are all satisfied.

Suppose $\left|\Psi_{\text {out }}\right\rangle$ were not entangled:

$$
\left|\Psi_{\text {out }}\right\rangle=\left|\psi_{\text {comp }}^{\prime}\right\rangle \otimes\left|\chi_{\text {env }}^{\prime}\right\rangle:=\left(\sum_{a} \psi_{a}|a\rangle\right) \otimes\left(\sum_{n} \chi_{n}|n\rangle\right)=\sum_{a, n} \psi_{a} \chi_{n}|a\rangle|n\rangle
$$

with $\sum_{a}\left|\psi_{a}\right|^{2}=\sum_{n}\left|\chi_{n}\right|^{2}=1$. Then the computer's density matrix becomes

$$
\begin{aligned}
\rho & =\sum_{a, b, n} \psi_{a}^{*} \chi_{n}^{*} \psi_{b} \chi_{n}|b\rangle\langle a|=\sum_{a, b} \psi_{a}^{*} \psi_{b}\left(\sum_{n}\left|\chi_{n}\right|^{2}\right)|b\rangle\langle a| \\
& =\left(\sum_{b} \psi_{b}|b\rangle\right)\left(\sum_{a}\langle a| \psi_{a}^{*}\right)=\left|\psi_{\text {comp }}^{\prime}\right\rangle\left\langle\psi_{\text {comp }}^{\prime}\right| .
\end{aligned}
$$

Thus we see that if there is no entaglement with the environment, $\rho$ corresponds to a pure state. Recalling that a pure state is one about which we have complete information, we conclude that

$$
\text { Noise }=\text { entanglement with the environment. }
$$

### 7.3 Quantum operations

Now that we have the machinery to deal with mixed states (i.e., classical uncertainty) in quantum mechanics, we apply it to modelling noise.

Recall that we modelled the action of noise and gate together on a classical bit by an evolution matrix $E$ taking $\vec{p} \rightarrow \vec{q}=E \vec{p}$ where $\vec{p}$ is the probability distribution of the input bit, and $\vec{q}$ is the probability distribution of the output bit. Analogously, in quantum mechanics, if $\rho$ is the density matrix of the input state of the computer, and $\rho^{\prime}$ is the density matrix of the output state of the computer, then we want to model the most general effect of any gates plus noise as a map $\mathcal{E}$ taking the input density matrix to the output one:

$$
\rho^{\prime}=\mathcal{E}(\rho) .
$$

We want to characterize the most general $\mathcal{E}$ allowed by the rules of quantum mechanics. Such $\mathcal{E}$ 's are called quantum operations (not to be confused with operators).

Consider the combined system of computer plus environment. It is described by a total Hilbert space $\mathcal{H}_{\text {tot }}=\mathcal{H}_{\text {comp }} \otimes \mathcal{H}_{\text {env }}$, where $\mathcal{H}_{\text {comp }}$ is the Hilbert space of the computer and $\mathcal{H}_{\text {env }}$ is the Hilbert space of the environment. Suppose that initially the computer is in a (mixed) state represented by the density matrix $\rho$, and the environment is in a (mixed) state represented by the density matrix $\rho_{\text {env }}$.


The total evolution of the combined system is by some unitary operator $U$ on $\mathcal{H}_{\text {tot }}$. $U$ encodes the "gate" (the evolution of the computer states), the "noise" (the interaction of computer and environment), and the evolution of the environment itself. Thus the mixed state will be some density matrix $\rho_{\text {tot }}^{\prime}$ on $\mathcal{H}_{\text {tot }}$ given by

$$
\begin{equation*}
\rho_{\mathrm{tot}}^{\prime}=U\left(\rho \otimes \rho_{\mathrm{env}}\right) U^{\dagger} \tag{224}
\end{equation*}
$$

We want to extract the final density matrix $\rho^{\prime}$ for the computer alone from $\rho_{\text {tot }}^{\prime}$.
We can deduce what it must be by looking at the result of an arbitrary measurement on the computer. Suppose $M=M^{\dagger}$ is an observable on $\mathcal{H}_{\text {comp }}$. On the total system the observable is $M \otimes I_{\text {env }}$. So the expectation value of $M$ is given by

$$
\langle M\rangle=\operatorname{tr}_{\mathcal{H}_{\mathrm{tot}}}\left(\rho_{\mathrm{tot}}^{\prime}\left[M \otimes I_{\mathrm{env}}\right]\right)
$$

Here the subscript on the trace is to remind us that we are tracing over the whole $\mathcal{H}_{\text {tot }}$ Hilbert space. Choose orthonormal bases $\{|a\rangle\}$ for $\mathcal{H}_{\text {comp }}$ and $\{|n\rangle\}$ for $\mathcal{H}_{\text {env }}$. Then $\{|a\rangle \otimes|n\rangle\}$ is an orthonormal basis for $\mathcal{H}_{\text {tot }}$, and an easy calculation gives

$$
\begin{align*}
\langle M\rangle & =\sum_{a, n}\langle a|\langle n|\left(\rho_{\mathrm{tot}}^{\prime}\left[M \otimes I_{\mathrm{env}}\right]\right)|a\rangle|n\rangle \\
& =\sum_{a}\langle a|\left(\sum_{n}\langle n|\left(\rho_{\mathrm{tot}}^{\prime}\left[M \otimes I_{\mathrm{env}}\right]\right)|n\rangle\right)|a\rangle \\
& :=\operatorname{tr}_{\mathcal{H}_{\text {comp }}}\left(\rho^{\prime} M\right) \tag{225}
\end{align*}
$$

where

$$
\begin{equation*}
\rho^{\prime}:=\operatorname{tr}_{\mathcal{H}_{\text {env }}}\left(\rho_{\text {tot }}^{\prime}\right) \tag{226}
\end{equation*}
$$

Here the subscripts on the traces denote partial traces over the computer or environment Hilbert spaces. They are defined by

$$
\operatorname{tr}_{\mathcal{H}_{\text {comp }}}(A):=\sum_{a}\langle a| A|a\rangle, \quad \operatorname{tr}_{\mathcal{H}_{\text {env }}}(A):=\sum_{n}\langle n| A|n\rangle,
$$

for any operator $A$ on the total Hilbert space. $\operatorname{Thus~}_{\operatorname{tr}}^{\mathcal{H}_{\text {comp }}}(A)$ is an operator on $\mathcal{H}_{\text {env }}$, and $\operatorname{tr}_{\mathcal{H}_{\text {env }}}(A)$ is an operator on $\mathcal{H}_{\text {comp }}$. Also, $\operatorname{tr}_{\mathcal{H}_{\text {tot }}}(A)=\operatorname{tr}_{\mathcal{H}_{\text {comp }}}\left(\operatorname{tr}_{\mathcal{H}_{\text {env }}}(A)\right)=\operatorname{tr}_{\mathcal{H}_{\text {env }}}\left(\operatorname{tr}_{\mathcal{H}_{\text {comp }}}(A)\right)$.

Exercise 7.11 Show that a partial trace of a density matrix is a density matrix. That is, show that $\rho^{\prime}$ defined by $(226)$ satisfies $\rho^{\prime \dagger}=\rho^{\prime} \geq 0$ and $\operatorname{tr}_{\mathcal{H}_{\text {comp }}} \rho^{\prime}=1$ if $\rho_{\text {tot }}^{\prime}$ has the same properties on $\mathcal{H}_{\text {tot }}$.

Exercise 7.12 If the unitary evolution operator $U$ acts only on the computer, so $U=$ $U_{\text {comp }} \otimes I_{\text {env }}$, then show that the unitary evolution of the reduced density matrix $\rho^{\prime}$ is given by $\rho^{\prime} \rightarrow U_{\text {comp }} \rho^{\prime} U_{\text {comp }}^{\dagger}$.

Combining (226) with the evolution formula (224), we conclude

$$
\begin{equation*}
\rho^{\prime}=\operatorname{tr}_{\mathcal{H}_{\mathrm{env}}}\left[U\left(\rho \otimes \rho_{\mathrm{env}}\right) U^{\dagger}\right]:=\mathcal{E}(\rho), \tag{227}
\end{equation*}
$$

giving the general form of a quantum operator $\mathcal{E}$, since $\mathcal{H}_{\text {env }}, \rho_{\text {env }}$, and $U$ are all arbitrary.
We now want to manipulate (227) to get rid of the partial trace over the environment space. For simplicity, assume $\rho_{\text {env }}=\left|\psi_{\text {env }}\right\rangle\left\langle\psi_{\text {env }}\right|$, a pure state ${ }^{11}$ Also, chose some orthonormal basis $\{|n\rangle\}$ for $\mathcal{H}_{\text {env }}$. Then

$$
\begin{aligned}
\rho^{\prime} & =\operatorname{tr}_{\mathcal{H}_{\text {env }}}\left[U\left(\rho \otimes\left|\psi_{\text {env }}\right\rangle\left\langle\psi_{\text {env }}\right|\right) U^{\dagger}\right]=\sum_{n}\langle n| U\left(\rho \otimes\left|\psi_{\text {env }}\right\rangle\left\langle\psi_{\text {env }}\right|\right) U^{\dagger}|n\rangle \\
& =\sum_{n}\langle n| U\left|\psi_{\text {env }}\right\rangle \rho\left\langle\psi_{\text {env }}\right| U^{\dagger}|n\rangle
\end{aligned}
$$

implying that

$$
\begin{equation*}
\mathcal{E}(\rho)=\sum_{n} E_{n} \rho E_{n}^{\dagger} \tag{228}
\end{equation*}
$$

where $E_{n}:=\langle n| U\left|\psi_{\text {env }}\right\rangle$ are some operators on $\mathcal{H}_{\text {comp }}$, the computer's Hilbert space. The advantage of $(228)$ is that only operators on $\mathcal{H}_{\text {comp }}$ appear, so we need no longer refer to $\mathcal{H}_{\text {env }}$. The operators $E_{n}$ are called operation elements and encode all the relevant information about $U$ and $\left|\psi_{\text {env }}\right\rangle$.

The $E_{n}$ 's cannot be arbitrary, though. Since $\rho^{\prime}=\mathcal{E}(\rho)$ is a density matrix, it must satisfy $\rho^{\prime}=\left(\rho^{\prime}\right)^{\dagger}, \rho^{\prime} \geq 0$, and $\operatorname{tr} \rho^{\prime}=1$. The first two are easy to check. The third implies

$$
1=\operatorname{tr}(\mathcal{E}(\rho))=\operatorname{tr}\left(\sum_{n} E_{n} \rho E_{n}^{\dagger}\right)=\sum_{n} \operatorname{tr}\left(E_{n} \rho E_{n}^{\dagger}\right)=\sum_{n} \operatorname{tr}\left(E_{n}^{\dagger} E_{n} \rho\right) .
$$

Since this should hold for any computer state $\rho$, it implies

$$
\begin{equation*}
\sum_{n} E_{n}^{\dagger} E_{n}=I \tag{229}
\end{equation*}
$$

(Note that, in general, 229) need not hold for $E_{n}$ and $E_{n}^{\dagger}$ in the other order: $\sum_{n} E_{n} E_{n}^{\dagger} \neq I$.)
In summary: the general effect of noise on a quantum system is to map $\rho \rightarrow \rho^{\prime}=$ $\mathcal{E}(\rho)$ with $\mathcal{E}$ given by (228) with $E_{n}$ 's satisfying (229). This is called the operator sum representation of a quantum operation. In our derivation of it we only assumed a unitary evolution of the computer plus environment. But it can be generalized to include the effects of possible of measurements done on the system as well; see [NC] section 8.2.

The operation elements $E_{n}$ are not unique: two different sets of operation elements can give rise to the same quantum operation. Say $\mathcal{E}(\rho)=\sum_{n} E_{n} \rho E_{n}^{\dagger}$ and $\mathcal{F}(\rho)=\sum_{n} F_{n} \rho F_{n}^{\dagger}$ are two quantum operations. It can then be shown ([NC] theorem 8.2) that $\mathcal{E}(\rho)=\mathcal{F}(\rho)$ for all $\rho$ if and only if $E_{n}=\sum_{m} \widetilde{u}_{n m} F_{m}$ for some unitary matrix $\widetilde{u}_{n m}$. A physical way of understanding this is


[^10]where the idea is that $\mathcal{E}(\rho)$ shouldn't depend on whether we observe the environment at time $A$ or time $B$.

This freedom in the choice of operation elements in the operator sum representation plays an important role in the proofs of the main theorems concerning quantum error-correction. We will not emphasize these proofs here, but wish to proceed a bit more intuitively.

To help build up our intuition, first note that the quantum operations of a special form have a simple physical interpretation. Consider a pure state $|\psi\rangle$. Then $\mathcal{E}(|\psi\rangle)=$ $\sum_{n} E_{n}|\psi\rangle\langle\psi| E_{n}^{\dagger}$. Define $\left|\psi_{n}\right\rangle$ to be the normalized state that results when $E_{n}$ acts on $|\psi\rangle$ :

$$
\left|\psi_{n}\right\rangle:=\frac{E_{n}|\psi\rangle}{\| E_{n}|\psi\rangle \|} .
$$

We can write this as

$$
E_{n}|\psi\rangle=\sqrt{p_{n}}\left|\psi_{n}\right\rangle, \quad \text { where } \quad \sqrt{p_{n}}:=\| E_{n}|\psi\rangle \| .
$$

Thus the quantum operation takes $|\psi\rangle$ to the density matrix

$$
\mathcal{E}(|\psi\rangle)=\sum_{n} p_{n}\left|\psi_{n}\right\rangle\left\langle\psi_{n}\right| .
$$

Thus we interpret the quantum operation $\mathcal{E}$ as taking $|\psi\rangle$ to $\left|\psi_{n}\right\rangle$ with probability $p_{n}$.
Exercise 7.13 Check that $\sum_{n} p_{n}=1$ follows from 229).

## Examples: quantum operations on a single qubit

Depolarizing channel or "information loss".
This is the simplest model of noise:

- probability $\gamma$ to lose all information: $\rho \rightarrow I / 2$,
- probability $1-\gamma$ to lose no information: $\rho \rightarrow \rho$.

Therefore

$$
\rho^{\prime}=\mathcal{E}_{\mathrm{DC}}(\rho)=\gamma \frac{1}{2} I+(1-\gamma) \rho .
$$

Since $\rho^{\prime}$ and $\rho$ are density matrices, they can be represented by points in the Bloch ball. Thus $\mathcal{E}(\rho)$ can be thought of as a map of the Bloch ball into itself. For the depolarizing channel, recall that $\rho=I / 2$ maps to the origin of the sphere. Then it is not hard to see that $\mathcal{E}_{\mathrm{DC}}$ just shrinks the Bloch ball, as illustrated in figure 4 .

How is $\mathcal{E}_{\text {DC }}$ written in the operator sum representation? A useful identity is

$$
\begin{equation*}
\frac{1}{2} I=\frac{1}{4}(\rho+X \rho X+Y \rho Y+Z \rho Z) \tag{230}
\end{equation*}
$$

for any 1-qubit $\rho$, where $X, Y$, and $Z$ are the Pauli matrices given in (221). They have certain very useful properties that are easily checked:

- $X=X^{\dagger}, Y=Y^{\dagger}, Z=Z^{\dagger}$ are all hermitian.


Figure 4: Action of the depolarizing channel operation on the Bloch ball.

- $X^{2}=Y^{2}=Z^{2}=I$, implying that they are all unitary, as well.
- The set $\{X, Y, Z, I\}$ form a complete basis for all $2 \times 2$ matrices.
- $X Y=-Y X=i Z, Y Z=-Z Y=i X$, and $Z X=-X Z=i Y$.
$X$ is also called the "bit flip" operator, $Z$ is called the "phase flip" operator, and $Y$ the "bit+phase flip" operator.

Exercise 7.14 Prove 230 by writing $\rho=(I+\vec{r} \cdot X) / 2$ with $|\vec{r}| \leq 1$.
Using (230) we have

$$
\mathcal{E}_{\mathrm{DC}}(\rho)=\left(1-\frac{3}{4} \gamma\right) \rho+\frac{1}{4} \gamma(X \rho X+Y \rho Y+Z \rho Z)=\sum_{k} E_{k} \rho E_{k}^{\dagger}
$$

where

$$
\left\{E_{k}\right\}=\left\{\frac{1}{2} \sqrt{4-3 \gamma} I, \frac{1}{2} \sqrt{\gamma} X, \frac{1}{2} \sqrt{\gamma} Y, \frac{1}{2} \sqrt{\gamma} Z\right\}
$$

We check that (229) is indeed satisfied by computing $\sum_{k} E_{k}^{\dagger} E_{k}=\frac{1}{4}(4-3 \gamma+\gamma+\gamma+\gamma) I=I$.
Thus the depolarizing channel has the interpretation of doing:

- nothing (I) with probability $\left(\frac{1}{2} \sqrt{4-3 \gamma}\right)^{2}=1-\frac{3}{4} \gamma$,
- a bit flip $(X)$ " " $(\sqrt{\gamma} / 2)^{2} \quad=\frac{1}{4} \gamma$,
- a phase flip $(Z)$ " " $(\sqrt{\gamma} / 2)^{2} \quad=\frac{1}{4} \gamma$,
- a bit+phase flip $(Y)$ " " $(\sqrt{\gamma} / 2)^{2} \quad=\frac{1}{4} \gamma$.

Note that if we do all four of these with equal probability $(\gamma=1)$ then all information is lost: $\mathcal{E}_{\mathrm{DC}}=I / 2$.

Amplitude damping channel or "energy loss".
Suppose a qubit is realised by a physical system with two energy levels. Say $|0\rangle$ is the ground state with energy 0 , and $|1\rangle$ is the excited state with energy $\Delta E$. These might be two energy levels of an atom, for example. Often in interaction with the environment, the higher-energy state can decay to the lower one. For the atom this happens by the spontaneous emission of a photon. We can model this by saying that the environment is a 2 -state system: $\mathcal{H}_{\text {env }}$ has basis $\left\{\left|0_{e}\right\rangle,\left|1_{e}\right\rangle\right\}$, where $\left|0_{e}\right\rangle$ is the state with no photon, and $\left|1_{e}\right\rangle$ has 1 photon. Then the unitary interaction between the atom and the environment is described by

$$
\begin{array}{ll}
U\left(|0\rangle\left|0_{e}\right\rangle\right)=|0\rangle\left|0_{e}\right\rangle & \text { (ground state does not decay), } \\
U\left(|1\rangle\left|0_{e}\right\rangle\right)=\sqrt{1-\gamma}|1\rangle\left|0_{e}\right\rangle+\sqrt{\gamma}|0\rangle\left|1_{e}\right\rangle & \text { (excited state decays with amplitude } \sqrt{\gamma}) .
\end{array}
$$

Suppose also that $U\left(|1\rangle\left|1_{e}\right\rangle\right)=|1\rangle\left|1_{e}\right\rangle$ (excited state doesn't decay if there is already a photon). Then unitarity of $U$ implies

$$
U\left(|0\rangle\left|1_{e}\right\rangle\right)=\sqrt{1-\gamma}|0\rangle\left|1_{e}\right\rangle+\sqrt{\gamma}|1\rangle\left|0_{e}\right\rangle \quad \text { (spontaneous absorption). }
$$

Thus we have a model of the complete interaction of the system+environment. Assuming the environment starts in the $\left|0_{e}\right\rangle$ state, we can then use the definition of quantum operation (227), to find

$$
\begin{aligned}
\mathcal{E}_{\mathrm{AD}} & :=\operatorname{tr}_{\mathcal{H}_{\text {env }}}\left(U\left[\rho \otimes\left|0_{e}\right\rangle\left\langle 0_{e}\right|\right] U^{\dagger}\right), \\
& =E_{0} \rho E_{0}^{\dagger}+E_{1} \rho E_{1}^{\dagger}
\end{aligned}
$$

with, in the $\{|0\rangle,|1\rangle\}$ basis,

$$
E_{0}=\left(\begin{array}{cc}
1 & 0 \\
0 & \sqrt{1-\gamma}
\end{array}\right), \quad E_{1}=\left(\begin{array}{cc}
0 & \sqrt{\gamma} \\
0 & 0
\end{array}\right) .
$$

$E_{0}$ is the operation element describing no decay, while $E_{1}$ is the one describing the decay.
The physical interpretation of $\gamma$ is thus as the probability of decay of the excited state. In real processes, we usually speak of probability of decay per unit time. For short times, $\Delta t$, the probability of decay is given by $\gamma=\Delta t / \tau$, where $\tau$ is some characteristic decay time of the system. For longer times, $t=N \cdot \Delta t$, the probability of no decay occuring is $1-\gamma(t) \approx \lim _{N \rightarrow \infty}(1-(t / N \tau))^{N}=e^{-t / \tau}$, implying that $\gamma(t)=1-e^{-t / \tau}$. In particular, for long times $\gamma \rightarrow 1$ in physical systems.

It is a good exercise to show that $\mathcal{E}_{\mathrm{AD}}$ acts on the Bloch ball by squishing it up towards the north pole $(|0\rangle)$, as illustrated in figure 5 .

Bit flip channel or "classical noise".
The bit flip channel is like classical noise in which there is probability $\gamma$ that $|0\rangle \leftrightarrow|1\rangle$ are exchanged:

- probability $\gamma$ to flip: $|\psi\rangle \rightarrow X|\psi\rangle$,
- probability $1-\gamma$ to not flip: $|\psi\rangle \rightarrow I|\psi\rangle$.


Figure 5: Action of the amplitude damping channel operation on the Bloch ball.
So we choose the operation elements $E_{k}=\{\sqrt{1-\gamma} I, \sqrt{\gamma} X\}$, giving

$$
\rho \rightarrow \rho^{\prime}=\mathcal{E}_{\mathrm{BF}}(\rho)=(1-\gamma) \rho+\gamma X \rho X
$$

You can show that it acts on the Bloch ball by squeezing it towards a cigar along the $x$-axis, as in figure 6, where $| \pm\rangle:=(|0\rangle \pm|1\rangle) / \sqrt{2}$.


Figure 6: Action of the bit flip channel operation on the Bloch ball.

Phase flip channel or "decoherence".
This channel is uniquely quantum-mechanical in its effects: it leaves the $|0\rangle$ and $|1\rangle$ pure states unchangeed, and only affects the phase information in the quantum state:

$$
\rho \rightarrow \rho^{\prime}=\mathcal{E}_{\mathrm{PF}}(\rho)=(1-\gamma) \rho+\gamma Z \rho Z .
$$

You can show that it acts on the Bloch ball by squeezing it towards a cigar along the $z$-axis, as in figure 7 .

In many physical implementations phase flip, or decoherence, is the main source of noise, mainly because $|0\rangle$ and $|1\rangle$ are realized as energy eigenstates of different energies. As in the discussion of energy loss, the phase flip probability $\gamma$ is an exponentially saturating function of time,

$$
\gamma \approx 1-e^{-t / \tau_{\mathrm{dec}}}
$$

where $\tau_{\text {dec }}$ is the decoherence time of the system. The statement that phase flip noise is the typically the main source of noise is simply the statement that $\tau_{\text {dec }}$ is typically the shortest noise channel time scale. For instance, in many proposed physical realizations of qubits, energy conservation often makes the amplitude damping and depolarizing processes take place much more slowly than decoherence processes.


Figure 7: Action of the phase flip channel operation on the Bloch ball.
$\gamma$ also typically grows with the size of the system, which is why large objects typically act classically: phase decoherence projects them onto classical states. (In terms of the Bloch ball, classical states correspond to the points just along the $z$-axis.)

## General 1-qubit noise .

You can show ([NC] section 8.3.2) that the action of the most general noise on a single qubit can be parameterized by 12 parameters. In the Bloch ball representation, if $\rho=\frac{1}{2}(I+\vec{r} \cdot \vec{X})$ and $\rho^{\prime}=\frac{1}{2}\left(I+\vec{r}^{\prime} \cdot \vec{X}\right)=\mathcal{E}(\rho)$, then $\vec{r}^{\prime}=O_{1} D O_{2} \vec{r}+\vec{c}$ where $O_{i}$ are independent rotation matrices, $D$ is a diagonal scaling matrix, and $\vec{c}$ is a constant translation vector.

## 8 Error correction for noisy channels

In this section we will discuss algorithms for correcting errors due to noise when sending (qu)bits down a wire.

### 8.1 Classical majority voting code

We first start by reviewing the classical situation. For simplicity, consider a symmetric model of moise in a 1 -bit channel in which $p$ is the probability of 0 flipping to 1 or the reverse. This is modeled by the classical probability evolution matrix 206) with $e=f=p$. We want to design a classical circuit which transmits the classical bit along this noisy channels, but reduces the probability of a bit flip.

A simple such algorithm is the majority voting code, consisting of the steps:

1. Encode: Triple the the input, i.e. map " 0 " to " 000 " and " 1 " to " 111 ". We will call 000 "logical 0 " and denote it by $0_{L}$; similarly $111:=1_{L}$ is logical 1 . A reversible circuit which does the encoding step is

2. Send: Send the encoded signal (3 bits for one) down the wire where noise flips bits with probability $p$. We assume the noise acts independently on each bit:

3. Measure and correct: There are 8 possible outcomes once the noise has acted. Map these back to logical 1 or 0 by "majority voting"

realized by the circuit

where "•" stands for an AND gate and "+" stands for an OR gate.
4. Decode: Send $0_{L} \rightarrow 0$ and $1_{L} \rightarrow 1$. In this case this just means we should read off any one of the outputs.

Now we can compute the probability of an overall bit flip. Since $p$ is the probability of any of the three bits flipping in step 2 , and since the probabilities are independent for each bit, we get

$$
\begin{array}{r|c|c|c|c}
\text { number of flips } & 0 & 1 & 2 & 3 \\
\hline \text { probability } & (1-p)^{3} & 3 p(1-p)^{2} & 3 p^{2}(1-p) & p^{3}
\end{array}
$$

Majority voting works (corrects the error) if there are only 0 or 1 bit flips; but it fails (returns a flipped bit) if there were 2 or 3 bit flips during transmission. Thus, the probability for an overall bit flip is the sum of the probabilities for 2 and 3 flips above, giving

$$
p^{\prime}=3 p^{2}(1-p)+p^{3}=3 p^{2}-2 p^{3} .
$$

The majority voting code is said to be effective when it reduces the overall bit-flip probability, i.e. when $p^{\prime}<p$. By the last equation this means $p$ has to satisfy $3 p^{2}-2 p^{3}<p$ which is true for $p<p_{\text {th }}=1 / 2$. So, as long as the error rate is less than the threshold value, $p_{\mathrm{th}}=1 / 2$, the majority voting code reduces the error rate.

Once a code is effective, it can clearly be reiterated to reduce the error rate by as much as is desired. For example, one could triple the logical bits to get logical-logical bits, $0_{L} \rightarrow$ $0_{L} 0_{L} 0_{L}:=0_{L L}$, and use majority voting on them to reduce the error rate even further to $p^{\prime \prime} \approx 3\left(p^{\prime}\right)^{2} \approx 27 p^{4}($ when $p \ll 1)$.

### 8.2 Shor's code

We want to translate the majority voting code to the quantum context. There are some obvious problems, though:

- Classical encoding involves copying the state. But the no cloning theorem say that this is impossible in quantum mechanics.
- Classically, measuring the signal in order to correct it by majority voting did not (in principle) introduce any new errors. But in quantum mechanics, measurement irreducibly affects the qubits, potentially destroying, e.g., their entanglement with other qubits.
- Classically the error (noise) on a single bit was parametrized by just two numbers (the probabilities for 0 to flip to 1 and the probability for 1 to flip to 0 ). In quantum mechanics, on the other hand, we have just seen that single qubit errors (noise) are parameterized by twelve numbers. So there seems to be many more kinds of errors that have to be corrected for.

In the rest of this section we will see how Peter Shor's code (1994) overcomes all these problems.

First, let's review the no-cloning theorem, which states: There is no quantum circuit $U$ $\left(U U^{\dagger}=I\right)$ which duplicates an arbitrary initial state. That is, the circuit that does

for all $|\psi\rangle$ does not exist.
Proof: Suppose such a $U$ did exist. Then

$$
\begin{aligned}
U(|\psi\rangle \otimes|0\rangle) & =|\psi\rangle \otimes|\psi\rangle, \\
U(|\phi\rangle \otimes|0\rangle) & =|\phi\rangle \otimes|\phi\rangle,
\end{aligned}
$$

for any two states $|\psi\rangle$ and $|\phi\rangle$. Take the inner product of these two equations. The left side gives

$$
(\langle\phi|\langle 0|) U^{\dagger} U(|\psi\rangle|0\rangle)=(\langle\phi|\langle 0|) I(|\psi\rangle|0\rangle)=\langle\phi \mid \psi\rangle\langle 0 \mid 0\rangle=\langle\phi \mid \psi\rangle,
$$

while the right side is

$$
(\langle\phi|\langle\phi|)(|\psi\rangle|\psi\rangle)=\langle\phi \mid \psi\rangle\langle\phi \mid \psi\rangle .
$$

Comparing left and right sides, we see that we must have $\langle\phi \mid \psi\rangle=0$ or 1 , which means that either $|\phi\rangle=|\psi\rangle$ or $|\phi\rangle \perp|\psi\rangle$. But this is a contradiction, since $|\phi\rangle$ and $|\psi\rangle$ were assumed arbitrary.
But, this proof of the no-cloning theorem shows that we can clone orthogonal states. In other words, there can exist a circuit that behaves like the one shown above, but only for a basis of orthogonal states, $|\psi\rangle=|0\rangle$ or $|1\rangle$. For example, one such circuit is


But if $|\psi\rangle=a|0\rangle+b|1\rangle$, then the output is $|\Phi\rangle=a|00\rangle+b|11\rangle$, not $(a|0\rangle+b|1\rangle) \otimes(a|0\rangle+b|1\rangle)$. Therefore, this circuit entangles the output bits, but does not clone them.

Shor's insight was that error-correction could be accomplished using this kind of entanglement to encode qubits: "Fight [noise] entanglement with entanglement."

There are still the two other problems: the effects of measurements, and the many kinds of quantum noise. Let's see how the measurement problem can be dealt with by taking a simple toy model of quantum noise. In particular, assume that

$$
\mathcal{E}(|\psi\rangle)=(1-p)|\psi\rangle\langle\psi|+p X|\psi\rangle\langle\psi| X,
$$

i.e., that the only error operator is $X$, the bit flip, with probability $p$. (This is completely unrealistic, but since it is similar to the classical noise case, it is a good toy problem to start on.)

3-qubit bit-flip ( $X$ ) code
Encode:

$$
\begin{aligned}
|0\rangle \rightarrow\left|0_{L}\right\rangle & :=|000\rangle, \\
|1\rangle \rightarrow\left|1_{L}\right\rangle & :=|111\rangle,
\end{aligned}
$$

by entanglement:


Thus, if $|\psi\rangle=a|0\rangle+b|1\rangle$, then $\left|\psi_{L}\right\rangle=a|000\rangle+b|111\rangle$.
Noise acts on the output (entangled) qubits separately. This means that the quantum operator $\mathcal{E}$ acts on the 3 qubits independently:

$$
\begin{align*}
\mathcal{E}^{3}\left(\left|\psi_{L}\right\rangle\left\langle\psi_{L}\right|\right)= & " \mathcal{E} \otimes \mathcal{E} \otimes \mathcal{E} "\left(\left|\psi_{L}\right\rangle\left\langle\psi_{L}\right|\right)  \tag{231}\\
:= & (1-p)^{3}\left|\psi_{L}\right\rangle\left\langle\psi_{L}\right| \\
& +p(1-p)^{2}\left\{X_{1}\left|\psi_{L}\right\rangle\left\langle\psi_{L}\right| X_{1}+X_{2}\left|\psi_{L}\right\rangle\left\langle\psi_{L}\right| X_{2}+X_{3}\left|\psi_{L}\right\rangle\left\langle\psi_{L}\right| X_{3}\right\} \\
& +p^{2}(1-p)\left\{X_{1} X_{2}\left|\psi_{L}\right\rangle\left\langle\psi_{L}\right| X_{1} X_{2}+X_{1} X_{3}\left|\psi_{L}\right\rangle\left\langle\psi_{L}\right| X_{1} X_{3}\right. \\
& \left.\quad+X_{2} X_{3}\left|\psi_{L}\right\rangle\left\langle\psi_{L}\right| X_{2} X_{3}\right\} \\
& +p^{3} X_{1} X_{2} X_{3}\left|\psi_{L}\right\rangle\left\langle\psi_{L}\right| X_{1} X_{2} X_{3} .
\end{align*}
$$

The first line below (231) expresses the $(1-p)^{3}$ probability of no bit flips, the next line expresses the result of a single bit flipping, the next gives 2 bit flips, and the last the possibility of all three bits flipping. Here I have used a notation that will be very useful in what follows:

$$
X_{1}:=X \otimes I \otimes I, \quad X_{2}:=I \otimes X \otimes I, \quad X_{3}:=I \otimes I \otimes X
$$

More generally, an expression like $X_{i} Z_{j} X_{k} Y_{\ell}$ will mean the tensor product of 1-qubit operators with $X$ acting on the $i$ th qubit, $Z$ on the $j$ th, $X$ on the $k$ th, $Y$ on the $\ell$ th, and $I$ on all the rest.

Exercise 8.1 Write out the $8 \times 8$ density matrix $\mathcal{E}^{3}\left(\left|\psi_{L}\right\rangle\left\langle\psi_{L}\right|\right)$ in the computational basis $\{|000\rangle,|001\rangle,|010\rangle,|100\rangle,|110\rangle,|101\rangle,|011\rangle,|111\rangle\}$ if $\left|\psi_{L}\right\rangle=a|000\rangle+b|111\rangle$.

The next step is to correct for the errors. Note that our original state $|\psi\rangle$ lived in a 2dimensional (1 qubit) Hilbert space $\mathcal{H}$. $\left|\psi_{L}\right\rangle$ lives in an 8-dimensional (3 qubit) Hilbert space $\mathcal{H}^{3}$, but $\left|\psi_{L}\right\rangle=a|000\rangle+b|111\rangle$ is always in the code subspace $\mathcal{H}_{c}$ spanned by $\{|000\rangle,|111\rangle\}$. The central observation needed for correcting errors is that typical errors move $\left|\psi_{L}\right\rangle$ out of the code subspace $\mathcal{H}_{c}$ into the larger $\mathcal{H}^{3}$ space.

For example, say that noise flipped the first bit: $\left|\psi_{L}\right\rangle \rightarrow X_{1}\left|\psi_{L}\right\rangle$. (By (231), this occurs with probability $p(1-p)^{2}$.) If $|\psi\rangle=a|0\rangle+b|1\rangle$, so that $\left|\psi_{L}\right\rangle=a|000\rangle+b|111\rangle$, then

$$
X_{1}\left|\psi_{L}\right\rangle=a X_{1}|000\rangle+b X_{1}|111\rangle=a|100\rangle+b|011\rangle \notin \mathcal{H}_{c}
$$

In fact, this state is orthogonal to $\mathcal{H}_{c}$. Similarly, $X_{2}\left|\psi_{L}\right\rangle=a|010\rangle+b|101\rangle$ and $X_{3}\left|\psi_{L}\right\rangle=$ $a|001\rangle+b|011\rangle$ are also orthogonal to $\mathcal{H}_{c}$, and to each other. Because the errors are orthogonal, it is easy to cook up a measurement that detects them without modifying the un-errored state.

In this case, one way to do it is to measure the operators $Z_{1} Z_{2}$ and $Z_{2} Z_{3}$. The set of operators one measures to identify an error is called the error syndrome. To see why this error syndrome does the job, first consider

$$
Z_{1} Z_{2}=Z \otimes Z \otimes I=\left(\begin{array}{ll}
1 & \\
& -1
\end{array}\right) \otimes\left(\begin{array}{ll}
1 & \\
& -1
\end{array}\right) \otimes\left(\begin{array}{ll}
1 & \\
& 1
\end{array}\right)
$$

and is easily seen to have eigenvalues $\pm 1$. Furthermore, $\mathcal{H}_{c}, X_{1} \mathcal{H}_{c}, X_{2} \mathcal{H}_{c}$, and $X_{3} \mathcal{H}_{c}$ are all eigenspaces of $Z_{1} Z_{2}$ :

$$
\begin{aligned}
& Z_{1} Z_{2}\left|\psi_{L}\right\rangle=Z_{1} Z_{2}(a|000\rangle+b|111\rangle) \\
&=a(+)(+)|000\rangle+b(-)(-)|111\rangle=+\left|\psi_{L}\right\rangle, \\
& Z_{1} Z_{2}\left(X_{1}\left|\psi_{L}\right\rangle\right)=Z_{1} Z_{2}(a|100\rangle+b|011\rangle)=a(-)(+)|100\rangle+b(+)(-)|011\rangle=-X_{1}\left|\psi_{L}\right\rangle, \\
& Z_{1} Z_{2}\left(X_{2}\left|\psi_{L}\right\rangle\right)=Z_{1} Z_{2}(a|010\rangle+b|101\rangle)=a(+)(-)|010\rangle+b(-)(+)|101\rangle=-X_{2}\left|\psi_{L}\right\rangle, \\
& Z_{1} Z_{2}\left(X_{3}\left|\psi_{L}\right\rangle\right)=Z_{1} Z_{2}(a|001\rangle+b|110\rangle)=a(+)(+)|001\rangle+b(-)(-)|110\rangle=+X_{3}\left|\psi_{L}\right\rangle .
\end{aligned}
$$

Similarly for $Z_{2} Z_{3}$ which gives

$$
\begin{aligned}
Z_{2} Z_{3}\left|\psi_{L}\right\rangle & =+\left|\psi_{L}\right\rangle, \\
Z_{2} Z_{3}\left(X_{1}\left|\psi_{L}\right\rangle\right) & =+X_{1}\left|\psi_{L}\right\rangle, \\
Z_{2} Z_{3}\left(X_{2}\left|\psi_{L}\right\rangle\right) & =-X_{2}\left|\psi_{L}\right\rangle, \\
Z_{2} Z_{3}\left(X_{3}\left|\psi_{L}\right\rangle\right) & =-X_{3}\left|\psi_{L}\right\rangle .
\end{aligned}
$$

This can be summarized in the error syndrome table:

| Error op. <br> elements | Error syndrome |  |
| :---: | :---: | :---: |
|  | $Z_{2} Z_{3}$ |  |
| $I$ | + | + |
| $X_{1}$ | - | + |
| $X_{2}$ | - | - |
| $X_{3}$ | + | - |

where the rows are the errors ( $I$ means "no error"), and the columns are the error syndrome operators we measure, and the entries are the $\pm 1$ eigenvalues on the code space $\mathcal{H}_{c}$ acted on by the error operation element.

The net result of measuring $\left\{Z_{1} Z_{2}, Z_{2} Z_{3}\right\}$ will be to get two numbers, $\{ \pm 1, \pm 1\}$ and to "collapse the wave function", i.e., to project the state onto the $Z_{1} Z_{2}$ and $Z_{2} Z_{3}$ eigenspace with those eigenvalues. But since the errors $X_{i}\left|\psi_{L}\right\rangle$ and $\left|\psi_{L}\right\rangle$ itself are already in $Z_{1} Z_{2}$ and $Z_{2} Z_{3}$ eigenspaces, they are not changed by the projection.

So, the procedure for correcting the errors is clear:
(1) Measure $\left\{Z_{1} Z_{2}, Z_{2} Z_{3}\right\}$.
(2a) If $\left\{Z_{1} Z_{2}, Z_{2} Z_{3}\right\}=\{+,+\}$, do nothing: $\left|\psi_{L}\right\rangle \rightarrow\left|\psi_{L}\right\rangle$.
(2b) If $\left\{Z_{1} Z_{2}, Z_{2} Z_{3}\right\}=\{+,-\}$, apply $X_{3}: X_{3}\left|\psi_{L}\right\rangle \rightarrow\left|\psi_{L}\right\rangle$.
(2c) If $\left\{Z_{1} Z_{2}, Z_{2} Z_{3}\right\}=\{-,+\}$, apply $X_{1}: X_{1}\left|\psi_{L}\right\rangle \rightarrow\left|\psi_{L}\right\rangle$.
(2d) If $\left\{Z_{1} Z_{2}, Z_{2} Z_{3}\right\}=\{-,-\}$, apply $X_{2}: X_{2}\left|\psi_{L}\right\rangle \rightarrow\left|\psi_{L}\right\rangle$.
If only a single qubit has flipped, we see that we recover the original state in this way.
Note that if two quibits flipped, then we do not recover the original state, and error correction fails. For example, say the noise takes $\left|\psi_{L}\right\rangle \rightarrow X_{1} X_{2}\left|\psi_{L}\right\rangle=a|110\rangle+b|001\rangle$. This is still a $\left\{Z_{1} Z_{2}, Z_{2} Z_{3}\right\}$ eigenstate, but with eigenvalues $\{+,-\}$. So it is mistaken for a single bit flip $X_{3}$ error, and our error-correction procedure gives $X_{1} X_{2}\left|\psi_{L}\right\rangle \rightarrow X_{1} X_{2} X_{3}\left|\psi_{L}\right\rangle \neq\left|\psi_{L}\right\rangle$. This is just like classical majority voting: it fails if 2 or more bits are flipped by the noise.

Therefore, just as in the classical case, the net probability of error after this correction procedure is $p^{\prime}=3 p^{2}(1-p)+p^{3}=2 p^{2}-3 p^{3}$, and therefore the correction is effective if $p^{\prime}<p$, which occurs for $p<1 / 2$.

We now want to represent this quantum error-correction algorithm as a quantum circuit. Also, real measurements are not ideal, so even though $X_{i}\left|\psi_{l}\right\rangle$ are in $Z_{j} Z_{k}$ eigenspaces, a real quantum measurement (as opposed to an ideal or non-destructive one) will generally change $X_{i}\left|\psi_{L}\right\rangle$. (This is a statement not about quantum mechanics, but about human technological imperfection.) Thus we would like to modify our error-correction procedure so we do not have to do the measurements directly on our signal qubits. This is easily taken care of using ancilla qubits:


The jagged line in this circuit indicates where the noise acts. The two additional bottom lines represent the ancilla qubits. The dashed lines mean "measure the ancilla qubits in the computational basis" and the dashed arrow indicates that the error-correcting $U$ gate that is applied depends on the result of that measuremet. Finally, I have indicated states $\left|\psi_{1,2,3}\right\rangle$ after the noise is just for refence pruposes: the state of the 3 signal qubits is really entangled, so is not a tensor product of three separate 1-qubit states.

This circuit works as follows, as you can easily read off:
If $\left|\psi_{1} \psi_{2}\right\rangle=|00\rangle$ or $|11\rangle$, then we measure $\left|A_{1}\right\rangle=|0\rangle$ and the $Z_{1} Z_{2}$ eigenvalue is +1 .
If $\left|\psi_{1} \psi_{2}\right\rangle=|01\rangle$ or $|10\rangle$, then we measure $\left|A_{1}\right\rangle=|1\rangle$ and the $Z_{1} Z_{2}$ eigenvalue is -1 .
If $\left|\psi_{2} \psi_{3}\right\rangle=|00\rangle$ or $|11\rangle$, then we measure $\left|A_{2}\right\rangle=|0\rangle$ and the $Z_{2} Z_{3}$ eigenvalue is +1 .
If $\left|\psi_{2} \psi_{3}\right\rangle=|01\rangle$ or $|10\rangle$, then we measure $\left|A_{2}\right\rangle=|1\rangle$ and the $Z_{2} Z_{3}$ eigenvalue is -1 . Therefore, the error-correcting gate should be

$$
U_{A_{1} A_{2}}=\left\{\begin{array}{rlll}
I & \text { if } & A_{1}=0, & A_{2}=0 \\
X_{1} & \text { if } & A_{1}=1, & A_{2}=0 \\
X_{2} & \text { if } & A_{1}=1, & A_{2}=1 \\
X_{3} & \text { if } & A_{1}=0, & A_{2}=1
\end{array}\right.
$$

As the following circuit makes obvious, $|\psi\rangle$ (the input) could be entangled with any number of other qubits, and this entanglement would not be affected by the error-correction procedure. So, for example, the circuit for error-correcting bit-flip errors in two entangled qubits is simply the double of the 1-qubit circuit:


Exercise 8.2 Show that if $p_{1}^{\prime}$ is the probability that the 1-qubit error-correction circuit fails to correct bit-flip noise errors, then the probability for the above 2-qubit error-correction circuit to fail is $p_{2}^{\prime}=2 p_{1}^{\prime}-\left(p_{1}^{\prime}\right)^{2}$.

3-qubit phase-flip ( $Z$ ) code
So far all this was only for correcting bit-flip channel errors. We have seen that there are many other kinds of quantum noise. For example, there is also the phase-flip channel (error operator $=Z$ ) which had no classical analog. Let's see how to correct for that.

So suppose $\mathcal{E}(|\psi\rangle)=(1-p)|\psi\rangle\langle\psi|+p Z|\psi\rangle\langle\psi| Z$. Recall that $Z=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$ flips the sign of $|1\rangle$. How do we correct for this error? Recall $X=H Z H$ where $H=\left(\begin{array}{ll}1 & 1 \\ 1 & -1\end{array}\right) / \sqrt{2}$ is the Hadamard gate. Define the $| \pm\rangle$ basis by
and note that $\{| \pm\rangle\}$ is the $X$ eigenbasis, and that $Z$ acts on it as

$$
Z|+\rangle=|-\rangle, \quad Z|-\rangle=|+\rangle .
$$

In other words, $Z$ acts in the $\{| \pm\rangle\}$ basis like $X$ does in the $\{|0\rangle,|1\rangle\}$ basis. This makes it clear how to proceed.

Encode:

$$
\begin{aligned}
|0\rangle \rightarrow\left|0_{L}\right\rangle:=|+++\rangle, \\
|1\rangle \rightarrow\left|1_{L}\right\rangle:=|---\rangle,
\end{aligned}
$$

by entanglement:


Thus, if $|\psi\rangle=a|0\rangle+b|1\rangle$, then $\left|\psi_{L}\right\rangle=a|+++\rangle+b|---\rangle$.
Decode: after transmission, to switch back to the $\{|000\rangle,|111\rangle\}$ basis of $\mathcal{H}_{c}$, just act with Hadamard gates on the three qubits. The net effect of this is to sandwich the noise between two Hadamard gates (on each qubit), thus effectively changing the $Z_{i}$ error operations to $X_{i}=H Z_{i} H$. This has simply "rotated" the error from phase-flips to bit-flips. So the rest of the error correction is the same as in the bit-flip case:

Measure error syndrome: $\left\{Z_{1} Z_{2}, Z_{2} Z_{3}\right\}$ just as before.
Correct single errors: again in the same way by applying $X_{i}$ to the $i$ th bit flip.
The complete circuit thus looks like


Note that we can make equivalent circuits by moving the Hadamard gates around using the identities $H^{2}=I, H X H=Z$, as well as the 2-qubit identity


Exercise 8.3 Use the above identities to show that the phase-flip error-correcting circuit is equivalent to


## 9-qubit $X$ and $Z$ code (Shor code)

Now we can finally describe Shor's code: a simple code that simultaneously protects against bit-flip and phase-flip errors. We will then see the pleasant surprise of quantum error correction: a code that corrects bit-flip ( $X$ ) and phase-flip $(Z)$ errors, actually automatically corrects arbitrary single-qubit quantum errors!

Encode: in 2 steps. First, encode

$$
\begin{aligned}
& |0\rangle \rightarrow|+++\rangle, \\
& |1\rangle \rightarrow|---\rangle,
\end{aligned}
$$

then encode each of these three qubits by

The net result is a 9 -qubit encoding:

$$
\begin{aligned}
& |0\rangle \rightarrow\left|0_{L}\right\rangle:=\frac{1}{2 \sqrt{2}}(|000\rangle+|111\rangle)(|000\rangle+|111\rangle)(|000\rangle+|111\rangle), \\
& |1\rangle \rightarrow\left|1_{L}\right\rangle:=\frac{1}{2 \sqrt{2}}(|000\rangle-|111\rangle)(|000\rangle-|111\rangle)(|000\rangle-|111\rangle) .
\end{aligned}
$$

This is accomplished by the circuit


So we are encoding 1 qubit $\in \mathcal{H}$ in a 2-dimensional code subspace $\mathcal{H}_{c} \subset \mathcal{H}^{9}$ of a $2^{9}=512$ dimensional space! So there should be plenty of room for the 18 types of noise ( $9 X^{\prime}$ 's and $9 Z$ 's) we are interested in correcting to appear in orthogonal subspaces of $\mathcal{H}^{9}$, and to find error syndromes with these subspaces as eigenspaces.

The bit-flip errors: $X_{1}, X_{2}, \ldots, X_{9}$ are easy to fix. For example,

$$
\begin{aligned}
& X_{5}\left|0_{L}\right\rangle=\frac{1}{2 \sqrt{2}}(|000\rangle+|111\rangle)(|010\rangle+|101\rangle)(|000\rangle+|111\rangle), \\
& X_{5}\left|1_{L}\right\rangle=\frac{1}{2 \sqrt{2}}(|000\rangle-|111\rangle)(|010\rangle-|101\rangle)(|000\rangle-|111\rangle),
\end{aligned}
$$

so is an eigenstate of $Z_{4} Z_{5}$ and $Z_{5} Z_{6}$, with

$$
\begin{aligned}
Z_{4} Z_{5}\left(X_{5}\left|\psi_{L}\right\rangle\right) & =-X_{5}\left|\psi_{L}\right\rangle, \\
Z_{5} Z_{6}\left(X_{5}\left|\psi_{L}\right\rangle\right) & =-X_{5}\left|\psi_{L}\right\rangle .
\end{aligned}
$$

So if we measure $Z_{4} Z_{5}=Z_{5} Z_{6}=-1$, we know that the $X_{5}$ bit-flip error occured, and can correct it. In general, measuring $\left\{Z_{1} Z_{2}, Z_{2} Z_{3}, Z_{4} Z_{5}, Z_{5} Z_{6}, Z_{7} Z_{8}, Z_{8} Z_{9}\right\}$ will detect all single bit-flip errors.

The phase-flip errors: $Z_{1}, Z_{2}, \ldots, Z_{9}$ are actually easier to fix in this encoding. Notice that the phase-flips $\left\{Z_{1}, Z_{2}, Z_{3}\right\}$ all have the same effect on $\mathcal{H}_{c}$, e.g.,

$$
\begin{aligned}
& Z_{1}\left|0_{L}\right\rangle=\frac{1}{2 \sqrt{2}}(|000\rangle-|111\rangle)(|000\rangle+|111\rangle)(|000\rangle+|111\rangle), \\
& Z_{2}\left|0_{L}\right\rangle=\frac{1}{2 \sqrt{2}}(|000\rangle-|111\rangle)(|000\rangle+|111\rangle)(|000\rangle+|111\rangle)
\end{aligned}
$$

Thus we only have to detect a phase flip on bits 1-3, 4-6, or 7-9. Just as $X_{1} X_{2}$ and $X_{2} X_{3}$ would do the job for bits $1-3$, so $\left\{X_{1} X_{2} X_{3} X_{4} X_{5} X_{6}, X_{4} X_{5} X_{6} X_{7} X_{8} X_{9}\right\}$ are sufficient to detect all single phase-flips.

Thus, the set

$$
\left\{Z_{1} Z_{2}, Z_{2} Z_{3}, Z_{4} Z_{5}, Z_{5} Z_{6}, Z_{7} Z_{8}, Z_{8} Z_{9}, X_{1} X_{2} X_{3} X_{4} X_{5} X_{6}, X_{4} X_{5} X_{6} X_{7} X_{8} X_{9}\right\}
$$

are the error syndrome to tell us if a single bit-flip or phase-flip error has occurred. Measuring these operators will not disturb the state because all single-qubit bit-flip or phase-flip errors are eigenstates of all these operators. This can be checked explicitly. Or, since it is already clear that bit-flips are eigenstates of the $Z_{i} Z_{j}$ 's and phase-flips of the $\prod_{i} X_{i}$, we just have to check that they are also eigenstates of each other. A necessary condition for this is that the $Z^{2}$ and $X^{6}$ operators commute, so that they have simultaneous eigenvalues. The commutators indeed vanish, since

$$
\left[Z_{1} Z_{2}, X_{1} X_{2}\right]=Z_{1} X_{1} Z_{2} X_{2}-X_{1} Z_{1} X_{2} Z_{2}=\left(i Y_{1}\right)\left(i Y_{2}\right)-\left(-i Y_{1}\right)\left(-i Y_{2}\right)=0
$$

and similarly for the others.

So, our error-correction syndrome table is:

| Error op. | Error syndrome |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| elements | $Z_{1} Z_{2}$ | $Z_{2} Z_{3}$ | $Z_{4} Z_{5}$ | $Z_{5} Z_{6}$ | $Z_{7} Z_{8}$ | $Z_{8} Z_{9}$ | $X_{1} \cdots X_{6}$ | $X_{4} \cdots X_{9}$ |
| $I$ |  |  |  |  |  |  |  |  |
| $X_{1}$ | - |  |  |  |  |  |  |  |
| $X_{2}$ | - | - |  |  |  |  |  |  |
| $X_{3}$ |  | - |  |  |  |  |  |  |
| $X_{4}$ |  |  | - |  |  |  |  |  |
| $X_{5}$ |  |  | - | - |  |  |  |  |
| $X_{6}$ |  |  |  | - |  |  |  |  |
| $X_{7}$ |  |  |  |  | - |  |  |  |
| $X_{8}$ |  |  |  |  | - | - |  |  |
| $X_{9}$ |  |  |  |  |  | - |  |  |
| $Z_{1}, Z_{2}, Z_{3}$ |  |  |  |  |  |  | - |  |
| $Z_{4}, Z_{5}, Z_{6}$ |  |  |  |  |  |  | - | - |
| $Z_{7}, Z_{8}, Z_{9}$ |  |  |  |  |  |  |  | - |
| $i Y_{1}=X_{1} Z_{1}$ | - |  |  |  |  |  | - |  |
| $i Y_{2}=X_{2} Z_{2}$ | - | - |  |  |  |  | - |  |
| $i Y_{3}=X_{3} Z_{3}$ |  | - |  |  |  |  | - |  |
| $i Y_{4}=X_{4} Z_{4}$ |  |  | - |  |  |  | - | - |
| $i Y_{5}=X_{5} Z_{5}$ |  |  | - | - |  |  | - | - |
| $i Y_{6}=X_{6} Z_{6}$ |  |  |  | - |  |  | - | - |
| $i Y_{7}=X_{7} Z_{7}$ |  |  |  |  | - |  |  | - |
| $i Y_{8}=X_{8} Z_{8}$ |  |  |  |  | - | - |  | - |
| $i Y_{9}=X_{9} Z_{9}$ |  |  |  |  |  | - |  | - |

All the eigenvalues are $\pm 1$; we only show the ones which are -1 for clarity. (The last 9 lines with the $Y_{i}$ 's will be discussed below).

The circuit for making the measurement and correcting the errors is not hard to find.
Exercise 8.4 Show that the following circuit

gives the output shown with $|a\rangle=| \pm\rangle$ if $|\psi\rangle \in\left\{\frac{1}{\sqrt{2}}(|000\rangle \pm|111\rangle), \frac{1}{\sqrt{2}}(|001\rangle \pm|110\rangle)\right.$, $\left.\frac{1}{\sqrt{2}}(|010\rangle \pm|101\rangle), \frac{1}{\sqrt{2}}(|100\rangle \pm|011\rangle),\right\}$, where the plus or minus signs are correlated.

Using the result of the above exercize, it is straight forward to check that the circuit

does the job, where $U$ means "act with the error operator determined by the values of the measurements, as given by the table on the previous page."

The $Y$ errors: So far we have shown that we can correct for $X$ and $Z$ errors. But there are many other errors. We will now show that Shor's code also automatically corrects for $Y$ errors.

Recall that $i Y=Z X$, so up to an overall phase a $Y$ error is just an $X$ error followed by a $Z$ error (on the same qubit!). Our error-correcting code worked for $X_{j}$ and $Z_{j}$ errors because the $X_{j} \mathcal{H}_{c}$ and $Z_{j} \mathcal{H}_{c}$ subspaces were all eigenspaces of the error syndromes $\left\{Z_{1} Z_{2}, \ldots, X_{4} \cdots X_{9}\right\}:=\left\{F_{n}\right\}$ operators:

$$
\begin{equation*}
F_{n} X_{j} \mathcal{H}_{c}= \pm X_{j} \mathcal{H}_{c} \quad \text { and } \quad F_{n} Z_{j} \mathcal{H}_{c}= \pm Z_{j} \mathcal{H}_{c} . \tag{232}
\end{equation*}
$$

Furthermore, it is also true that

$$
\begin{equation*}
F_{n} X_{j}= \pm X_{j} F_{n} \quad \text { and } \quad F_{n} Z_{j}= \pm Z_{j} F_{n} \tag{233}
\end{equation*}
$$

as operator equations (i.e., acting on any state). (In fact, since $F_{n} \mathcal{H}_{c}=+\mathcal{H}_{c}$, (232) follows from (233).) Equation (233) is true by virtue of the algebra of Pauli matrices. In particular, it follows from the easily checked operator relations $X_{j} Z_{j}=-Z_{j} X_{j}, X_{i} X_{j}=X_{j} X_{i}, Z_{i} Z_{j}=$ $Z_{j} Z_{i}$ for any $i, j$, and $X_{i} Z_{j}=Z_{j} X_{i}$ for $i \neq j$.

Now it is easy to prove that $Y_{j} \mathcal{H}_{c}$ are also eigenspaces of the syndrome operators $F_{n}$ by using (233):

$$
F_{n} Y_{j} \mathcal{H}_{c}=i F_{n} Z_{j} X_{j} \mathcal{H}_{c}= \pm i Z_{j} X_{j} F_{n} \mathcal{H}_{c}= \pm i Z_{j} X_{j} \mathcal{H}_{c}= \pm Y_{j} \mathcal{H}_{c} .
$$

The resulting error syndrome table for the $Y_{j}$ is shown on page 58 .
Exercise 8.5 Consider the state $|\chi\rangle:=X_{1} Z_{1}\left|0_{L}\right\rangle=\frac{1}{2 \sqrt{2}}(|100\rangle-|011\rangle)(|000\rangle+|111\rangle)(|000\rangle+|111\rangle)$. (I.e., this state has suffered a combined bit- and phase-flip error on qubit 1.) Show that, indeed, $Z_{1} Z_{2}|\chi\rangle=-|\chi\rangle, Z_{2} Z_{3}|\chi\rangle=|\chi\rangle$, and $X_{1} X_{2} X_{3} X_{4} X_{5} X_{6}|\chi\rangle=-|\chi\rangle$.

General 1-qubit errors: We now show that Shor's code actually corrects all possible 1qubit errors. Recall that the general error is

$$
\mathcal{E}(|\psi\rangle)=\sum_{k} E_{k}|\psi\rangle\langle\psi| E_{k}^{\dagger} \quad \text { such that } \quad \sum_{k} E_{k}^{\dagger} E_{k}=I
$$

which we saw could be interpreted as saying that the error $|\psi\rangle \rightarrow E_{k}|\psi\rangle$ occurs with probability $p_{k}=\langle\psi| E_{k}^{\dagger} E_{k}|\psi\rangle$. The most general error operator on a single qubit is a $2 \times 2$ matrix, so can be written as a linear combination of $\{I, X, Y, Z\}$ :

$$
E_{k}=e_{k 0} I+e_{k x} X+e_{k y} Y+e_{k z} Z
$$

where $\left\{e_{k 0}, e_{k x}, e_{k y}, e_{k z}\right\}$ are complex numbers. That means that the most general possible error is a linear combination of the "errors" $I, X, Z$, and $i Y=X Z$. (The $I$ "error" is actually no error at all.)

Say qubit 1 in the state $\left|\psi_{L}\right\rangle$ in the Shor encoding experiences the general error $\left(E_{k}\right)_{1}=$ $E_{k} \otimes I^{\otimes 8}$. Then measuring the error syndrome operators $\left\{F_{n}\right\}=\left\{Z_{1} Z_{2}, X_{1} \cdots X_{6}, \ldots\right\}$ will project the total state

$$
\left(E_{k}\right)_{1}\left|\psi_{L}\right\rangle=e_{k 0}\left|\psi_{L}\right\rangle+e_{k x} X_{1}\left|\psi_{L}\right\rangle+e_{k y} Y_{1}\left|\psi_{L}\right\rangle+e_{k z} Z_{1}\left|\psi_{L}\right\rangle
$$

onto the orthogonal eigenspaces of the measured $F_{n}$ results. For example, say we measure $Z_{1} Z_{2}=-1$ and $X_{1} X_{2} \cdots X_{6}=-1$, and all the rest of the $F_{n}=+1$. This is the error syndrome for a $Y_{1}$ error. The eigenspace of this measurement is $Y_{1} \mathcal{H}_{c}$, which is orthogonal to all the other errors (because they are $F_{n}$ eigenspaces), and in particular to $\mathcal{H}_{c}, X_{1} \mathcal{H}_{c}$, and $Z_{1} \mathcal{H}_{c}$. Thus, after the measurement, the total state will be projected onto $Y_{1} \mathcal{H}_{c}$ :

$$
\left(E_{k}\right)_{1}\left|\psi_{L}\right\rangle \rightarrow \frac{P_{Y_{1} \mathcal{H}_{c}}\left(E_{k}\right)_{1}\left|\psi_{L}\right\rangle}{\| P_{Y_{1} \mathcal{H}_{c}}\left(E_{k}\right)_{1}\left|\psi_{L}\right\rangle \|}=\frac{e_{k y} Y_{1}\left|\psi_{L}\right\rangle}{\| e_{k y} Y_{1}\left|\psi_{L}\right\rangle \|}=Y_{1}\left|\psi_{L}\right\rangle,
$$

Then when we apply the error correction, $Y_{1}$, to this state according to the error-syndrome table on page 99 we get

$$
Y_{1}\left(Y_{1}\left|\psi_{L}\right\rangle\right)=Y_{1}^{2}\left|\psi_{L}\right\rangle=\left|\psi_{L}\right\rangle,
$$

and we have corrected the error! It should be clear that there was nothing special about this example: precisely the same computation works for every error syndrome eigenvalues measured. This consitutes a proof that Shor's code corrects any 1-qubit error.

### 8.3 Generalizations

Though Shor's code does the job, it is useful to generalize and abstract a method for describing error-correcting codes efficiently.

## What is the smallest possible code?

The number of qubits used to do the encoding, $n$, is used to label quantum codes. For example, Shor's code is a 9 -qubit code. We want to know how many qubits $n$ are necessary to protect against 1-qubit errors.

To correct arbitrary errors we need enough "room" in the total Hilbert space so that all errors will be in orthogonal subspaces. Say we have encoded 1 qubit with $n$ qubits. Then $\operatorname{dim} \mathcal{H}_{c}=2$ and $\operatorname{dim} \mathcal{H}=2^{n}$. For example, for the Shor code, $n=9$, so $\operatorname{dim} \mathcal{H}=2^{9}=512$ is the total encoding Hilbert space, while the logical subspace, or quantum code subspace, has $\operatorname{dim} \mathcal{H}_{c}=2$.

There are $3 n$ possible 1-qubit errors: $X, Y, Z$ for each of the $n$ encoding qubits. There is also the possibility of "no error": the $I$ operator on all qubits. Thus there are a total of $1+3 n$ independent error operators, $E_{n}$.

We want to choose $\mathcal{H}_{c} \subset \mathcal{H}$ such that $E_{a} \mathcal{H}_{c}$ are orthogonal for all $a$. Thus we must have $\left(\operatorname{dim} \mathcal{H}_{c}\right) \cdot\left(\# E_{a}\right) \leq \operatorname{dim} \mathcal{H}$, which implies $2(1+3 n) \leq 2^{n}$, or

$$
n \geq 5
$$

Thus the minimum number of quits needed is 5 . Such a code has been found, and is described in the text.
(Note that the same argument works for classical linear codes, except there is only one independent error-bit flip-instead of 3 , giving $2 \cdot(1+n) \leq 2^{n}$ which implies $n \geq 3$, with $n=3$ the simple majority-voting code.)

It is easy to extend the above bound to more general codes. Say we encoded $k$ qubits with $n$ qubits, so $\operatorname{dim} \mathcal{H}_{c}=2^{k}$ and $\operatorname{dim} \mathcal{H}=2^{n}$, and we want a code to correct al errors on up to $t$ qubits simultaneously. Then, the number of independent errors is

$$
N(t)=\sum_{j=0}^{t} 3^{j}\binom{n}{j},
$$

since there are $\binom{n}{j}$ ways to choose $j$ qubits out of $n$ that are affected by errors, and on each those $j$ qubits there are 3 independent errors ( $X, Y$, or $Z$ ). So, for all errors to be orthogonal in $\mathcal{H}$, we need $\left(\operatorname{dim} \mathcal{H}_{c}\right) \cdot N(t) \leq \operatorname{dim} \mathcal{H}$, which implies

$$
\sum_{j=0}^{t} 3^{j}\binom{n}{j} \leq 2^{n-k}
$$

This is called the quantum Hamming bound.
The derivation of the quantum Hamming bound assumed the code was nondegenerate (which we won't define here; see [ NC$]$ ). It turns out, though, that you can't defeat the Hamming bound using degenerate codes. Indeed, one can prove the quantum Singelton bound,

$$
n \geq k+2(d-1)
$$

which is true for all codes. Here we have introduced

$$
d:=2 t+1
$$

which is called the code distance.
One uses the same notation for quantum codes as one does for classical linear codes. That is, we speak of an " $[n, k, d]$ code" when it corrects $(d-1) / 2$ errors on $k$ qubits by encoding them with $n$ qubits. So, for example, Shor's code is a $[9,1,3]$ code.

## Conditions for error recovery

Theorems 10.1 and 10.2 of [ NC ] characterize when error recovery is possible. They are equivalent to the following

Theorem: Given a set of linearly independent error operators $\left\{E_{a}\right\}$ and an orthonormal basis $\{|i\rangle\}$ of the code space $\mathcal{H}_{c}$, then the $E_{a}$ can be corrected if and only if

$$
\begin{equation*}
\langle j| E_{a}^{\dagger} E_{b}|i\rangle=C_{a b} \delta_{i j} \tag{234}
\end{equation*}
$$

for all $a, b, i, j$ where the $C_{a b}$ are some complex numbers independent of $i$ and $j$. (Note that $C_{a b}^{*}=C_{b a}$.)

The proof of this theorem is interesting because it is constructive: it actually gives a method for correcting errors, and gives some physical insight into how error correction works. It basically shows how, given (234), one can choose a basis for the error operators which diagonalizes $C_{a b}$, and in this basis how one can unambiguously diagnose the errors by performing orthogonal measurements. Arbitrary linear combinations of the errors $E_{a}$ are also automatically recovered by the same arguments that we used for the Shor code.

Since the proof of this theorem is really just a formalization of what we did to check that the Shor code worked, we will not reproduce the details here; see the discussion in [NC] if you are interested. However a couple of physical points are made clearer in the general proof which were not so clear in our discussion of the Shor code:

1. In the proof of the theorem, the error recovery is modelled as a general quantum operation. In particular, no mention is made of whether the ancilla qubits were actually measured or not. Thus, the measurement step is not necessary. But the ancilla are necessary.
2. This gives the following general picture of how error correction works: Noise is entanglement with the environment, and increases the entropy of the system. We can't decrease the total entropy (eliminate the noise), but error recovery instead shifts it to entanglement of the environment with the ancilla qubits. To repeat the procedure, you have to "dump" the ancilla system, i.e., reset it to a starting state, $\left|0_{A}\right\rangle$, unentangled with computer or environment. This is summarized in the figure below.


### 8.4 The toric code

Under construction ....

## 9 Fault-tolerant quantum computation

So far we have only discussed how to reduce noise in the transmission of qubits. But how about noise in the gates, etc., used in a quantum computer and in the noise-correction algorithm itself? In the words of the inventors of fault-tolerant quantum computation (Mosca, Jozsa, Steane, Ekert):

At this point the reader still should not feel altogether happy about building this house of cards. Although we have introduced corrective measures, what if they themselves are faulty, as they must be in any real system?

It turns out (see the last sections of chapter 10 of $[\mathrm{NC}]$ ) that analogs of the noisy channel error-correction idea described in the last section can be applied at every stage of a quantum computation: bit preparation, ancilla measurement, quantum gates, as wall as simple qubit propagation. The net result is that if the sources of noise in all these steps is (1) sufficiently independent, and (2) sufficiently small (less than some finite threshold), then the error rate can be reduced arbitrarily at a cost of increasing the total number of bits and gates by a factor at most polynomial in the number of (non-error-corrected) gates. (This is the threshold theorem quoted on page 73, above.)

The final picture of quantum computation that emerges is summed up in metaphoric language by MJSE:

The "realistic" quantum computer looks very different from the idealized noise-free one. The latter is a silent shadowy beast at which we must never look until it has finished its computations, whereas the former is a bulky thing at which we "stare" all the time, via our error-detecting devices, yet in such a way as to leave unshackled the shadowy logical machine lurking within it.

## Part IV

## Topological Quantum Computation

Actually, there is a completely different strategy to defeating noise in quantum computers: instead of correcting for it, try to reduce it to insubstantial levels from the very beginning. Such a strategy ${ }^{12}$ is pursued in topological quantum computation, which tries to use certain special quantum systems in which quantum entanglement is very robust against noise.

The basic idea is to find a system in which some of the quantum information is carried by degrees of freedom which are insensitive to localized perturbations of the system, but instead only care about global (large distance scale) configurations of the system. Such degrees of freedom are called topological degrees of freedom. An intuitive example is the number of handles (the "genus") of a closed 2-dimensional surface: local deformations of the surface will change its exact shape, but not change the overall number of handles on the surface unless something drastic (discontinuous, like tearing the surface) happens.

Remarkably, systems with such topological degrees of freedom do exist in nature. In particular, at low temperatures and energies and at long distances, such a topological phase of matter is found in the fractional quantum Hall effect (at certain specific values of the magnetic field).

The low-lying excitations of this system, its quasiparticles, are constrained to move in two spatial dimensions, and so the paths of quasiparticles can be braided. This means that the possible ways they can go around one another fall into discrete topological classes. For example, if two quasiparticles start out in a specific configuration, and end up in the same configuration, in between they could get there in an infinite number of topologically distinct ways: (0) neither particle moves at all; (1) particle 2 stays put, but particle 1 moves around it once in a counterclockwise manner; (2) particle 2 stays put, but particle 1 moves around it twice in a counterclockwise manner; ...; (-1) particle 2 stays put, but particle 1 moves around it once in a clockwise manner; ...; see the figure.


Figure 8: Different braidings of two quasiparticles in the plane.
Now, the quasiparticles are identical particles, and just as with identical particles in three dimensions, their wavefunctions have definite statistics under interchange of the particles. For example, identical fermions, like electrons, in three dimensions, obey Fermi statistics, which means that under interchange of a pair of electrons, the state of the whole system gains a minus sign. This phase of the wave function under interchange is an example of

[^11]a topologically-protected aspect of the quantum evolution of the system. Unfortunately, this simple phase can't be used to do any interesting quantum computations. However, the statistics of two-dimensional systems is potentially much richer, because now there is not just interchange of identical quasiparticles, but there is also the topological class of the path along which the interchange takes place, as illustrated with the braidings above.

In general, suppose that the quasiparticles come in a variety of different states $|a\rangle$, $a=1, \ldots, s$ (analogous to the spins states of electrons) which describe a collection of quasiparticles at different spatial positions in the plane. Then interchange of two such quasiparticles can do more than simply change the phase of the wavefunction. It may also rotate the "spin" basis vectors $|a\rangle$ into one another,

$$
|a\rangle \rightarrow \sum_{b} R_{a b}|b\rangle
$$

where the unitary matrix $R$ depends on the specific braiding the quasiparticles undergo to perform the exchange. The idea is to realize quantum gates using these braid matrices $R$. Since they only depend on the topological class of the quasiparticle exchange, they are protected from local sources of noise (which can be thought of semiclassically as something like "jiggling" of the quasiparticle paths). In the case of nonabelian braid statistics, which means that there are braid matrices $R$ and $S$ corresponding to different braidings such that $R S \neq S R$, then you can imagine building up a large set of gates by successive braidings.

For example, the $\nu=12 / 5$ quantum Hall state is thought to give a realization of such nonabelian statistics. Furthermore, the braid matrices can be realized as rotations by multiples of $\pi / 5$ (along with phases) around various directions in the Hilbert space of multiple quasiparticles. These braid matrices do not form a finite group, but are dense in the set of all unitary transformations, so can in principle be used to approximate any desired unitary transformation to any given accuracy.

This appealing idea has garnered much theoretical attention. As yet, however, physical realizations of such systems are beyond our technological capabilities to create. For example, the $\nu=12 / 5$ quantum Hall system described above is far from being a practical basis for quantum computation. The $\nu=12 / 5$ state is very hard to reliably observe, even at very low temperatures $\left(10^{-2} \mathrm{~K}\right)$, let alone manipulate. Furthermore, it is not even clear that it really does have nonabelian braid statistics: this has yet to be confirmed experimentally. On the other hand, evidence of the quantum Hall effect (though not yet of the fractional quantum Hall effect) has recently been observed at room temperature in graphene (K.S. Novoselov et. al., Science 315 (2007) 1379). It is an active area of research to locate suitable systems with nonabelian braid statistics and braid matrices which are dense in the set of unitary matrices. Only time will tell whether this interesting idea will give rise to practical quantum computers.


[^0]:    ${ }^{1}$ J. Preskill, Chapter 9: Toplogical Quantum Computation, http://www.theory.caltech.edu/ ~preskill/ph219/topological.pdf.

[^1]:    ${ }^{2}$ Here $\left\{\left|0^{\prime}\right\rangle,\left|1^{\prime}\right\rangle\right\}$ is an arbitrary orthonormal set, not necessarily the one in the first exercise.

[^2]:    ${ }^{3}$ In fact, this theorem holds for the larger set of normal operators, which are operators $A$ which satisfy $\left[A, A^{\dagger}\right]=0$. Clearly hermitian and unitary operators are subsets of the set of normal operators.

[^3]:    ${ }^{4}$ Problems for which it is "easy" to check whether a given answer is correct are known as problems of class NP. By "easy" we mean that it takes computational resources (gates, memory, number of steps) which grows at most polynomially in the size of the problem; ie, if it takes $N$ bits to state the problem, then the computational resources needed to check the answer grows as $\mathcal{O}\left(N^{a}\right)$ for some positive exponent $a$. A problem of size $N$ for which an algorithm solving it exists using computational resources which grow only polynomially in $N$, is called a problem of class $\mathbf{P}$. It is not known whether or not $\mathbf{P}=\mathbf{N P}$.

[^4]:    ${ }^{5}$ In a decimal system the number of digits is approximately the log base 10 , while in a binary system it is the $\log$ base 2 . Since $\log _{10}(N)=\log _{2}(N) / \log _{2}(10)$ which base is used just gives an overall constant factor. In making estimates for large $N$, we may ignore these overall factors, and so may not bother to specify the base of the logarithm.

[^5]:    ${ }^{6}$ Also frequently called the multiplicative order function.

[^6]:    ${ }^{7}$ This is much higher than the lower bound on the rate of success claimed earlier in step 9 of Shor's algorithm. This discrepancy is because we will be making only very weak lower bounds on the probabilities in section 5.4. More work can sharpen these bounds considerably, showing that for practical purposes we need only ever take $T=1$ or 2 .

[^7]:    ${ }^{8}$ It is hard to make $\Delta E$ larger because then there are typically many states in atomic systems with smaller splittings, making it difficult to isolate the states with the larger $\Delta E$ from all the other states.

[^8]:    ${ }^{9}$ This is for 2 -qubit quantum gates; for 1-qubit gates we can currently do $\sim 10^{-6}$. In 2016 the record for 2 -qubit decoherence time was $\tau_{d} \lesssim 10^{-4}$ s.

[^9]:    ${ }^{10}$ Recall the definition and interpretation of the expectation value, discussed in section 0 below equation (30). An examination of the rules of quantum mechanics shows that all measurements in quantum mechanics can be written in terms of expectation values, so it is sufficient to focus just on them.

[^10]:    ${ }^{11}$ To generalize, just replace $\rho_{\text {env }}$ with a sum over many such states.

[^11]:    ${ }^{12}$ First proposed by A. Kitaev, Ann. Phys. (NY) 303 (2003) 2.

